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Production-based emission inventory 

Detailed sectoral disaggregation of production-based emissions is necessary for tracking 

the emissions embodied in internationally-traded goods and services; however, available 

global inventories usually provided industrial emissions at aggregated level. Thus, we 

developed an alternate global inventory of carbon monoxide (CO), sulfur dioxide (SO2), 

nitrogen oxides (NOx), black carbon (BC), and organic carbon (OC) emissions for the year 

2007. This inventory is also used to support another study that examines the direct forcing of 

aerosols embodied in international trade34. We estimate emissions from all major 

anthropogenic sources except open biomass burning (but including biofuels). Global 

anthropogenic emissions in 2007 are estimated as follows: 101.7 Tg SO2, 95.3 Tg NOx, 532.1 

Tg CO, 5.8 Tg BC, and 13.7 Tg OC. For NH3 emissions, we adopt the emission data from 

EDGAR v4.235 by coupling the MEIC inventory for China36,37 and the USNEI for the U.S.38. 

The national annual SO2, NOx, CO, BC, OC, and NH3 emissions estimates for the year 2007 

are presented in Supplementary Fig. 1. 

For species other than NH3, emissions are estimated using a detailed technology-based 

methodology (Supplementary Fig. 2), which covers 62 subdivided sectors for 228 countries 

and regions. Methods and data used to compile the inventory are described below. We 

exclude NMVOC emissions from this analysis because large fractions of NMVOC emissions 

are emitted from activities (i.e. solvent use, fugitive emissions from fuels) that are difficult to 

ascribe to particular industry sectors. The NMVOC emissions used in the GEOS-Chem model 

thus remain constant across different scenario runs. We assessed the impact of excluding 

NMVOC from consumption-based analysis, and present those results below. 

In deriving emissions for species other than NH3, annual emissions for each species and 

country are estimated by: 

𝐸𝑠,𝑖 = ∑ ∑ 𝐴𝑚,𝑖,𝑗[∑ 𝑋𝑚,𝑖,𝑗,𝑓𝐸𝐹𝑠,𝑚,𝑖,𝑗,𝑓𝑓 ]  𝑗𝑚                   (1)

where s, m, i, j, and f represent the species, emitting sectors, countries, fuel or product types, 

and technology type for combustion and industrial processes, respectively. A represents the 

activity rate, such as fuel consumption or material production. X represents the fraction of fuel 

or production that is consumed by a specific technology in a given sector, with ∑𝑋 = 1  for 

each fuel and sector. EF is the net emission factor. 

For a given technology f, the net emission factor is estimated as: 

𝐸𝐹 = 𝐸𝐹𝑅𝐴𝑊 ∑ 𝐶𝑛(1 − 𝜂𝑛) 𝑛                        (2)

where n represents a specific control technology, 𝐸𝐹𝑅𝐴𝑊 is the unabated emission factor. 𝐶𝑛

is the penetration of control technology n, with ∑𝐶 = 1 for each technology. Finally, 𝜂𝑛 is

the removal efficiency of control technology n. 

Activity rates. Country-specific fuel consumption data were obtained from the 

International Energy Agency (IEA)39,40, which includes 51 fuels in 46 sub-sectors and four 

sectors (residential, industry, power, and transportation; field burning, international shipping, 

and international aviation are excluded). We aggregated this IEA fuel consumption data into 
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19 fuel types given that certain fuels lack emission factor information but are known to have 

minor emissions. Fuel consumption in each sub-sector is further divided by technologies (X in 

Eq. 1). For China and India, technology distributions are derived from the MEIC model36,37 

and Lu et al.41 respectively. For other countries, technology distributions are taken from our 

previous work42-44 and modified by estimates of residential biofuel combustion from the 

GAINS model45 (http://gains.iiasa.ac.at/models) and estimates of transportation combustion 

from Yan et al.46. We also classified 16 non-combustion sources for the industrial process 

sector. Country-specific industrial production levels were obtained from public datasets, 

including United States Geological Survey statistics (USGS, 

http://minerals.usgs.gov/minerals/pubs/myb.html) developed by the National Minerals 

Information Center and United Nations data (http://data.un.org/). Ultimately, we classify 

activity rates into 62 sub-sectors, 19 fuel types, 16 products, and 38 technology combinations, 

with the detailed combinations and descriptions shown in Supplementary Table 2. 

Emission factors. Emission factors used in this study were compiled from a large 

number of previous studies and previous work of some of this study’s authors. Emission 

factors for transportation sector were obtained from Yan et al.46,47. The sources of emission 

factors for other sectors are documented below. 

For SO2, sulfur contents of fossil fuels were obtained from the GAINS model, USGS, and 

previous literatures41,43,48-50. The sulfur retention ratio was derived from USEPA AP-4251 and 

other previous work41,43,49. SO2 emission factors of biofuel combustion were based on the 

reported measurements52,53 and USEPA AP-4251. For non-combustion sources, unabated SO2 

emission factors are directly obtained from publically available emission factor databases51,54. 

For NOx, unabated emission factors were obtained from the literature53,55-58, and public 

emission factor databases51,54. 

Unabated CO emission factors were acquired from USEPA AP-4251 and Yevich et al.59, 

and regional emission databases were then used to override global defaults where 

available38,57,60-62. 

For BC and OC, raw emission factors of combustion sources were obtained from Lei et 

al.63 and Bond et al.64,65. Emission factors of residential kerosene were obtained from Lam et 

al.66 and Huang et al.67 Emission factors for industrial process were taken from the GAINS 

model. Emission factors for China and India were further replaced by our previous work41. 

Net emission factors were further determined by penetration rates and removal 

efficiencies of control technologies. Application rates of flue-gas desulfurization (FGD) 

devices and NOx emission control technologies were obtained from literatures41,43,48,57,68 and

the GAINS model. Removal efficiencies for FGD and NOx emission control technologies 

were derived from USEPA AP-4251. The penetration rates of fine particulate matter control 

device and corresponding removal efficiencies were obtained from Streets et al.43 and Bond et 

al.64. In general, the high end of the removal efficiency ranges applies to the most developed 

regions, and the low end of the ranges applies to less developed regions. Local knowledge 
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from regional emission inventories38,41,60-62,68,69 were then used to calibrate net SO2 emission 

factors for China, India, Southeast Asia, Canada, the U.S., and Europe, respectively. 

Statistics for emission uncertainty analysis. Emissions estimates are subject to 

uncertainty due to incomplete knowledge of activity rates and emission factors. To facilitate 

the uncertainty analysis later, here we briefly discuss assumptions in our estimate of 

uncertainties in production-based emissions. Following the approach documented by Streets 

et al.55, we estimated uncertainties for each emitting sub-sector in the 13 world regions by 

combining the coefficients of variations (CV, or the standard deviation divided by the mean) 

of each contributing factor. The term “uncertainty” here refers to a 95% confidence interval 

around the central estimate (i.e. mean). Following Streets et al.55, the CV of activity rates was 

determined by expert judgement supplemented with sources in the literature42,64,70 since 

uncertainties are not provided in the statistics. We classified the 13 regions into three groups 

according to different levels of statistical infrastructure28, and different levels of CV were 

assigned to each group. We assumed all CV of activity rates were normally distributed. The 

CV of emission factors were derived from available literatures42,64,70 and the standard 

deviation of measurement data53,71. For emission factors derived from public emission factor 

databases, the emission factor rating A~E were transferred to CV of 0.05 to 5 and assumed to 

be distributed normally or lognormally. For NH3, because emissions are compiled from 

several global and regional inventories, we estimated rough uncertainty ranges by using the 

sector- and region-specific uncertainties provided by Janssens-Maenhout et al.28. 

Comparison with HTAP v2.2 global inventory. HTAP v2.228 was developed for the TF 

HTAP by harmonizing EDGAR v4.3 global inventory and several regional inventories 

including official inventories for U.S.38 and Canada62, EMEP61 and TNO72 for Europe, and 

MIX for Asia37. Thus, the HTAP v2.2 inventory represents the state-of-the-art understanding 

of global emissions since it combines latest available regional information into a complete 

and consistent global dataset. Comparing our emission inventory (year 2007) with HTAP v2.2 

(year 2008), we found that sectoral and regional estimates of the two datasets generally agree 

well, with differences that are generally within the uncertainty ranges for these types of 

bottom-up inventories (Supplementary Fig. 3). The different reference year (2007 vs. 2008) 

accounts for some of the observed differences between two datasets. Taking SO2 emissions 

from energy sectors in Western Europe as an example, estimates in HTAP v2.2 are 49% lower 

than in this work, in line with 47% decrease of emissions between 2007 and 2008 due to the 

financial crisis61. By comparing the emissions in the two datasets for each of 129 GTAP 

regions34, the agreement of the two datasets is further evidenced by correlation coefficients 

that fall between 0.98-1.00 across different pollutants and a normalized mean bias (NMB) 

from 0.2% to 18%. 
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Tracing production-based emissions to their consumption destinations 

Consumption-based emissions refer to air pollutants produced throughout the supply 

chain as a result of certain consumption activity73,74. For example, the goods and services 

consumed in the U.S. may entail manufacturing of parts, assembly and transport in multiple 

regions worldwide, with attendant air pollution emissions in those other regions. We used a 

multi-regional input-output model (MRIO) (Extended Data Fig. 7) to capture these complex 

economic interconnections among sectors and regions75 and assign the emissions produced 

throughout the supply chains to the region where the finished goods are ultimately consumed. 

Based on detailed trade data about the exchange of goods and services among different 

industry sectors, the MRIO allocates all the emissions related to a given consumption activity 

to the final consumer. For example, an electronic appliances consumed in the U.S., and 

assembled in China from goods manufactured in Vietnam will embody emissions from the 

energy sector in Vietnam in proportion to the energy used to manufacture the parts, as well as 

emissions from the energy sector in China in proportion to the energy used during assembly 

and transport. The MRIO model used in this study is the same as that constructed by Andrew 

and Peters31,32 using data from version 8 of the Global Trade Analysis Project (GTAP)33. Using 

the MRIO, emissions produced in each region can be quantitatively decomposed into the 

components related to consumption activities in other regions and domestically. Previous 

studies have employed the MRIO approach to calculate consumption-based emission for both 

CO2
20,73 and air pollutants22,23,30,76, and some studies have calculated pollution concentrations 

and health impacts associated with regions’ export of goods14,24. 

Before decomposing to consumption-based emissions, the production-based emissions are 

aggregated from the 228 countries in our emission inventory to 129 GTAP regions and 

mapped from 62 sub-sectors in the inventory to 57 GTAP sectors. The residential sector is 

regarded as local direct consumption and thus not mapped to any GTAP sector. The region 

and sector mapping procedures are presented in Supplementary Table 1, 3 and 4.  

After mapping to GTAP sectors and regions, for a given region c, its production-based 

emissions can be decomposed as: 

𝐸𝑠,𝑘,𝑐 = ∑ 𝑓𝑘,𝑟,𝑐𝐸𝑠,𝑘,𝑐
129
𝑟=1                          (3)

where s, k and r represent the species, economic sectors (here refer to 57 sectors in the MRIO) 

and consumption regions (here refer to 129 regions in the MRIO), respectively. 𝐸𝑠,𝑘,𝑐

represents total production-based emissions from sector k in region c. The coefficient 𝑓𝑘,𝑟,𝑐

represents the production (or output) fraction of sector k in region c related to consumption 

activities in region r, which is derived from the MRIO model presented below. Taking China 

as an example, Supplementary Fig. 4 demonstrated the fraction of China’s production in each 

GTAP sector to the 129 regions. 

Supplementary Fig. 5 compares the SO2 emission intensity of the mineral products sector 

among the 13 regions. This figure reveals large regional disparity in emission intensity. For 

example, the highest intensity in China is about 20 times as much as that for Rest of East Asia 
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and Western Europe, due to regional differences in industrial and energy structure, energy 

efficiency, and emission control levels14,25,28. 

MRIO analysis is based on monetary flows between sectors and regions as: 

(

𝐱𝟏

𝐱𝟐

𝐱𝟑

⋮
𝐱𝐦)

=

(

𝐀𝟏,𝟏 𝐀𝟏,𝟐 𝐀𝟏,𝟑 ⋯ 𝐀𝟏,𝐦

𝐀𝟐,𝟏 𝐀𝟐𝟐 𝐀𝟐,𝟑 ⋯ 𝐀𝟐,𝐦

𝐀𝟑,𝟏 𝐀𝟑,𝟐 𝐀𝟑,𝟑 ⋯ 𝐀𝟑,𝐦

⋮ ⋮ ⋮ ⋱ ⋮
𝐀𝐦,𝟏 𝐀𝐦,𝟐 𝐀𝐦,𝟑 ⋯ 𝐀𝐦,𝐦)(

𝐱𝟏

𝐱𝟐

𝐱𝟑

⋮
𝐱𝒎)

+

(

∑ 𝐲𝟏,𝐫𝐫

∑ 𝐲𝟐,𝐫𝐫

∑ 𝐲𝟑,𝐫𝐫

⋮
∑ 𝐲𝐦,𝐫𝐫 )

(4) 

In matrix form,  𝐱 = 𝐀𝐱 + 𝐲 , where 𝐱𝑐 is a vector of the total production (expressed as

economic monetary output) of each sector in region c; 𝐲𝑐,𝑟 is a vector of the finished

products by each sector produced in region c and consumed in region r; and 𝐀𝑐,𝑟 is a

normalized matrix of intermediate coefficients in which the columns reflect the input from the 

sectors in region c required to produce one unit of production from each sector in region r.  

Solving for total output, Eq. 4 can yield the following: 

𝐱 = (𝐈 − 𝐀)−𝟏𝐲                            (5)

 where (I-A)-1 is the Leontief inverse matrix, I is identity matrix, and A is the block matrix in 

Eq. 4. More detailed description of the MRIO approach can be found in previous 

literatures73,75,77. 

Under this MRIO framework, region- and sector- specific production (in 129 regions and 

57 sectors) related to the consumption activity of a given region r can be calculated as:  

𝐱𝒄𝒐𝒎
∙𝒓 = (𝐈 − 𝐀)−𝟏𝐲∙𝒓                          (6)

where 𝐲∙𝒓 = (𝐲𝟏,𝒓…𝐲𝒄,𝒓…𝐲𝒎,𝒓)′  is a vector of the final consumption in region r and

includes the final products produced in region r (𝐲𝒓,𝒓) as well as products imported from other

regions (𝐲𝒄,𝒓, 𝑐 ≠ 𝑟).  𝐱𝒄𝒐𝒎
∙𝒓 = (𝐱𝟏,𝒓…𝐱𝒄,𝒓…𝐱𝒎,𝒓)′ is a vector of the total productions of

129 regions for 57 sectors, which are related to consumption in region r. Thus the fraction of 

region- and sector-specific production (𝐟∙𝒓 ) related to consumption in region r can be

calculated as: 

𝐟∙𝒓 =  𝐱𝒄𝒐𝒎
∙𝒓 ./x                                   (7)

Consumption-based emissions are then derived by subtracting the exported and adding the 

imported emissions from regional total production-based emissions. 

From both production and consumption perspectives, emissions for each of the 13 world 

regions are aggregated from emissions of all GTAP regions within that designated region. 

Supplementary Fig. 6 compares the production- and consumption- based emissions for each 

of 13 regions defined above. In general, consumption-based emissions are higher than 

production-based emissions in developed regions (opposite for developing regions), 

indicating that in net the developed regions have outsourced their pollutions to developing 

regions through international trade. 
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Estimates of production- and consumption-based PM2.5 concentrations 

The GEOS-Chem model was used to calculate fractional contribution of any given 

region’s production- or consumption-related emissions to global PM2.5 concentrations 

(Extended Data Fig. 7). Determined by the horizontal resolution of GEOS-Chem, the 

fractional contributions were determined on a 2º latitude × 2.5º longitude grid. These 

spatially-varying fractions were then multiplied by the 0.1º × 0.1º global annual mean PM2.5 

concentrations developed for GBD201327 to get estimate region’s production- and 

consumption-based PM2.5 concentrations; here each 0.1º × 0.1º GBD2013 grid cell is applied 

with the GEOS-Chem simulated fraction at the 2º × 2.5º grid cell that covers the 

high-resolution grid cell. The GBD2013 PM2.5 data for 2007 were linearly interpolated from 

data for 2005 and 2010 that were estimated by combination of satellite-based estimates 

(MODIS, MISR, and SeaWiFS), chemical transport model simulations, and ground 

measurements27.  

Description of the base model simulation. GEOS-Chem is a global 3-dimensional 

model of the atmospheric compositions driven by the assimilated GEOS-5 meteorology 

(GMAO; http://gmao.gsfc.nasa.gov/). The model has a horizontal resolution of 2º × 2.5º and 

47 vertical layers (with 10 roughly equal spaced layers below 850 hPa). The model was run 

with full Ox−NOx−CO−VOC−HOx chemistry and includes sulfate-nitrate-ammonium78,79, 

primary80 and secondary81 carbonaceous aerosols, mineral dusts82,83 and sea-salts84,85. 

Sulfate-nitrate-ammonium is modeled by the ISOROPIA-II thermodynamical equilibrium. 

POA is simulated as primary organic carbon in the model and then multiplied by 1.8 to 

account for the oxygen molecules contained when calculating ambient PM2.5 concentrations. 

Secondary organic aerosols (SOA) is predicted based upon rate constants and aerosol yield 

parameters determined from laboratory chamber studies81,86. The aerosol simulations have 

been extensively evaluated using ground-based measurements79,82,87 and aircraft 

measurements88,89. 

The global anthropogenic emissions of NOx, SO2, CO, NH3, BC and OC developed in this 

work were used to drive GEOS-Chem simulations. Annual emissions for each region were 

converted to monthly gridded emissions at 0.1º × 0.1º resolution in proportion to the monthly 

emissions grid maps of HTAP v2.2 for 200828; these high-resolution emissions were 

automatically re-mapped to 2º × 2.5º in the model simulations.  

Anthropogenic NMVOC emissions are taken from the monthly RETRO inventory with 

speciated NMVOC emissions90. In the case of the U.S. and Asia, the NMVOC emissions from 

RETRO are replaced by estimates from the regional inventories NEI0538 and INTEX-B57. 

MEGAN emissions were used for biogenic NMVOC91 and the monthly GFED3 dataset was 

used for the biomass burning emissions92. Other individual emission sources, such as 

aircraft78, shipping93, soil NOx
94, and lightning NOx

95-97, were also included in the simulation.  

Model perturbation design to estimate regions’ PM2.5 contributions. Given the 

substantial computational expense of global GEOS-Chem simulations, we aggregated 129 
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GTAP regions into the 13 regions defined above and in Extended Data Fig. 1. The zero-out 

approach was used to simulate the fractional contributions of regions’ production- or 

consumption-based emissions. In particular, a base simulation contains global anthropogenic 

and natural emissions (see above subsection). The first set of 13 scenarios separately subtracts 

the anthropogenic emissions of NOx, SO2, CO, NH3, BC and OC produced within each of the 

13 regions, to derive the contributions of the production-based emissions from each region to 

the global PM2.5 concentrations. Similarly, the second set of 13 scenarios separately subtracts 

the consumption-based emissions of each region (by applying the fractions derived from Eq. 

3) to estimate the contributions of each region’s consumption to global PM2.5 concentrations.

Note that the emission fractions in Eq. 3 represent the emissions released in each GTAP 

region induced by consumption activities in all countries belonging to each of the 13 regions. 

For each case, emissions of residential sector are regarded as domestic consumption 

emissions are also removed from global total emissions. In all scenario runs, anthropogenic 

NMVOC emissions are held constant. 

In all cases, the simulations were conducted for the entire year 2007 with a six-month 

spin-up starting from July 2006. The 24-h average PM2.5 concentrations in the bottom layer of 

the model were taken to represent the ground-level concentrations. 

Evaluation of the based model simulation. Both ground measurements and GBD PM2.5 

concentrations were used to validate the model-simulated PM2.5 concentrations. Although 

there are a number of ground observation sites around the world, we only utilized the datasets 

from the National Air Pollution Surveillance network (NAPS; 

http://maps-cartes.ec.gc.ca/rnspa-naps/data.aspx) of Canada and the Interagency Monitoring 

of Protected Visual Environments network (IMPROVE; 

http://vista.cira.colostate.edu/improve/Data/data.htm) of the U.S. because only these two 

networks have relatively dense sites that can provide better representation of PM2.5 

concentrations within the 2º × 2.5º grid. Locations of ground monitoring sites are presented in 

Supplementary Fig. 7 (a). Comparisons between the model simulations and the ground 

observations for Canada and the U.S. are presented in Supplementary Fig. 7 (b) and (c) 

respectively. In general, our modeled PM2.5 concentrations agree well with IMPROVE 

observations in the U.S., but are biased high in comparison to NAPS observations in Canada. 

The linear relationship between our model results and observations support the reliability of 

our methodological approach, especially considering that the model output is only used to 

estimate the proportional contributions of regional production- and consumption-based 

emissions to global PM2.5 concentrations. 

Our simulated PM2.5 chemical compositions (sulfate, nitrate, ammonium, BC and OC) are 

also evaluated using the observations from three regional networks, IMPROVE, European 

Monitoring and Evaluation Programme (EMEP; http://www.emep.int/) and East Asian 

Monitoring Network (EANET; http://www.eanet.asia/) for 2007. As shown in Supplementary 

Fig. 8, the modeled concentrations of these five species correlate relatively well with 
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observations (R2 =0.52~0.78), but tend to underestimate BC and overestimate nitrate. The 

underprediction of BC may be explained by underestimate of BC emissions and the coarse 

resolution of the model98. In contrast, the overestimation of nitrate is probably due to excess 

HNO3 production or insufficient inhibition of ammonia uptake by organic particle material, as 

investigated by previous studies99-101. 

Comparisons of modeled and GBD2013 PM2.5 concentrations in the 13 regions are shown 

in Supplementary Fig. 9. The GBD2013 data are re-gridded from 0.1º × 0.1º to 2º × 2.5º for a 

consistent comparison. The two datasets agree reasonably well for most regions, with R2 

between 0.20 and 0.90. Where we discard grid cells that contain sparse human population (i.e. 

population density under 22.5 people/km2 or the 25th percentile of population density globally) 

or have PM2.5 concentrations dominated by dust (i.e. modeled fraction of dust exceeds 60%), 

the comparison of modeled and GBD2013 data improves, with R2 increasing to between 0.35 

and 0.96. 

Discussion on nonlinearity and NMVOC. The zero-out approach used here may 

introduce additional bias due to the nonlinear relationship between emissions and modeled 

PM2.5 concentrations. Here we used a reference scenario (nonanth) to evaluate such non-linear 

effects, by running the model with global anthropogenic emissions of NOx, SO2, CO, NH3, 

BC and OC turned off. The biases from non-linear effects can then be estimated: 

𝐵𝑖𝑎𝑠 = (𝑏𝑎𝑠𝑒 − 𝑛𝑜𝑛𝑎𝑛𝑡ℎ) − ∑ (𝑏𝑎𝑠𝑒 − 𝑐𝑎𝑠𝑒𝑖)
13
𝑖=1                (8)

where 𝑐𝑎𝑠𝑒𝑖  represents the set of 13 production- or consumption-based scenarios

respectively. The absolute and relative biases of population-weighted mean PM2.5 

concentrations due to non-linear effects are presented in Supplementary Fig. 10. Across the 13 

region, the absolute biases are -2.0 and +0.1 μg/m3 and the relative biases are -12.0 and 

+1.4%, indicating that the biases related to non-linear effects are relatively small.

Finally, to quantify the impact of excluding anthropogenic NMVOC emissions from this 

emission-trade-health analysis, we conducted a sensitivity model run for consumption-based 

emissions of China by assuming the fraction of NMVOC emissions embodied in China’s 

international trade is the same as BC (based on the rationale that the two have relatively 

similar sectoral contributions in emission inventories). As presented in Supplementary Table 5, 

the relative differences of regional PM2.5 concentrations between including and excluding 

consumption-based NMVOC emissions in China are small (within ±2%). 

PM2.5 mortality estimates 

We follow the methods of the GBD study to estimate the premature deaths from outdoor 

PM2.5 exposure. The PM2.5 concentrations obtained above were used in 

concentration-response functions derived from epidemiological studies in order to estimate 

the attributable premature deaths linked to each region’s consumption or production. Our 

estimates include the impacts due to the four leading causes of deaths: ischemic heart disease 

(IHD), chronic obstructive pulmonary disease (COPD), stroke, and lung cancer (LC). We 
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used IER functions developed by Burnett et al. 2, which incorporated data from cohort studies 

of ambient PM2.5 air pollution, household air pollution, and active and second-hand tobacco 

smoke, to describe the concentration−response relationship throughout the full distribution of 

ambient PM2.5 concentrations (Eq. 9), including the high levels in China and India. For each 

disease, the relative risk (RR) for the mortality estimations for all-age group was calculated 

as2: 

 𝑅𝑅(𝐶) = {
1 + 𝛼 (1 − 𝑒−𝛾(𝐶−𝐶0)

𝛿
) , 𝑖𝑓 𝐶 > 𝐶0

1,                                        𝑒𝑙𝑠𝑒
(9) 

where C is the annual mean PM2.5 concentration (on a 0.1º × 0.1º grid) in 2007, which was 

linearly interpolated from data for 2005 and 2010 according to Brauer et al.27 for GBD2013; 

C0 is the counterfactual concentration; and α, γ, and δ are parameters used to describe the 

shape of the concentration-response curve which are obtained from Burnett et al. 2. 

Premature deaths from total PM2.5 exposures. The grid based (0.1º × 0.1º) premature 

deaths (Di) attributable to total PM2.5 exposures were then estimated: 

𝐷𝑖 =
𝑅𝑅−1

𝑅𝑅
× 𝐵 × 𝑃 (10) 

where B is the regional level baseline incidence of a given health effect for all-age group 

derived from the GBD database (http://www.healthdata.org/gbd/data) and P is the size of the 

exposed population obtained from the LandScan global population database for 2008 at a 1 

km resolution, which was further aggregated to the same resolution of the PM2.5 

concentrations (i.e. 0.1º × 0.1º).  

Premature deaths from regional production and consumption. Due to the nonlinearity 

of the IER functions, the source-specific contribution to PM2.5 mortality is non-uniform along 

the curve. Each source contributes a certain proportion to total PM2.5 concentration, but we 

could not assume the contribution is located in distinctive intervals of concentration. Here, we 

used the direct proportion approach102 to estimate the mortality contribution from each 

specific region’s production and consumption. The direct proportion approach is based on an 

assumption that the contribution of one source to the disease burden of air pollution is directly 

proportional to its share of PM2.5 concentration. This approach is insensitive to the order in 

which each source is removed from total concentration. It also has the advantage that the sum 

of mortality estimates from all sources equals the mortalities from ambient PM2.5 exposure. 

The scientific basis of this assumption has recently been mathematically demonstrated in 

more recent GBD research, GBD MAPS102. Another GBD study that estimated deaths related 

to household cooking also chose the direct proportion approach to solve the non-linear 

problem7.  

For a given region, the premature deaths from its production or consumption can be 

calculated by multiplying its fractional contribution of production or consumption to PM2.5 

concentration to the total PM2.5 related mortalities for each 0.1º × 0.1º grid cell (Eq. 11): 

WWW.NATURE.COM/NATURE | 10



  

𝐷𝑝𝑟𝑜/𝑐𝑜𝑛 = 𝐷𝑖 × 𝐹𝑖 = 𝐷𝑖 × (
𝐶𝑏𝑎𝑠𝑒−𝐶𝑝𝑟𝑜/𝑐𝑜𝑛

𝐶𝑏𝑎𝑠𝑒
) (11) 

Where Dpro/con is the grid-based premature deaths from the region’s production or 

consumption; Fi is the GEOS-Chem modeled fractional contribution of PM2.5 due to 

production or consumption in region i; Cpro/con is the modeled PM2.5 concentration from 

production- or consumption- based scenario defined above; Cbase is the modeled PM2.5 

concentration from base case. 

Comparison with other studies 

The transboundary transport of PM2.5 and its health impacts has been investigated by 

previous studies12,13,18. As a prominent example, the TF HTAP investigated the impacts of 

intercontinental transport of ozone and particulate matters on human mortality for North 

America, Europe, East Asia, South Asia, and Arctic with multi-model simulations13,18. There 

is a substantial discrepancy in health impacts from transboundary PM2.5 pollution estimated 

by this work (411,100 deaths) and the HTAP (58,000). 

However, these numbers do not reflect a good comparison of our results and those of the 

HTAP study. Such a comparison is challenging due to differences in methods, region 

definitions, and tagged species. For instance, HTAP and our analysis differ in study periods – 

the spatial distribution of emissions in 2007 (studied here) differs largely from the distribution 

in 2001 (in HTAP), as a result of rapidly decreasing (increasing) emissions in the developed 

(developing) countries between 2000 and 200735,104.  

In particular, we believe domain definitions explain a large portion of the difference 

between our results and the HTAP. The spatial size of regions has an important effect. Larger 

domains imply fewer boundaries, and will therefore correspond to more deposition of PM2.5 

produced in a domain in the same domain and fewer deaths related to transboundary pollution. 

For example, we estimated 92,100 deaths in Europe due to transboundary PM2.5 pollution, of 

which 64,300 deaths related to PM2.5 transport between Western Europe and Eastern Europe. 

If Europe is instead modeled as a single large domain, the premature deaths in Europe due to 

transboundary PM2.5 would decrease to 27,800.  

In order to better compare our results to the HTAP study, we conducted a set of four 

GEOS-Chem runs which used our emission inventory but the same domain definitions as the 

HTAP, in turn reducing anthropogenic emissions in North America, Europe, East Asia, and 

South Asia by 20%. We then follow the same (GBD) approach to estimate health impacts of 

sulfate, BC, and OC (as in HTAP). Supplementary Table 6 shows the source-receptor 

relationships for concentrations of these three aerosol species for each of the four regions. Our 

model results are within or close to the ranges of multi-model simulations from HTAP, 

indicating that our results on transboundary transport of PM2.5 are consistent with the HTAP 

study.  
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Supplementary Table 7 compares the transboundary health impacts as modeled in this 

sensitivity experiment with the results of the HTAP experiment. We estimated that 5% of total 

avoided deaths in the four regions were associated with transboundary pollution when cutting 

20% anthropogenic emissions, very close to the HTAP estimates. However, our estimates for 

total avoided premature deaths are 2.8 times that of HTAP, due to differences in global total 

emissions and assumptions in mortality estimates (e.g., concentration-response functions). 

We also compared our results with those of Liu et al.12,98, which also investigated the 

intercontinental transport of fine aerosols and relevant heath impacts for ten regions using the 

MOZART-2 model. Considering the differences of model, emission inventory, and region 

definition, local contributions of sulfate derived by Liu et al.98 and this work are generally 

comparable (Supplementary Table 8). Further comparison with Liu et al.12,98 is not feasible 

due to differences in tagged sources and species, emission data, mortality rates, and 

concentration-response functions. 

Uncertainties and limitations 

Our results are subject to a number of uncertainties and limitations. The uncertainty 

ranges (95% confidence interval) in different steps of our analysis are discussed below. 

First, estimates of air pollutant emissions are inherently uncertain due to incomplete 

knowledge of activity rates, technology distributions, and emission factors. Based on the 

propagation of error approach described above, we estimate uncertainty ranges of emissions 

estimates as presented in Supplementary Fig. 3. The uncertainties vary by species and region, 

with lower uncertainties associated with SO2, NOx, and CO emissions than BC, OC, and NH3 

emissions. Similarly, emissions uncertainty is less for developed regions than for developing 

regions. These ranges of uncertainty we estimate are consistent with the standard uncertainty 

ranges for different pollutants in previous studies54 and are comparable to other global and 

regional inventories. 

Second, using the MRIO model to allocate production-based emissions to the regions 

where goods and services are ultimately consumed introduces additional uncertainties, related 

to, for example, inconsistent statistics and sectoral mapping105-107. Intercomparison of 

different global MRIO models has shown that past estimates of global CO2 emissions 

embodied in trade vary by up to 13%108, and that the observed differences among MRIO 

results corresponds closely to differences in underlying production-based inventories, 

suggesting the uncertainty related to the MRIO model itself is relatively small. Supplementary 

Fig. 6 presents our estimates of uncertainty ranges pertaining to consumption-based emissions 

for each region, by adding a 13% of uncertainty to production-based emissions. As in the 

referenced intercomparison, these estimated uncertainties are slightly higher than that of 

production-based emissions. 

Third, the PM2.5 concentrations simulated by the global chemical transport model are 

affected by errors in emission inventories and the model representation of chemical and 
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physical processes such as deposition and scavenging, vertical transport, and secondary 

organic aerosols. The computational intensity of the GEOS-Chem model makes it infeasible 

to estimate related uncertainties by a sensitivity analysis that requires a large number of 

scenarios. Instead, we use the normalized root-mean-square deviation (NRMSD) between the 

modeled and the GBD PM2.5 concentrations over populated regions (population density 

higher than 22.5 people/km2) to represent the overall model errors for each region, 

considering the uncertainties of GBD annual mean PM2.5 concentrations are around 5%27. As 

presented in Supplementary Fig. 9, the NRMSD varies by region, with lowest in Middle East 

and North Africa (9.9%) and highest in Western Europe (60.3%). 

Fourth, the uncertainty in linking a given amount of PM2.5 concentrations to premature 

deaths mainly comes from the statistical estimation and limited epidemiology evidence of the 

IER functions1,2. This uncertainty was quantified by 1,000 simulations using 1,000 sets of IER 

parameters. Simulations were conducted for each 0.1º × 0.1º grid cell and aggregated to 13 

regions to obtain the errors in regional total PM2.5 related deaths (Di). Uncertainty of 

GBD2013 PM2.5 data is minor (5% on average27) compared to that of IER functions and 

ignored in the simulations.  

As presented in Eq. 11, the overall uncertainties involved in regional production-based 

and consumption-based PM2.5 related deaths are determined by uncertainties in GEOS-Chem 

simulated fractional contribution of PM2.5 exposure (Fi) and in total PM2.5 related death (Di) 

calculated by IER functions. We assume the NRMSD between the GEOS-Chem modeled and 

the GBD PM2.5 concentrations to represent the errors in modeled PM2.5 concentrations in the 

base case (Cbase). Regional specific uncertainties from non-linear effects are derived from 

sensitivity analysis described above. We further assume an additional 13% for uncertainties 

related to the MRIO model for each consumption-based case108. The GEOS-Chem model 

related errors in scenario runs (Cpro/con) are estimated by adding these three uncertainties in 

quadrature. The errors in regional Fi were then quantified by 10,000 trails of Monte Carlo 

simulation. Uncertainty of Di follows the distribution generated by 1,000 sets of IER 

parameters. Finally, the overall uncertainties of production-based and consumption-based 

PM2.5 related deaths were derived from aggregations of errors above. 

From conducting a series of sensitivity tests, we found that the uncertainty in the 

parameters of the IER function is the largest contributor to the overall uncertainty, followed 

by uncertainty in chemical transport model that integrated the errors in chemical and physical 

processes and production-based emission inventories. Although the absolute errors in 

chemical transport models are large109, most errors in base case and scenario runs are common 

and do not affect their relative differences (presented as Fi). The contributions from 

MRIO-related uncertainties in each consumption-based case (13%) and from nonlinearities 

from zero-out approach (within 10%) are relatively minor. 

The robustness of our main findings can also be demonstrated by the broad consistency 

with previous studies. Our estimates on production-based emissions are generally consistent 
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with the HTAP v2.2 emission inventory28 that represents the state-of-the-art understanding of 

global emissions. Our results on transboundary transport of PM2.5 (ratios presented in Fig. 2a) 

are generally consistent with the HTAP study13 when harmonizing the domain definition and 

targeted species. Our estimates of global mortality related to PM2.5 pollution are very close to 

the GBD1 and Lelieveld et al.6. 

The combined uncertainties do not account for all potential sources of uncertainty. For 

instance, the estimated death in Canada due to consumption in the U.S. may be biased 

because of many U.S. power plants are located near the border U.S.-Canada border and 

therefore may have been counted as Canada emission sources in the gridded inventory28. 

Similarly, the relatively coarse resolution of the global model will introduce additional errors 

when investigating population exposures (mainly in urban areas) although the base exposures 

are evaluated by the high-resolution GBD2013 PM2.5 map. Although we do not attempt to 

quantify the related uncertainties, our results may also be affected by the inter-annual 

variability of climate and by changes in international trade, since it is performed for one 

specific year. These issues could be resolved in the future by performing high-resolution 

modelling for multiple years. In addition to uncertainties in parameters of the IER functions, 

the IER function itself also subjects to a number of limitations. The IER function assumes that 

at a given exposure level, toxicity is equivalent among all types of PM2.5 exposure due to lack 

of information from epidemiological cohort studies2, indicating that the estimated PM2.5 

exposure throughout the world has not been differentiated by the components or sources. 

However, for a region with specific pollution sources, the health consequences of PM2.5 could 

differ from other regions due to the potential unequal toxicity of PM2.5 from different sources. 

By assuming carbonaceous aerosols have a five times larger impact than inorganic aerosols, 

Lelieveld et al.6 found that the sources of mortality attributable to PM2.5 can differ 

significantly between different regions, especially in regions where carbonaceous aerosols 

have high contribution to ambient PM2.5 (e.g., India), corroborating the importance of 

investigating differential toxicity of specific component species in future studies. The IER 

function also did not account for the temporal pattern of exposure and the interactions among 

different types of combustion, in which all need additional research in the future. 
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Supplementary Figure 1 | National annual production-based emission estimates in 2007 for each 

species: a) SO2; b) NOx ; c) BC; d) OC; e) CO; f) NH3. 
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Supplementary Figure 2 | Schematic methodology for the development of the global 

production-based emission inventory. 
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Supplementary Figure 3 | Comparison of production-based emission estimates between this work 

(2007) and HTAP v2.2 (2008) by sector and by region. In each panel, top and bottom bars represent 

emission estimates in this work and HTAP v2.2 respectively. Uncertanty ranges (95% CI) of emissions 

estiamtes in this work are also provided. 
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Supplementary Figure 4 | Fraction of China’s production in each GTAP sector (from the top to 

the bottom) to the 129 regions (from the left to the right). 

WWW.NATURE.COM/NATURE | 23



  

Supplementary Figure 5 | SO2 emission intensity of mineral product sector in the 13 world 

regions 
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Supplementary Figure 6 | Comparison of production-based and consumption-based emissions for 

the 13 world regions. Uncertanty ranges (95% CI) of emissions estiamtes are presented. 
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Supplementary Figure 7 | The annual averaged PM2.5 concentrations of the base case from the 

GEOS-Chem model (a) and its comparison with the ground measurements in Canada (b) and the 

U.S. (c). The purple and yellow circles represent the spatial distribution of the NAPS and IMPROVE 

sites used in this study respectively. 
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Supplementary Figure 8 | Comparisons between the simulated and observed annual mean 

aerosol concentrations of nitrate, sulfate, ammonium, BC and OC. Measurements are taken from 

three regional networks (IMPROVE, EMEP and EANET). 
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Supplementary Figure 9 | Comparisons between the model simulated and GBD-based annual 

mean PM2.5 concentrations over 13 world regions. Those grids with dense population (population 

density above 22.5 people/km2 or the 25th percentile of population density globally) and less affected 

by dust (modeled fraction of dust under 60%) are marked as red. 
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Supplementary Figure 10 | The absolute and relative biases of population weighted mean PM2.5 

concentrations for (a) production-based scenarios and (b) consumption-based scenarios due to 

non-linear effect. 
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Supplementary Table 5 | Changes in simulated ground-level PM2.5 concentrations caused by the 

NMVOCs emissions for consumption-base scenario of China. 

Receptor region 
excluding NMVOC 

(μg/m3) 

including NMVOC 

(μg/m3) 

Relative difference 

(%) 

China 34.06 33.86 -0.58

Rest of East Asia 6.19 6.17 -0.29

India 0.47 0.47 0.48 

Rest of Asia 1.36 1.36 -0.07

Russia 0.44 0.44 -0.53

Western Europe 0.19 0.19 -0.04

Eastern Europe 0.18 0.18 -0.72

The U.S. 0.38 0.38 0.75 

Canada 0.39 0.39 -0.10

Middle east and north Africa 0.13 0.13 -0.44

Latin America 0.17 0.17 0.85 

Sub-Saharan Africa 0.05 0.05 1.58 

Rest of the world 0.17 0.17 0.64 
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Supplementary Table 7 | Comparison of the inter-regional PM2.5 health imapct with the HTAP 

study13,18. 

Receptor (This study with HTAP domain) Transport 

Source NA EA SA EU World death fraction 

NA 17651 225 174 1473 19973 2323 0.12 

EA 666 234151 2285 1417 239942 5791 0.02 

SA 61 1144 147609 891 151896 4287 0.03 

EU 190 1666 3751 114029 127758 13729 0.11 

Total 18567 237186 153819 117810 539569 26130 0.05 

Receptor (HTAP) Transport 

Source NA EA SA EU World death fraction 

NA 9900 400 200 1200 11900 2000 0.17 

EA 200 93400 900 400 95600 2200 0.02 

SA 0 900 40000 100 41500 1500 0.04 

EU 200 1600 1900 37400 43200 5800 0.13 

Total 10300 96300 43000 39100 192200 11500 0.06 
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Supplementary Table 8 | Regional transport comparison with Liu et al. 98. 

Receptors in Liu 

et al, 2009 

Domestic SO4
2- (%) 

Region mapping with this study 
Liu et al, 2009 This study 

NA 83.5 40.5 The U.S. + Canada 

SA 45.5 62.6 Latin America 

EU 75.5 52.3 Western Europe + Eastern Europe 

FSU 50.1 43.4 Russia 

AF 18.8 36.2 Sub-Saharan Africa 

IN 82.8 76 India 

EA 85.3 76.1 China + Rest of East Asia 

SE 43.4 34.4 Rest of Asia 

AU 47.3 40.5 Rest of the world 

ME 60.3 58.9 Middle east and north Africa 
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