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Introduction

Research in automatic Subjectivity and Sentiment Analysis (SSA), as subtasks of Affective Computing
and Natural Language Processing (NLP), has flourished in the past years. The growth in interest in
these tasks was motivated by the birth and rapid expansion of the Social Web that made it possible for
people all over the world to share, comment or consult content on any given topic. In this context,
opinions, sentiments and emotions expressed in Social Media texts have been shown to have a high
influence on the social and economic behaviour worldwide. SSA systems are highly relevant to many
real-world applications (e.g. marketing, eGovernance, business intelligence, social analysis) and also to
many tasks in Natural Language Processing (NLP) - information extraction, question answering, textual
entailment, to name just a few. The importance of this field has been proven by the high number of
approaches proposed in research in the past decade, as well as by the interest that it raised from other
disciplines (Economics, Sociology, Psychology, Marketing, Crisis Management disciplines (Economics,
Sociology, Psychology, Marketing, Crisis Management, and Behavioral Studies, Digital Humanities) and
the applications that were created using its technology.

Next to the growth in the diversity of applications, task definitions change towards more complex
challenges: Subjectivity, polarity recognition and opinion mining has been enriched with fine-grained
aspect and target level predictions. Polarity as a concept is complemented by emotion models as defined
from psychological research.

In spite of the growing body of research in the area in the past years, dealing with affective phenomena
in text has proven to be a complex, interdisciplinary problem that remains far from being solved. Its
challenges include the need to address the issue from different perspectives and at different levels,
depending on the characteristics of the textual genre, the language(s) treated and the final application
for which the analysis is done.

The aim of the 9th Workshop on Computational Approaches to Subjectivity, Sentiment and Social Media
Analysis (WASSA 2018) was to continue the line of the previous editions, bringing together researchers
in Computational Linguistics working on Subjectivity and Sentiment Analysis and researchers working
on interdisciplinary aspects of affect computation from text.

This  year, we also organized a track on implicit emotion  recognition:
http://implicitemotions.wassa2018.com/

Participants were given a tweet from which a certain emotion word is removed. That word is one of the
following: "sad", "happy", "disgusted", "surprised”, "angry", "afraid" or a synonym of one of them. The
task was to predict the emotion the excluded word expresses: Sadness, Joy, Disgust, Surprise, Anger, or

Fear.

With this formulation of the task, we provided data instances which are likely to express an emotion.
However, the emotion needs to be inferred from the causal description, which is typically more implicit
than an emotion word.

For the main workshop, we accepted 15/60 papers as long (25%) and another 17 as short, giving a total
of 32/60 papers accepted - 53%. For the Implicit Emotions Shared Task, we got 19 system description
paper submissions, out of which we accept 17. 49 papers in total will be presented at the workshop,
together with the additional contribution from the invited speaker, Dr. Ellen Riloff.

Accepted papers deal with overcoming issues like language and domain dependence of sentiment
analysis, irony and sarcasm and adaptation of sentiment and emotion detection systems to work in real-
life scenarios.
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Identifying Affective Events and the Reasons for their Polarity

Ellen Riloff
University of Utah
riloff@cs.utah.edu

1 Abstract of invited talk

Many events have a positive or negative impact on
our lives (e.g., “I bought a house” is typically good
news, but "My house burned down” is bad news).
Recognizing events that have affective polarity is
essential for narrative text understanding, conver-
sational dialogue, and applications such as sum-
marization and sarcasm detection. We will discuss
our recent work on identifying affective events and
categorizing them based on the underlying reasons
for their affective polarity. First, we will describe
a weakly supervised learning method to induce
a large set of affective events from a text corpus
by optimizing for semantic consistency. Second,
we will present models to classify affective events
based on Human Need Categories, which often ex-
plain people’s motivations and desires. Our best
results use a co-training model that consists of
event expression and event context classifiers and
exploits both labeled and unlabeled texts. We will
conclude with a discussion of interesting direc-
tions for future work in this area.
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Deep contextualized word representations for detecting sarcasm and irony

Suzana Ili¢!, Edison Marrese-Taylor?, Jorge A. Balazs?, Yutaka Matsuo?
University of Innsbruck, Austria'
suzana.ilic@student.uibk.ac.at
Graduate School of Engineering, The University of Tokyo, Japan?
{emarrese, jorge, matsuo}@weblab.t.u-tokyo.ac.jp

Abstract

Predicting context-dependent and non-literal
utterances like sarcastic and ironic expres-
sions still remains a challenging task in NLP,
as it goes beyond linguistic patterns, encom-
passing common sense and shared knowl-
edge as crucial components. To capture com-
plex morpho-syntactic features that can usu-
ally serve as indicators for irony or sarcasm
across dynamic contexts, we propose a model
that uses character-level vector representations
of words, based on ELMo. We test our model
on 7 different datasets derived from 3 different
data sources, providing state-of-the-art perfor-
mance in 6 of them, and otherwise offering
competitive results.

1 Introduction

Sarcastic and ironic expressions are prevalent in
social media and, due to the tendency to invert
polarity, play an important role in the context of
opinion mining, emotion recognition and senti-
ment analysis (Pang and Lee, 2006). Sarcasm and
irony are two closely related linguistic phenom-
ena, with the concept of meaning the opposite of
what is literally expressed at its core. There is
no consensus in academic research on the formal
definition, both terms are non-static, depending on
different factors such as context, domain and even
region in some cases (Filatova, 2012).

In light of the general complexity of natural lan-
guage, this presents a range of challenges, from
the initial dataset design and annotation to com-
putational methods and evaluation (Chaudhari and
Chandankhede, 2017). The difficulties lie in cap-
turing linguistic nuances, context-dependencies
and latent meaning, due to richness of dynamic
variants and figurative use of language (Joshi et al.,
2015).

The automatic detection of sarcastic expres-
sions often relies on the contrast between posi-
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tive and negative sentiment (Riloff et al., 2013).
This incongruence can be found on a lexical level
with sentiment-bearing words, as in ”I love be-
ing ignored”. In more complex linguistic settings
an action or a situation can be perceived as neg-
ative, without revealing any affect-related lexical
elements. The intention of the speaker as well
as common knowledge or shared experience can
be key aspects, as in I love waking up at 5 am”,
which can be sarcastic, but not necessarily. Simi-
larly, verbal irony is referred to as saying the op-
posite of what is meant and based on sentiment
contrast (Grice, 1975), whereas situational irony is
seen as describing circumstances with unexpected
consequences (Lucariello, 1994; Shelley, 2001).

Empirical studies have shown that there are spe-
cific linguistic cues and combinations of such that
can serve as indicators for sarcastic and ironic ex-
pressions. Lexical and morpho-syntactic cues in-
clude exclamations and interjections, typographic
markers such as all caps, quotation marks and
emoticons, intensifiers and hyperboles (Kunne-
man et al., 2015; Bharti et al., 2016). In the case of
Twitter, the usage of emojis and hashtags has also
proven to help automatic irony detection.

We propose a purely character-based architec-
ture which tackles these challenges by allowing
us to use a learned representation that models fea-
tures derived from morpho-syntactic cues. To do
so, we use deep contextualized word representa-
tions, which have recently been used to achieve the
state of the art on six NLP tasks, including senti-
ment analysis (Peters et al., 2018). We test our
proposed architecture on 7 different irony/sarcasm
datasets derived from 3 different data sources, pro-
viding state-of-the-art performance in 6 of them
and otherwise offering competitive results, show-
ing the effectiveness of our proposal. We make
our code available at https://github.com/
epochx/elmod4irony.
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2 Related work

Apart from the relevance for industry applications
related to sentiment analysis, sarcasm and irony
detection has received great traction within the
NLP research community, resulting in a variety
of methods, shared tasks and benchmark datasets.
Computational approaches for the classification
task range from rule-based systems (Riloff et al.,
2013; Bharti et al., 2015) and statistical methods
and machine learning algorithms such as Support
Vector Machines (Joshi et al., 2015; Tungthamthiti
et al., 2010), Naive Bayes and Decision Trees
(Reyes et al., 2013) leveraging extensive feature
sets, to deep learning-based approaches. In this
context, Tay et al. (2018). delivered state-of-the-
art results by using an intra-attentional component
in addition to a recurrent neural network. Previ-
ous work such as the one by Veale (2016) had
proposed a convolutional long-short-term memory
network (CNN-LSTM-DNN) that also achieved
excellent results. A comprehensive survey on au-
tomatic sarcasm detection was done by Joshi et al.
(2016), while computational irony detection was
reviewed by Wallace (2015).

Further improvements both in terms of classic
and deep models came as a result of the SemEval
2018 Shared Task on Irony in English Tweets
(Van Hee et al., 2018). The system that achieved
the best results was hybrid, namely, a densely-
connected BiLSTM with a multi-task learning
strategy, which also makes use of features such as
POS tags and lexicons (Wu et al., 2018).

3 Proposed Approach

The wide spectrum of linguistic cues that can serve
as indicators for sarcastic and ironic expressions
has been usually exploited for automatic sarcasm
or irony detection by modeling them in the form
of binary features in traditional machine learning.

On the other hand, deep models for irony and
sarcasm detection, which are currently offer state-
of-the-art performance, have exploited sequential
neural networks such as LSTMs and GRUs (Veale,
2016; Zhang et al., 2016) on top of distributed
word representations. Recently, in addition to us-
ing a sequential model, Tay et al. (2018) proposed
to use intra-attention to compare elements in a
sequence against themselves. This allowed the
model to better capture word-to-word level inter-
actions that could also be useful for detecting sar-
casm, such as the incongruity phenomenon (Joshi

et al., 2015). Despite this, all models in the lit-
erature rely on word-level representations, which
keeps the models from being able to easily cap-
ture some of the lexical and morpho-syntactic cues
known to denote irony, such as all caps, quotation
marks and emoticons, and in Twitter, also emojis
and hashtags.

The usage of a purely character-based input
would allow us to directly recover and model these
features. Consequently, our architecture is based
on Embeddings from Language Model or ELMo
(Peters et al., 2018). The ELMo layer allows
to recover a rich 1,024-dimensional dense vec-
tor for each word. Using CNNs, each vector is
built upon the characters that compose the under-
lying words. As ELMo also contains a deep bi-
directional LSTM on top of this character-derived
vectors, each word-level embedding contains con-
textual information from their surroundings. Con-
cretely, we use a pre-trained ELMo model, ob-
tained using the 1 Billion Word Benchmark which
contains about 800M tokens of news crawl data
from WMT 2011 (Chelba et al., 2014).

Subsequently, the contextualized embeddings
are passed on to a BiLSTM with 2,048 hidden
units. We aggregate the LSTM hidden states us-
ing max-pooling, which in our preliminary exper-
iments offered us better results, and feed the re-
sulting vector to a 2-layer feed-forward network,
where each layer has 512 units. The output of this
is then fed to the final layer of the model, which
performs the binary classification.

4 Experimental Setup

We test our proposed approach for binary clas-
sification on either sarcasm or irony, on seven
benchmark datasets retrieved from different media
sources. Below we describe each dataset, please
see Table 1 below for a summary.

Twitter: We use the Twitter dataset provided
for the SemEval 2018 Task 3, Irony Detection in
English Tweets (Van Hee et al., 2018). The dataset
was manually annotated using binary labels. We
also use the dataset by Riloff et al. (2013), which
is manually annotated for sarcasm. Finally, we use
the dataset by Ptacek et al. (2014), who collected a
user self-annotated corpus of tweets with the #sar-
casm hashtag.

Reddit: Khodak et al. (2017) collected SARC,
a corpus comprising of 600.000 sarcastic com-
ments on Reddit. We use main subset, SARC 2.0,



Reference Dataset Train Valid Test Total Source
Van Hee et al., 2018 | SemEval-2018 3,067 306 784 3,834 Twitter
Ptacek et al., 2014 Ptacek 48,007 6,858 | 13,717 | 68,582 Twitter
Riloff et al., 2013 Riloff 1,327 189 381 1,897 Twitter
Khodak et al., 2017 SARC 2.0 205,665 | 51,417 | 64,666 | 321,748 Reddit
Khodak et al., 2017 | SARC 2.0 pol 10,934 2,734 3,406 17,074 Reddit
Oraby et al., 2016 SC-V1 1,396 199 400 1,995 Dialogues
Oraby et al., 2016 SC-V2 3,284 469 939 4,692 Dialogues

Table 1: Benchmark datasets: Tweets, Reddit posts and online debates for sarcasm and irony detection.

and the political subset, SARC 2.0 pol.

Online Dialogues: We utilize the Sarcasm Cor-
pus VI (SC-V1) and the Sarcasm Corpus V2 (SC-
V2), which are subsets of the Internet Argument
Corpus (IAC). Compared to other datasets in our
selection, these differ mainly in text length and
structure complexity (Oraby et al., 2016).

In Table 1, we see a notable difference in terms
of size among the Twitter datasets. Given this cir-
cumstance, and in light of the findings by Van Hee
et al. (2018), we are interested in studying how
the addition of external soft-annotated data im-
pacts on the performance. Thus, in addition to the
datasets introduced before, we use two corpora for
augmentation purposes. The first dataset was col-
lected using the Twitter API, targeting tweets with
the hashtags #sarcasm or #irony, resulting on a to-
tal of 180,000 and 45,000 tweets respectively. On
the other hand, to obtain non-sarcastic and non-
ironic tweets, we relied on the SemEval 2018 Task
1 dataset (Mohammad et al., 2018). To augment
each dataset with our external data, we first filter
out tweets that are not in English using language
guessing systems. We later extract all the hash-
tags in each target dataset and proceed to augment
only using those external tweets that contain any
of these hashtags. This allows us to, for each class,
add a total of 36,835 tweets for the Pticek cor-
pus, 8,095 for the Riloff corpus and 26,168 for the
SemEval-2018 corpus.

In terms of pre-processing, as in our case the
preservation of morphological structures is cru-
cial, the amount of normalization is minimal. Con-
cretely, we forgo stemming or lemmatizing, punc-
tuation removal and lowercasing. We limit our-
selves to replacing user mentions and URLs with
one generic token respectively. In the case of the
SemEval-2018 dataset, an additional step was to
remove the hashtags #sarcasm, #irony and #not, as
they are the artifacts used for creating the dataset.

For tokenizing, we use a variation of the Twok-
enizer (Gimpel et al., 2011) to better deal with
emojis.

Our models are trained using Adam with a
learning rate of 0.001 and a decay rate of 0.5 when
there is no improvement on the accuracy on the
validation set, which we use to select the best mod-
els. We also experimented using a slanted trian-
gular learning rate scheme, which was shown by
Howard and Ruder (2018) to deliver excellent re-
sults on several tasks, but in practice we did not
obtain significant differences. We experimented
with batch sizes of 16, 32 and 64, and dropouts
ranging from 0.1 to 0.5. The size of the LSTM
hidden layer was fixed to 1,024, based on our pre-
liminary experiments. We do not train the ELMo
embeddings, but allow their dropouts to be active
during training.

5 Results

Table 2 summarizes our results. For each dataset,
the top row denotes our baseline and the second
row shows our best comparable model. Rows with
FULL models denote our best single model trained
with all the development available data, without
any other preprocessing other than mentioned in
the previous section. In the case of the Twitter
datasets, rows indicated as AUG refer to our the
models trained using the augmented version of the
corresponding datasets.

For the case of the SemEval-2018 dataset we
use the best performing model from the Shared
Task as a baseline, taken from the task descrip-
tion paper (Van Hee et al., 2018). As the winning
system is a voting-based ensemble of 10 models,
for comparison, we report results using an equiva-
lent setting. For the Riloff, Ptacek, SC-V1 and SC-
V2 datasets, our baseline models are taken directly
from Tay et al. (2018). As their pre-processing
includes truncating sentence lengths at 40 and 80



Dataset Model Accuracy | Precision | Recall | F1-Score
Wu et al. (2018) 0.735 0.630 0.801 0.705
ELMo-BiLSTM 0.708 0.696 0.697 0.696
SemEval-2018 .
ELMo-BiLSTM-FULL 0.702 0.689 0.689 0.689
ELMo-BiLSTM-AUG 0.658 0.651 0.657 0.651
Tay et al. (2018) 0.823 0.738 0.732 0.732
Twitter Riloff ELMo-BiLSTM 0.842 0.759 0.750 0.759
ELMo-BiLSTM-FULL 0.858 0.778 0.735 0.753
ELMo-BiLSTM-AUG 0.798 0.684 0.708 0.694
Tay et al. (2018) 0.864 0.861 0.858 0.860
Ptacek ELMo-BiLSTM 0.876 0.868 0.869 0.869
ELMo-BiLSTM-FULL 0.872 0.872 0.872 0.872
ELMo-BiLSTM-AUG 0.859 0.859 0.858 0.859
Tay et al. (2018) 0.632 0.639 0.637 0.632
SC-V1 ELMo-BiLSTM 0.646 0.650 0.646 0.644
Dialog ELMo-BiLSTM-FULL 0.633 0.633 0.633 0.633
Tay et al. (2018) 0.729 0.729 0.729 0.728
SC-V2 ELMo-BiLSTM 0.748 0.748 0.747 0.747
ELMo-BiLSTM-FULL 0.760 0.760 0.760 0.760
Khodak et al. (2017) 0.758 - - -
SARC 2.0 ELMo-BiLSTM 0.773 - - -
Reddit ELMo-BiLSTM-FULL 0.702 0.760 0.760 0.760
Khodak et al. (2017) 0.765 - - -
SARC 2.0 pol | ELMo-BiLSTM 0.785 - - -
ELMo-BiLSTM-FULL 0.720 0.720 0.720 0.720

Table 2: Summary of our obtained results.

tokens for the Twitter and Dialog datasets respec-
tively, while always removing examples with less
than 5 tokens, we replicate those steps and re-
port our results under these settings. Finally, for
the Reddit datasets, our baselines are taken from
Khodak et al. (2017). Although their models are
trained for binary classification, instead of report-
ing the performance in terms of standard classi-
fication evaluation metrics, their proposed evalu-
ation task is predicting which of two given state-
ments that share the same context is sarcastic, with
performance measured solely by accuracy. We fol-
low this and report our results.

In summary, we see our introduced models are
able to outperform all previously proposed meth-
ods for all metrics, except for the SemEval-2018
best system. Although our approach yields higher
Precision, it is not able to reach the given Recall
and F1-Score. We note that in terms of single-
model architectures, our setting offers increased
performance compared to Wu et al. (2018) and
their obtained F1-score of 0.674. Moreover, our
system does so without requiring external features
or multi-task learning. For the other tasks we are
able to outperform Tay et al. (2018) without re-
quiring any kind of intra-attention. This shows

the effectiveness of using pre-trained character-
based word representations, that allow us to re-
cover many of the morpho-syntactic cues that tend
to denote irony and sarcasm.

Finally, our experiments showed that enlarg-
ing existing Twitter datasets by adding external
soft-labeled data from the same media source
does not yield improvements in the overall perfor-
mance. This complies with the observations made
by Van Hee et al. (2018). Since we have designed
our augmentation tactics to maximize the overlap
in terms of topic, we believe the soft-annotated na-
ture of the additional data we have used is the rea-
son that keeps the model from improving further.

6 Conclusions

We have presented a deep learning model based
on character-level word representations obtained
from ELMo. It is able to obtain the state of the
art in sarcasm and irony detection in 6 out of 7
datasets derived from 3 different data sources. Our
results also showed that the model does not bene-
fit from using additional soft-labeled data in any
of the three tested Twitter datasets, showing that
manually-annotated data may be needed in order
to improve the performance in this way.
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Abstract

In multi-sense word embeddings, contextual
variations in corpus may cause a univocal
word to be embedded into different sense vec-
tors. Shi et al. (2016) show that this kind of
pseudo multi-senses can be eliminated by lin-
ear transformations. In this paper, we show
that pseudo multi-senses may come from a
uniform and meaningful phenomenon such as
subjective and sentimental usage, though they
are seemingly redundant.

In this paper, we present an unsupervised algo-
rithm to find a linear transformation which can
minimize the transformed distance of a group
of sense pairs. The major shrinking direction
of this transformation is found to be related
with subjective shift. Therefore, we can not
only eliminate pseudo multi-senses in multi-
sense embeddings, but also identify these sub-
jective senses and tag the subjective and senti-
mental usage of words in the corpus automati-
cally.

1 Introduction

Multi-sense word embeddings are popular choices
to represent polysemous words (Reisinger and
Mooney, 2010; Huang et al., 2012; Neelakantan
et al., 2014; Cheng and Kartsaklis, 2015; Lee and
Chen, 2017). These methods learn senses of words
automatically by clustering contexts they appear
in. However, contextual variation in corpus may
cause a univocal word be embedded into different
senses (Shi et al., 2016). For example, the context
of “another” in this sentence is normal and narra-
tive:

“South Trust, another large bank head-
quartered in Birmingham, was acquired
by Wachovia in 2004.”

*Now at Toyota Technological Institute at Chicago,
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Figure 1: The relation between sentimental sense

(senti-sense) and normal sense (std-sense) of a word.
The vector differences are considered as sentimental
shift vectors.

In the second sentence, the word “another” locates
in subjective and emotional context with intense
feelings:

“He committed suicide after the woman
he loved married another man.”

The word “another” in these two sentences have
the same meaning, but they are often embedded
into two different senses by existing multi-sense
word embedding models.

Shi et al. (2016) used linear transformation to
eliminate the vector differences between corre-
sponding sense pairs with the same meaning, and
improved the performance on downstream tasks
such as contextual word similarity (Huang et al.,
2012). Such pairs were called pseudo multi-sense
pairs. However, they did not give any explicit ex-
planation of the eliminated vector difference in a
pseudo multi-sense pair.

In this paper, we propose to explain the so-
called pseudo multi-senses by slightly modifying

Proceedings of the 9th Workshop on Computational Approaches to Subjectivity, Sentiment and Social Media Analysis, pages 813
Brussels, Belgium, October 31, 2018. (©2018 Association for Computational Linguistics
https://doi.org/10.18653/v1/P17


https://doi.org/10.18653/v1/P17

the linear transformation proposed by Shi et al.
(2016). We find that a large number of pseudo
multi-senses can be viewed as pairs of i) a normal
sense and ii) a subjective or sentimental sense. In
addition, as shown in Figure 1, a group of words
may have similar normal-subjective/sentimental
difference vector, indicating subjectivity and sen-
timent are general sources of pseudo multi-senses.

In the first step of our approach, we identify the
multi-sense pairs that are generated by an uniform
contextual variation. Then we regress a linear
transformation which can minimize the average
Euclidean distance between two opposite groups
in embedding space. We analyze the major shrink-
ing directions in the embedding space w.r.t. the
linear transformation, and find it consistent that
one of such directions is relevant to subjective and
sentimental usage.

The motivation of our approach is that a group
of pseudo multi-senses is often generated sys-
tematically, i.e., pseudo multi-senses in the same
group come from the same reason. Therefore, a
linear transformation that eliminate the shift and
minimize distance between senses may reflect a
salient language phenomenon. In addition to giv-
ing explicit explanation to pseudo multi-senses,
experimental results also show that our approach
can contribute to some NLP tasks such as subjec-
tive and sentimental analysis.

In Section 2, we introduce some related work.
In Section 3, we present a method to mine a linear
transformation that eliminates semantic shift gen-
erating ‘pseudo multi-senses’. In Section 4, we an-
alyze the language phenomenon represented and
eliminated by that linear transformation, namely
subjective and sentimental usage, and do some
evaluations on the subjective shift. Finally in Sec-
tion 6 we draw conclusions and propose future
work left to be done.

2 Related Work

Subjectivity and sentiment analysis have been
investigated by many researches with different
methods(Turney, 2002; Wiebe, 2000; Pang and
Lee, 2004, 2008; Liu, 2010; Cambria et al., 2013;
Maas et al.,, 2011; Lin and He, 2009; Abdul-
Mageed et al., 2014; Dasgupta and Ng, 2009; Pak
and Paroubek, 2010). Many works contribute to
language resources for subjectivity and sentimen-
tal analysis. (Baccianella et al., 2010) Recent
works also provide many training methods to per-

fect the language models’ performance on bench-
mark datasets (Kouloumpis et al., 2011; Maas
etal., 2011; Taboada et al., 2011; Wang and Man-
ning, 2012; Labutov and Lipson, 2013; Lan et al.,
2016; Ren et al., 2016; Tang et al., 2016). Our
work provides a unsupervised method of subjec-
tivity analysis based on multi-sense word embed-
ding.

Multi-sense word embedding is also a popular
way to represent polysemous words(Reisinger and
Mooney, 2010; Huang et al., 2012; Neelakantan
et al., 2014; Guo et al., 2014; Li and Jurafsky,
2015; Iacobacci et al., 2015; Cheng and Kartsak-
lis, 2015; Lee and Chen, 2017). However, these
method using contextual difference for sense clus-
tering to decide senses are so sensitive to contex-
tual variation and usage of word, therefore may
embed a single sense into several vectors. We aim
to mine such contextual variations. While super-
vised methods rely on external knowledge with
manually definition of senses(Chen et al., 2014;
Caoetal., 2017).

Singular value decomposition is used on la-
tent semantic indexing by factorizing a term-
document matrix and constructing a “semantic
space”(Deerwester et al., 1990). We use a sim-
ilar approach to extract language phenomena we
mine.

3 Methodology

The general framework of our method includes the
following four steps:

1. We start with random selected “pseudo multi-
senses” as initial seeds, training a linear
transformation to minimize transformed dis-
tance of these sense pairs.

Let M denote the transformation matrix and
(x,y) denote a vector pair of pseudo multi-
sense. Define the set of pairs sharing a uni-
form semantic shift as P. Ideally, we expect
M to transform x closer to y and keep y un-
moved for all (x,y) € P. Therefore we de-
rive the following loss function:

> Mz —y|3+ My -yl
(z,y)eP

L(M) =

2. Update pseudo multi-senses iteratively w.rt.
the loss function.



According to the hypothesis that a systemati-
cal contextual variation may generate a group
of pseudo multi-senses, the linear transfor-
mation that eliminate this variation can be
used to pick out most typical pseudo multi-
senses. We define shrinking rate, which re-
veals the degree of a pair of senses being
combined by transformation M:

_ Mz — My|,
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The smaller pps(x,y) is, the more likely
(z,y) are generated by this contextual vari-
ation. Thus we optimize the set of pseudo
multi-senses, and use it to retrain transforma-
tion matrix. This algorithm can eventually
converge to an optimal solution.

. Extract eigen-directions of linear transforma-
tion M with a singular value decomposition
algorithm.

The major shrinking directions are semantic
directions shrunk and eliminated by the lin-
ear transformation. If there exists an obvi-
ous explanation of such directions, they can
be viewed as the representative directions for
specific language phenomena (e.g., subjec-
tive or sentimental usage) in the embedding
space.

Observe KNN of major shrinking directional
vectors so as to reveal the language phenom-
ena corresponding to contextual variations.

The pseudo code of this procedure is shown in
Algorithm 1.

4 Intuitive Results

Our experiments are based on the multi-sense
skip-gram(MSSG) model (Neelakantan et al.,
2014) and Wikipedia Corpus, training a 50-
dimensional multi-sense embedding space.

With this method, we train a linear transforma-
tion with random seeds. Results show that trans-
formation will converge to a stable point, which
verifies the existence of systematical contextual
variation in corpus.

Furthermore, to understand the language phe-
nomena that generate ‘pseudo’ mutli-senses, we
observe nearest neighbours of eigen-directional
vectors. We find each eigen-direction is meaning-
ful. The eigenvalues of these eigen-directions are
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Algorithm 1 Train a transformation matrix.
Require: The multi-sense embedding space V;
Set of random selected sense pairs, Sg; Loss
function, L(M ); Shrinking rate function
pn(x,y); Size of word set k.
Ensure: Transformation matrix, M ;
Set of candidate sense pairs, S
1: Initialize S with Sy
while not converged do
Train transformation matrix M by mini-
mizing £(M) using gradient descent algo-
rithm
Choose the k-most shrunk pairs as S
: end while
return)M/, S

wo»

AN AN

subj-vec’s KNN | feelings, song, strange, love, every-
thing, emotional, never,something,
girlfriend, always, eyes, smell, dia-
logue, smile, really, movie, sounds,
things, sexual, mind, script
regional, administrative, township,
located, racial, lies, avenue, vir-
ginia, approximately, historic, reg-
ister, pennsylvania, municipality,
served, delaware, situated, politi-
cian, operates, terminus, unincor-
porated

Reversed subj-
vec’s KNN

Table 1: Top 20 KNN for subj-vec are shown in ‘subj-
vec’s KNN’. Top 20 KNN for reversed subj-vec are
shown in ‘Reversed subj-vec’s KNN’.

expansion multipliers of these dimensions. There-
fore the eigen-direction with smallest eigenvalue
represents the most salient language phenomenon.
Interestingly, nearest neighbours are words about
sentiments and emotions. Under our observation,
this major shrinking directional vector is likely to
be the vector representing subjective usage. We
denote this vector as subj-vec. The KNN of subj-
vec is shown in Table 1.

Therefore we found that the subjective usage of
words is a salient language phenomenon in multi-
sense embedding space. Interestingly, we also ob-
serve that the reversed direction of subj-vec is re-
lated to some regional and political topics, which
is matched with human intuition.

5 Evaluations

5.1 Sentence Classification

We take subjectivity and sentiment analysis tasks
to evaluate the function of subj-vec.

We take two text classification tasks: SUBIJ



(Pang and Lee, 2004), a subjectivity status de-
tection task and MPQA (Wiebe et al., 2005),
an opinion polarity classification task. We use
the LR(logistic regression) classifier and sentence
level features to do the classification tasks. We use
word/sense embedding as encoder, and decide the
sense of every instance by Equation2 .

Sense(C(w)) = argmax COS(%ontemta Vsense)

sense
(2)

We express the sentence-level features with
contextual vector, denoted as context-vec, which
is the sum of sense embeddings in a sentence. We
provide four groups of evaluation results with dif-
ferent encoders:
1. context-vec with original embeddings.
2. context-vec with the embedding space whose
subjective direction is stretched. We stretch sub-
jective direction by Equation 3, in which embed-
ding of a sense s is denoted as v(s), and embed-
ding in the stretched space is denoted as v/'(s).

v'(s) = v(s) + v(s) - subj-vec * subj-vec  (3)
In Equation 3, subj-vec is the directional vector of
subjective usage. Each embedding is added by a
bias in subjective direction.
3. context-vec with the embedding space whose
subjective direction is eliminated by Equation 4.

v'(8) = v(s) — v(s) - subj-vec * subj-vec  (4)
4. context-vec + context-vec - subj-vec x subj-
vec. We extract information about subjective us-
age by combining context-vec and the dot product
of context-vec and subj-vec of every sentence.

The results are shown in Table 2.

Obviously subjective direction of embedding
space improves its performance on subjective and
sentimental analysis. Such improvement doesn’t
appear on single-sense embeddings. Meanwhile
eliminating subjective direction worsen the perfor-
mances on every listed tasks.

Li and Jurafsky (2015) argued that multi-senses
word embedding does not outperform single-sense
word embedding in several language tasks. In fact,
we found by add features on the sentimental di-
mension, multi-sense embeddings can achieve bet-
ter performance on subjectivity and sentimental
analysis tasks.
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Sense Space SUBJ-multi SUBJ-single
Original Space 88.36 88.73
Subj-Stretched 88.39 88.72
Subj-Eliminated | 87.22 88.35

Context + Subj 88.4 88.73

Sense Space MPQA-multi MPQA-single
Original Space 82.05 82.73
Subj-Stretched 82.07 82.23
Subj-Eliminated | 81.79 82.13

Context + Subj 83.05 82.29

Table 2: The performance of the original MSSG50D
on Wiki Corpus embeddings(Original Space), the
sentimental-stretched  space(‘Subj-stretched’), the
sentimental-eliminated space(‘Subj-eliminated’) and
the original contextual vector in combination with its
projection on sentimental direction(‘Context + Subj’)
on text classification tests including MPQA (Wiebe
et al.,, 2005), an opinion polarity classification task,
and SUBJ (Pang and Lee, 2004), a subjectivity status
detection task. We use equation 2 to decide the sense
of every instance.

KNN

astronomy, psychology, librarianship,
research, anthropology, sciences,
parapsychology, literature

science, literature, journalism, para-
psychology, photography, filmmak-
ing, literary, graphic, writing

fights, duel, fighting, confrontation,
battling, surprise, revenge, vengeance,
foe

revenge, fights, confrontation,
vengeance, furious, grodd, surprise,
vicious, infuriated

cultivated, lush, cultivating, shady,
landscapes, growing, alfalfa, abun-
dance, herb, landscape

delight, shady, good, riches, im-
mensely, arth, charm, curious, little-
known, wonderful

nation, scandinavia, europe, america,
countries, turkey, uk, sweden, interna-
tionally, ireland

nation, clubbers, welcome, coming,
enjoying, mam, wigwam, pride, eu-
rope, americ

words
science

+subj-vec

fight

+ subj-vec

rich

+ subj-vec

country

+subj-vec

Table 3: KNN for words before and after adding a sub-
jective bias.

5.2 Analogies

Moreover, since subj-vec represents subjective us-
age, we add it to some embeddings in multi-sense
embedding space to observe the effect of subj-vec
on semantic shift. Table 3 illustrates the KNN for
the original words and the words with a subjective
bias. The table shows that by adding subjective
subj-vec, the subjective and sentimental properties
for words are changed. In general, more emotional



and subjective words appear in the KNNs of the
new location. This is another interesting property
of subj-vec.

6 Conclusions And Future Work

In this article we propose a methodology to rep-
resent language phenomena such as subjective us-
age by a uniform bias vector of sense pairs, and
provide an unsupervised approach to mine it. We
also use evaluations to explore its functions and
find subj-vec can relatively improve multi-sense
embeddings performance on subjective and sen-
timental analysis tasks. Furthermore, there are
many linguistic phenomena left to be mined.
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Abstract

Data annotation is a critical step to train a
text model but it is tedious, expensive and
time-consuming. We present a language in-
dependent method to train a sentiment polar-
ity model with limited amount of manually-
labeled data. Word embeddings such as
Word2Vec are efficient at incorporating se-
mantic and syntactic properties of words,
yielding good results for document classifica-
tion. However, these embeddings might map
words with opposite polarities, to vectors close
to each other. We train Sentiment Specific
Word Embeddings (SSWE) on top of an unsu-
pervised Word2Vec model, using either Recur-
rent Neural Networks (RNN) or Convolutional
Neural Networks (CNN) on data auto-labeled
as “Positive” or “Negative”. For this task, we
rely on the universality of emojis and emoti-
cons to auto-label a large number of French
tweets using a small set of positive and neg-
ative emojis and emoticons. Finally, we ap-
ply a transfer learning approach to refine the
network weights with a small-size manually-
labeled training data set. Experiments are con-
ducted to evaluate the performance of this ap-
proach on French sentiment classification us-
ing benchmark data sets from SemEval 2016
competition. We were able to achieve a per-
formance improvement by using SSWE over
Word2Vec. We also used a graph-based ap-
proach for label propagation to auto-generate
a sentiment lexicon.

1 Introduction

Text sentiment analysis is defined as the compu-
tational study of documents, sentences or phrases
(aspect level), to detect opinions, sentiments, emo-
tions, etc. It is particularly useful for companies
to collect feedback about their products, analyze
the public opinion about their brand, for politi-
cal parties to monitor the population support, etc.
Document-level sentiment analysis corresponds to
assigning an overall sentiment polarity to a docu-
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ment. It can be formulated as a two-class classifi-
cation problem: positive or negative, excluding the
neutral case of documents with no polarity (Zhang
etal., 2018).

For this task, both supervised and unsuper-
vised learning approaches have been used. Super-
vised learning methods typically use bag-of-words
(which ignores word orders and semantics and suf-
fers from high dimensionality and sparsity), or,
more recently, word embeddings, which requires
unsupervised training on a big corpus of data. It
provides a mapping of words to dense vectors
of fixed length, encoding semantic and syntactic
properties of those words. The document can then
be represented by the average embedding vector
of the words it contains. Language-dependent fea-
tures such as Part of Speech, grammatical analysis,
lexicons of opinions and emotions have also been
applied successfully (Zhang et al., 2018).

While the use of standard word embedding
techniques such as Word2Vec (Mikolov et al.,
2013) or C&W (Collobert et al., 2011) can en-
hance the performance of prediction models and
perform well on general classification task, sen-
timent is not properly encoded in those vectors.
According to Tang (2014), words such as “good”
and “bad” might be close in the embeddings
space, although they have opposite polarities, be-
cause of similar usage and grammatical rules. We
show in this paper that training Sentiment Specific
Word Embeddings (SSWE) by updating an initial
Word2Vec model trained on a big corpus of tweets
provides better word embeddings for the task of
sentiment classification. SSWE training is per-
formed by updating word embeddings as part of
a supervised deep learning framework, by train-
ing a model on sentiment-labeled data. Through
backpropagation, the weights of the Embedding
Layer will be adjusted and incorporate sentiment.
At the end of the training, the embedding matrix
can be extracted from the model and will be used
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to featurize words and documents. As a result, this
process needs a big amount of data labeled with
“Positive” and “Negative”. While labeled data sets
and sentiment lexicons exist in English and can
be used to label a big number of documents to
build the SSWE (e.g. SentiWordNet or ANEW in
English as lexicons), they are scarce in other lan-
guages (Pak and Paroubek, 2011). Hence the need
to find a systematic way of labeling a big number
of documents without any language knowledge,
then let prediction models “learn” from them.

One way to do it, is to rely on a universal opin-
ion lexicon that would hold true in any language.
With the rise of social media, the widespread use
of emojis' provide us with such a tool. In particu-
lar, Twitter is one of the biggest online social me-
dia where users post over 500 million “tweets” ev-
ery day, with a frequent use of emojis®. A tweet is
a short (up to 140 characters) user-generated text,
typically noisy and written in a very casual lan-
guage.

By accessing and querying a big number of
tweets of a specific language and which have spe-
cific emojis, we can auto-label them based on the
polarity of those emojis. The assumption is that
if emojis are found in a tweet, then it expresses
a sentiment (ie. it is not neutral) which has the
same polarity as the emoji. This method is called
distant-supervised learning and has been applied
successfully in several similar scenarios (Pak and
Paroubek, 2011; Tang et al., 2014; Narr et al.,
2012).

In this paper, we focus on French, assuming no
language knowledge. The SSWE we get through
the described methodology is then used to featur-
ize documents when training a prediction model
on a new French data set for sentiment analysis.
The major contributions of the work presented in
this paper are:

— We develop SSWE models by updating
Word2Vec embeddings trained on tweets,
through supervised learning with Recurrent
Neural Networks (RNN) and Convolutional
Neural Networks (CNN), on a big data set of
tweets auto-labeled through emojis.

— We show that SSWE perform better than
the underlying Word2Vec embeddings, even

'In this paper, we will use the word “emojis” to refer to
both “emojis” and “emoticons”.

2Twitter statistics: http://www.
internetlivestats.com/twitter—-statistics
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on data sets different and much less noisy
than tweets. SSWE trained with auto-labeled
tweets from which the emojis were removed,
improve the sentiment prediction on data sets
that have no or little emojis.

We show that transfer learning starting with
the deep learning model used to train the
SSWE performs better than training a new
traditional ML prediction model from scratch
and using SSWE as features.

In Section 2, we present a literature review. In
Section 3, we present the methodology used to
auto-label tweets, train a Word2Vec model and up-
date it into SSWE. Section 4 describes the experi-
ment we conducted and discusses results. Finally,
in section 5 we summarize our results and present
directions for future work.

2 Related Work

We present here a brief review of previous work
for sentiment classification. Most early research
follows Pang (2002) who uses bag of words and
one-hot-encoding to represent words in movie re-
views, using linguistic features and various classi-
fiers. Work by Pang (2008), and Owoputi (2013)
focused on the features for learning and their ef-
fectiveness, such as part-of-speech, syntax, nega-
tion handling and topic-oriented features. Mo-
hammad (2013), achieved the best results for the
sentiment classification task of the SemEval com-
petition by using sentiment lexicons and hand-
crafted rules. Gamon (2004) investigated the sen-
timent analysis task on noisy data collected from
customer feedback surveys, using lexical (lem-
matized n-gram) and linguistic features (part-of-
speech tagging, context free phrase structure pat-
terns, transitivity of a predicate, tense information
etc.). They also tried feature reduction and applied
SVM model for classification.

Another approach for features representation is
to use low-dimensional real-valued vectors (word
embeddings) to represent the words, such as
Word2Vec or C&W. Maas (2011) proposed the use
of probabilistic document models with a sentiment
predictor function for each word. Bespalov (2012)
relied on latent semantic analysis to initialize em-
beddings. Labutov (2013) relies on pre-trained
word embeddings which are re-embedded in a su-
pervised task using labeled data by performing un-
constrained optimization of a convex objective.



Tang (2014) proposed to update word embed-
dings specifically for sentiment classification, ar-
guing that words with opposite polarities might
end up being neighbors. They learn word embed-
dings from a massive number of tweets collected
by a distant-supervised way based on the existence
of positive and negative emojis. They propose
a sentiment-specific word embedding (SSWE)
model that is a modification of C&W to predict
not just the lexical form (n-gram) but also the sen-
timent of the word in that context. They were able
to produce comparable results to the top system
(rule-based) in the SemEval 2013 competition.

Ren (2016) extended the work of Tang (2014),
arguing that the topic information of a tweet af-
fects the sentiment of its words. They modified the
learning objective of the C&W model to also in-
corporate the sentiment information as well as the
topic distribution provided by LDA models. They
also tackle the problem of word polysemy (words
that have multiple meanings based on their con-
text) by creating context representation for each
word occurrence (environment vector) and cluster
these vectors into ten groups using k-means algo-
rithm. The words get their meaning by their dis-
tance to the centroids of the clusters. Finally, they
train a CNN for sentiment classification.

In terms of classification models, with the re-
gained interest in deep learning, recent work
shifted to the use of RNNs. These networks pro-
cess every element of a sequence in a way depend-
ing of all previous computations, keeping track
of previous information across the sequence. In
particular, LSTM (Long Short-Term Memory) can
learn long-term dependencies and is thus popular
for sentiment classification of sentences. Gugilla
(2016) uses both LSTM and CNN with Word2Vec
and linguistic embeddings to distinguish between
neutral and sentiment documents. Qian (2017)
uses LSTM with linguistic resources such as sen-
timent lexicon, negation and intensity words, to
help identify the sentiment effect in sentences. Xu
(2016) proposed the use of cached LSTM model to
further enhance the capabilities of LSTM to cap-
ture the global semantic features and the local se-
mantic features for long text sentiment classifica-
tion.

For Twitter sentiment classification using dis-
tant supervision, while some research used
lexicon-based approaches with positive and neg-
ative sentiment words (Taboada et al., 2011; Thel-
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# Raw | # Tweets | % Positive
Tweets | cleaned | in cleaned
(in M) (in M)
April 18 4,14 2,62 51.29
May 18 3,89 2,44 49.20
June 18 2,83 1,76 50.94
Total 10,86 6,82 50.43

Table 1: Characteristics of the auto-labeled tweets used
in this paper.

wall et al., 2012), other studies leveraged emojis
for distant supervision (Pak and Paroubek, 2011;
Zhao et al., 2012). To ensure repeatability of
experiments in many languages without any lan-
guage knowledge, we will also take this direction
even though it means we are neglecting precious
language-dependent features that would have in-
creased the prediction power of our models.

3 SSWE Training

3.1 Auto-Labeled Tweets and Preprocessing

Having access to a big database of tweets, we
first queried three months of French tweets: April,
May and June 2018 (partial). Only tweets con-
taining one or more of a specified list of emojis
are considered, but all emojis in a tweet should
have the same polarity (confusing tweets are dis-
carded). This polarity will correspond to the label
of the tweet. For example, :) is a positive emoji,
while :( is negative. To avoid dealing with class
imbalance, we downsample the majority class to
get a 1:1 ratio of positive to negative auto-labeled
tweets.

We perform the following operations on the
auto-labeled tweets (Preprocessing 0). Using reg-
ular expression (Regex), we remove “RT” (cor-
responding to Retweets), ”@” and name men-
tions, tweet links and duplicate tweets. We also
separate emojis when there is no space between
them. Otherwise, multiple stacked emojis would
be seen as one word instead of a succession of
emojis by standard open-source tokenizers. Fi-
nally, we replace emojis involving punctuation by
“Emoji_017, “Emoji_02”, etc. Otherwise, standard
tokenizers would separate punctuation marks and
break emojis. For example: “:P” would be tok-
enized into [, “P”’].

Figures 1 and 2 respectively show the positive
and negative emojis used for auto-labeling.
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Figure 1: List of positive emojis used for auto-labeling.
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Figure 2: List of negative emojis used for auto-labeling.

Table 1 summarizes statistics about the cleaned
data sets.

We explored two additional preprocessing
methods to study their impact on sentiment pre-
diction.

— Preprocessing A: Remove emojis after auto-
annotation to avoid biasing the prediction
models into classifying mostly based on emo-
jis.

— Preprocessing B: Replace every occurrence
of three or more successive characters into
two of them.

The reasoning behind Preprocessing B is as
follows: since tweets contain casual language,
users sometimes repeat the same character many
times to stress out an emotion. For example, the
word “aime” could appear as “aime”, “aiime”, “ai-
iime”, “aiiiiiime”, etc. As a result, the number of
features will increase when using ngrams, and the
dictionary size of word embeddings would also in-
crease. This would dilute the word embeddings
because the same word would be considered as
different ones which will carry a lower weight than
the case where all words with repetitions are as-
sumed to be one. Assuming that when the letter
is repeated 2 or more times, the number of repeti-
tions is random and expresses the same meaning,
we experiment with replacing any occurrence of
two or more successive characters with two occur-
rences.

3.2 Word2Vec Model Training

Twitter sentiment classification has traditionally
been conducted through machine learning mod-
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els using labor intensive features. A less labor-
intensive feature engineering approach has been
to rely on word embeddings such as Word2Vec,
which incorporates syntactic context of words.
After preprocessing the autolabeled tweets, we
trained two Word2Vec models on them in an
unsupervised way. One where only standard
preprocessing is applied to autolabeled data
(Preprocessing 0), and the second on autolabeled
data where characters repetitions above three are
removed (Preprocessing B). Note that since the
autolabeled data is divided in three files, and to
avoid loading all the tweets in-memory at once,
Word2Vec is trained incrementally on the three
files.

3.3 Sentiment Specific Word Embeddings
Training

While Word2Vec typically performs well on gen-
eral classification tasks, it might not be effective
enough for sentiment classification because it ig-
nores word sentiments. Hence the need to update
the trained Word2Vec embeddings to incorporate
sentiment. We train a deep learning network (ei-
ther RNN or CNN) using first an Embedding layer,
initialized with the trained Word2Vec embeddings.
During training on the autolabeled tweets, network
weights, including word embeddings, are updated.
At the end of training, we extract the embedding
matrix: it has the same vocabulary as the original
Word2Vec, but weights now incorporate sentiment
information. We call this embedding matrix a
“Sentiment Specific Word Embeddings” (SSWE)
(Tang et al., 2014). The assumption to test is if in-
deed, SSWE used as features would perform better
than Word2Vec for the task of sentiment analysis.
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Figure 3: Methodology used to train the SSWE.

We trained four different types of models:

— SSWE_C trained using a CNN structure
(three parallel convolutional layers and
global max pooling, then dense layer with
ReLu, then dense layer with softmax).

— SSWE_ R, SSWE R avg, and SSWE_R_max
trained using an RNN structure (two bidirec-
tional LSTM from which respectively the last
output, average of outputs or max of outputs
goes through a dense layer with softmax).

After performing Preprocessing A, we can
train four additional models by removing emojis
from the autolabeled data when updating the em-
beddings of Word2Vec. Note that in this case,
emojis still have embeddings but they are not up-
dated during the training of SSWE in order to
avoid biasing the weights into relying mostly on
€mojis.

After performing Preprocessing B, we can get
an additional eight models by using the apropriate
trained Word2Vec (without character repetitions).

Note that since the auto-labeled data is divided
in three files, and to avoid loading all the tweets in-
memory at once, SSWE is trained incrementally
on the three files. For each one, we used three
epochs and a batch size of 500.

Figure 3 summarizes the methodology used to
train the SSWE.

Figure 4° and Figure 5 summarize the architec-
tures of the deep learning models used.

Shttp://www.wildml.com/2015/11/
understanding-convolutional-neural-
networks-for-nlp/
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3.4 Graph-Based Label Propagation

We used the method introduced by Hamilton
(2016) to create a dictionary of positive and nega-
tive words from Word2Vec embeddings in an un-
supervised way. The idea revolves around build-
ing word embeddings (the paper uses Vector Space
Model instead of Word2Vec), then creating a
graph of words connected to their k-nearest neigh-
bors in the embeddings space with edges weighted
by the cosine similarity. Using a short list of “seed
words” for positive and negative polarities, senti-
ment is propagated through the network through a
random walk method. This idea was implemented
by Hamilton et al. in a Python package called
SENTPROP.

We use emojis as seed words and Word2Vec
trained on tweets from which we only kept a spe-
cific short set of positive and negative emojis (so
the focus is on actual words that are neighbors to
the seed emojis instead of other emojis).



4 Experiments and Results

4.1 Setup

We conduct experiments to evaluate the validity
of using SSWE over Word2Vec for French senti-
ment classification. In addition to the auto-labeled
tweets, four manually labeled French data sets
were used. The first three data sets come from the
SemEval 2016 competition (International Work-
shop on Semantic Evaluation). It is an ongoing
series of evaluations of computational semantic
analysis systems, organized under the umbrella of
SIGLEX, the Special Interest Group on the Lex-
icon of the Association for Computational Lin-
guistics. The first data set (Train) corresponds to
French Restaurant Reviews. The two others cor-
respond to French Restaurant Reviews (Testl; i.e.
Same domain as the training set) and French Mu-
seum Reviews (Test2). The latter being out-of-
domain, it is a good gauge of how generalizable
a model trained on the training set is to different
French data sets. Those three data sets have been
labeled for Aspect Based Sentiment Analysis. It is
the task of mining and summarizing opinions from
text about specific entities and their aspects (Apid-
ianaki et al., 2016) they are annotated with rele-
vant entities, aspects and polarity values. In order
to use those three data sets in the context of docu-
ment level sentiment classification, we ungrouped
documents into sentences, then filtered them:

- We reject the sentences with mixed polarity
values.

- We keep the rest of the sentences and label
them as “Positive” if all polarity values are pos-
itive and as “Negative” if all polarity values are
negative.

Note that we were not able to download all
the reviews as some of them were not available
anymore*. The fourth data set is comprised of
manually labeled French tweets that are not pub-
licly available (Test3). These tweets do not con-
tain emojis, and thus the performance on this
data set will solely rely on the understanding that
our trained models will have of the French lan-
guage. The four French data sets (after processing)
and their characteristics are summarized in Table
2. We can see that they are all relatively well-
balanced, so no special treatment for class imbal-
ance will be performed.

“The data can be downloaded from http:
//alt.gcri.org/semeval2016/task5/index.
php?id=data-and-tools
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Data Set Naming | # Doc | % Positive
SemEval 2016 Train 1338 47.80
Restaurant Train
SemEval 2016 Testl 515 47.60
Restaurant Test
SemEval 2016 Test2 529 54.25
Museum Test
Tweets Test3 3296 48.90
Manually Labeled

Table 2: Characteristics of the training and testing sets
used.

4.2 Experiments

The experiments conducted and their results are
summarized in Table 3.

In order to establish the importance of the
SSWE for sentiment analysis, we trained multi-
ple models using standard features (word ngrams,
character ngrams) or more advanced features
(Word2Vec, SSWE: average sentence embedding)
with standard classifiers (logistic regression (LR),
SVM, Random Forest) or deep learning frame-
works (CNN or RNN with transfer learning on
the data set Train), then evaluated them on Testl,
Test2, and Test3. More precisely, we used the fol-
lowing approaches as baselines, training a Logistic
Regression (LR), SVM and Random Forest with
word and character ngrams, Word2Vec, or both
(experiments 1-3).

The three baselines were compared to four
methods using SSWE trained with either RNN
(taking the last output of the recurrent sequence)
or CNN trained on the auto-labeled data and used
for feature extraction on Train. We compared the
performance with SSWE trained on auto-labeled
data cleaned from the emojis to prevent the model
from giving a high weight to emojis (experiments
4-7).

We compared those approaches with the use
of average or maximum of the output sequences
of the RNN (trained on auto-labeled data without
emoji, then used for feature engineering on Train)
(experiments 8-9).

We then add the character and ngrams features
(experiments 10-15).

Finally, we compared them with deep learning
and transfer learning. Keeping the same network
that was used to train the SSWE, we fix the SSWE
and let the last layer(s) be trainable on Train. For
the RNN, the dense layer and softmax are train-
able. For the CNN, training only the dense layer
and softmax as part of transfer learning yields poor



results, so we train the dense layer and ReLu as
well as the last dense layer and softmax during
transfer learning. The reason why transfer learn-
ing is used instead of direct training on Train is the
lack of data: Train having only 1338 unique doc-
uments, this is not enough to tune a deep learning
model which has a much larger number of param-
eters. (experiments 16-21)

We also explored two additional methods that
do not require any knowledge of the language and
that will be detailed in subsequent sections:

1) using a dictionary auto-built by label propa-
gation using specific emoji seeds on the Word2Vec
model (experiments 22-24).

2) repeating the experiment on data for which
two or more repetitions of characters are replaced
with two characters.

All approaches with Logistic Regression, SVM
or Random Forest used the Scikit-Learn Python
package. Word2Vec models were built using
genism, while SSWE and deep learning frame-
works used Keras with Tensorflow backend.

4.3 Evaluation Methods

For models trained with Logistic Regression,
SVM and Random Forest, we decided to report
and compare only results obtained with Logistic
Regression for fair comparison. The reported re-
sults correspond to those achieved with a set of
parameters giving the best results on part of the
training set, through sweeping. The parameters
that were swept on in Logistic Regression are: size
of word ngrams, size of character ngrams, lower-
casing of words, maximum number of iterations
for the ‘lbfgs’ solver, inverse of regularization
strength for ‘12’ penalty. For models trained with
Deep Learning, multiple combinations of epochs
and batch sizes were used, and we report here the
best results obtained.

While F-score and Accuracy (since there is no
class imbalance) can be fair ways of evaluating
the performance, we decided to rely mainly on the
AUC (Area under the Curve) since it is indepen-
dent of the classification threshold choice and is a
good indicator of the ability of the models to dis-
tinguish between Positive and Negative examples.

4.4 Results and Analysis

With Logistic Regression, using only ngram fea-
tures (1) give the worse results on Test2 and
Test3. This is probably because ngrams ob-
tained on a specific training set fail to general-
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| Features | Testl | Test2 | Test3
LOGISTIC REGRESSION
1 ngram 86.27 | 7536 | 72.49
2 Word2Vec 86.03 | 79.00 | 86.75
3 ngram + Word2Vec 90.18 | 83.3 86.71
4 SSWE_R last 86.11 | 79.25 | 84.28
5 SSWE_R_last_-no_emoji | 87.86 | 83.12 | 86.52
6 SSWE_C 85.34 | 7891 | 83.72
7 SSWE_C_no_emoji 89.15 | 83.59 | 87.83
8 SSWE_R_avg_no_emoji | 88.01 | 83.07 | 87.17
9 SSWE_R_max_no_emoji | 86.29 | 82.49 | 85.40
10 | ngram + SSWE_R_last 89.86 | 83.10 | 85.06
11 | ngram + 90.79 | 84.72 | 85.82
SSWE_R _last_no_emoji
12 | ngram + 89.05 | 83.62 | 84.24
SSWE_C
13 | ngram + 91.42 | 85.67 | 87.50
SSWE_C_no_emoji
14 | ngram + 90.84 | 84.53 | 86.90
SSWE_R_avg_no_emoji
15 | ngram + 91.20 | 85.75 | 87.37
SSWE_R_max_no_emoji
TRANSFER LEARNING
16 | SSWE_R last 90.17 | 84.2 83.89
17 | SSWE_R.last-no_emoji | 92.78 | 91.02 | 90.59
18 | SSWE.C 81.31 | 76.87 | 79.91
19 | SSWE_C_no_emoji 89.97 | 87.65 | 89.27
20 | SSWE_R_avg_no_emoji | 91.86 | 90.71 | 90.03
21 | SSWE_R_max_no_emoji | 91.61 | 91.13 | 90.34
WITH DICTIONARY (Dict)
22 | Dict 63.52 | 63.86 | 64.85
23 | LR+ 88.95 | 76.97 | 77.73
ngram + Dict
24 | LR + ngram + Dict + 91.21 | 85.73 | 87.38
SSWE_C_no_emoji

Table 3: Experiments Results with Logistic Regres-
sion, Transfer Learning and Dictionary Lookup in
terms of AUC (in %).

ize well to out-of-domain data sets (Test2 and
Test3). Using Word2Vec only (2) is slightly worse
on Testl but generalizes better on out-of-domain
data sets. Using both Word2Vec and ngram (3)
considerably improves the results compared to (1)
and (2), showing the importance of Word2Vec
in adding context information in word features,
which ngram does not. This will be the main base-
line to compare to the use of SSWE.

We notice that SSWE trained on the auto-
labeled data where emojis were kept (4), (6),
yields results similar or slightly lower than using
Word2Vec only (2). The same comparison holds
when we add ngrams: (10) and (12) vs. (3). This
is probably because the labels of the auto-labeled
data are directly correlated to specific positive and
negative emojis since they were used for autola-
beling. As a result, training SSWE on the auto-
labeled data without removing emojis likely bi-
ased the embeddings into giving higher weights



to emojis. Since all the test sets have little to no
emojis, the use of these SSWE yields poor results.

SSWE trained on auto-labeled data cleaned
from the emojis (without ngrams) in (5), (7), (8)
and (9) provides similar or better performance
than Word2Vec only (2). Adding ngrams to these
SSWE in (11), (13), (14) and (15) gives the best
results with Logistic Regression compared to the
best baseline (3). While beating the performance
of (3) on Test3 seems hard (likely due to the fact
that Word2 Vec was trained on data similar to Test3
since they are both tweets), ngrams and SSWE
trained as part of a CNN model on auto-labeled
data without emojis (13) gives on average the best
results on the three data sets when using Logistic
Regression, compared to (3): 1.34%, 2.37%, and
0.79% improvement on Test1, Test2, Test3 respec-
tively. These results already confirm that SSWE
improves the prediction performance in sentiment
analysis over Word2Vec, likely because it incor-
porates sentiment polarity.

These results were even more confirmed with
deep learning. SSWE trained on auto-labeled
data with emojis also perform less good than their
counterpart trained without emojis: (16) vs. (17)
and (18) vs. (19). The best results are obtained
on average across the three test sets when transfer
learning is applied with the RNN, using the last
output from the bidirectional LSTM. Compared to
the best baseline (3), we achieve: 2.6%, 7.72%,
and 3.88% improvement on Test1, Test2, Test3 re-
spectively.

We also used the scores of the auto-generated
dictionary with a 0.5 threshold to assign a polarity
to the words. We then classify the documents by
comparing the distribution of negative and positive
words. This gave worse results than ngram with
logistic regression ((1) vs. (22)). We also used the
word scores to create a dictionary with 10 labels:
if the word has a score between 0 and 0.1, it is
assigned to the sentiment_bin_1 class; between 0.1
and 0.2, it is assigned to sentiment_bin_2, etc. The
distribution among those ten classes is then used
as an additional feature in our experiments with
logistic regression. However, this feature does not
improve the results((1) vs. (23) and (13) vs. (24)).

Finally, we did not notice an improvement when
removing repetition of characters above three.
This might be explained by the fact that character
repetition can be important for emphasis: the same
word with more character repetitions might have

21

a higher polarity. For example, “heureuxxxxx”
might show more excitement and be “more pos-
itive” than “heureuxx”.

4.5 Discussion

Given those results, multiple conclusions can be
drawn:

— Word2Vec boosts performance of ngrams, es-
pecially on out-of-domain testing set.

— SSWE trained on data autolabeled with emo-
jis and where emojis were not removed, neg-
atively impacts the performance of the model
on data that have little or no emojis.

SSWE trained on data autolabeled with emo-
jis and where emojis were removed, provides
an improvement over Word2 Vec.

Transfer Learning in deep learning by fix-
ing the network structure (including SSWE
trained without emojis) on the training set,
yields the best improvements over the base-
line with an increase of more than 7% AUC
on Test2 for example. This is the most no-
ticeable when using RNN and taking the last
output of the bidirectional LSTM sequence.

5 Conclusion and Future Work

In this paper, we propose to label a big num-
ber of tweets in any language (here French) us-
ing a small set of positive and negative emojis,
train a Word2Vec model on the tweets, then up-
date the embeddings through deep learning with
bidirectional LSTM on the autolabeled data. The
embeddings we get are then enriched with senti-
ment information and can be used as features for
new data sets in the same language. If those data
sets have little or no emoji, the embeddings en-
richment should be performed using autolabeled
data filtered from emojis in order to avoid bias-
ing the embeddings and relying mostly on emo-
jis. We show that these sentiment specific word
embeddings perform better than plain Word2Vec
using SemEval 2016 French data of restaurant re-
views (Train) to train a model, another SemEval
2016 testing set of restaurant reviews (Testl), an-
other of museum reviews (Test2) and a manually
labeled data set of French tweets (Test3). It pro-
vides an AUC improvement of 1.34%, 2.37%, and
0.79% on Testl1, Test2, Test3 respectively with Lo-
gistic Regression. The improvement gets to 2.6%,



7.72%, and 3.88% with transfer learning using
RNN with the network used to train the SSWE.
This methodology can be applied to any language
since it does not rely on linguistic features.

This work has a few limitations, which could
be better addressed in future work. This includes
the use of sentiment lexicons, stemming, normal-
ization, and negation handling. Our work did not
explore the graph propagation technique with dif-
ferent embeddings models such as Vector Space
Models. In addition, distant-supervised learning
was applied on tweets to get labeled data and then
train the SSWE. Tweets being written in a very ca-
sual language, the results on SemEval data (which
is clean) might improve if the SSWE were trained
on a more general data set. An area for future work
would be to explore distant supervised learning on
movie or product reviews, then compare the re-
sults with the created SSWE on SemEval data with
those obtained using the Twitter SSWE. Finally,
our work excludes the case of neutral text. We can
specify two thresholds for the polarity prediction
and assign a document to the neutral class when
the model yields a predicted probability between
those two thresholds. Another method is to train a
subjectivity classifier followed by a polarity clas-
sifier for subjective documents.
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Abstract

This paper introduces a gamified framework
for fine-grained sentiment analysis and emo-
tion detection. We present a flexible tool, Sen-
timentator, that can be used for efficient an-
notation based on crowd sourcing and a self-
perpetuating gold standard. We also present
a novel dataset with multi-dimensional anno-
tations of emotions and sentiments in movie
subtitles that enables research on sentiment
preservation across languages and the creation
of robust multilingual emotion detection tools.
The tools and datasets are public and open-
source and can easily be extended and applied
for various purposes.

1 Introduction

Sentiment analysis and emotion detection is a cru-
cial component in many practical applications but
also defines a great challenge in natural language
processing and artificial intelligence. Detecting
emotions is crucial in human-computer interac-
tion, and human behavior in communication is to
a large degree affected by the emotional states that
are created in a message. These states are typi-
cally fine-grained and fuzzy covering various di-
mensions of human feelings and attitudes. Nev-
ertheless, it is often the practice to consider sen-
timents and emotions as very coarse and discrete
features that can be detected with simple classi-
fiers on a small scale of a few classes.

In our work, we focus on a high-dimensional
model of emotions that allows a more natural and
fine-grained classification and, furthermore, we
tackle emotion detection in a multilingual setting.
One of the biggest issues that stand in the way of
creating reliable emotion detection algorithms is
the lack of properly annotated datasets for training
and testing purposes, especially in the case of the
dimensionality that we consider and the multilin-
gual support that we envision. This is the reason

24

why we created Sentimentator, a new annotation
tool that facilitates the efficient creation of appro-
priate datasets (Ohman and Kajava, 2018).

The main contribution of the paper is the frame-
work based on a gamified environment that we
develop to efficiently build large-scale resources.
Our setup results in a self-perpetuating gold stan-
dard, which is initialized by seed sentences that are
annotated by experts and augmented by crowd an-
notators. A combination of correlation-based scor-
ing and ranking makes it possible to build datasets
with weighted judgments based on the annotator
confidence that we measure. Initial rankings are
based on the comparison to seed annotation only
but they will be adjusted dynamically once the cor-
relation between crowd annotators allows to esti-
mate further reliability scores. The main idea is
that we can trust annotators that provide identical
or at least similar judgments as other reliable an-
notators. With this scheme, we can move away
from the use of limited seed sentences for con-
fidence estimation to a more dynamic and self-
perpetuating gold standard.

Another fundamental decision in our setup is
the use of multilingual material on which to base
our annotations. We are interested in the cross-
lingual use of emotions and the development of
multilingual classifiers (see Ohman et al., 2016).
Therefore, we start with sentences extracted from
movie subtitles (English originals in our case) for
which we also have plenty of translations into a
large number of languages. Movies contain a lot
of emotional content and, as a side effect, it is in-
teresting to see how that is reflected in subtitles
and their translations.

Before presenting Sentimentator itself, we will
first discuss related work and the theoretical
framework we work with. The presentation of the
seed/pilot dataset and its application for emotion
detection follows the description of the tool and
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ends with a concluding discussion.

2 Related Work

Sentiment analysis is a widely studied task in nat-
ural language processing. Most of the existing
datasets applied in sentiment analysis use binary
or ternary annotation schemes (positive-negative,
or positive, negative, and neutral) (Andreevskaia
and Bergler, 2007), or some kind of combination
of these (i.e. the addition of e.g. “mixed” (Saif
et al., 2013)). This is not enough if the aim is to
detect emotions rather than overarching sentiment
(de Albornoz et al., 2012; Li and Hovy, 2017;
Cambria et al., 2013). Furthermore, many of the
existing datasets or tools (Munezero et al., 2015;
Eryigit et al., 2013; Musat et al., 2012; Kakko-
nen and Kakkonen, 2011; Calefato et al., 2017;
Saif et al., 2013; Abdul-Mageed and Ungar, 2017)
are domain-dependent (often Twitter data) and/or
document-level. Very few of these are also open
data or open source.

An important questions is whether to show
wider context or not. Boland et al. (2013) show
that context can lead to the effect of double
weighting for fine-grained annotations. For that
reason, we also opted for the annotation of isolated
sentences even though our tools would easily sup-
port other setups.

2.1 Crowd-sourcing Annotations

The annotation of datasets can be very costly and
time consuming (Andreevskaia and Bergler, 2007;
Devitt and Ahmad, 2008) if done by expert anno-
tators. Crowd-sourcing can often be a cheaper al-
ternative to hiring expert annotators, and has been
used successfully by several researchers to create
different types of datasets (Turney, 2002; Green-
hill et al., 2014; Mohammad and Turney, 2013).

However, one issue with using non-experts to
solicit annotations is that there is a risk of the qual-
ity suffering. Our solution to annotation-reliability
related issues is gamification, which will be dis-
cussed in detail in section 3.

2.2 Theory of Emotion

The underlying theory of emotion for Sentimen-
tator is Plutchik’s theory of emotion (Plutchik,
1980). The eight core emotions he proposes are
anger, anticipation, disgust, fear, joy, sadness,
surprise, and trust. He uses a wheel, or flower,
to illustrate these emotions. For a more intuitive
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interface, we have inverted the wheel (see figure
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Figure 1: Inverted wheel of emotions

Although Sentimentator takes into account the
intensity of the emotions, the complexity of the
annotation task does not increase linearly with the
number of classes this produces. It is possible to
annotate for all 24+1 emotions, but only use the
eight core emotions for classification, which was
done very successfully by Abdul-Mageed and Un-
gar (2017).

Using Euclidean distance on the inverted wheel
to calculate the similarity of annotations, we can
see that annotations for neutral and low intensity
emotions are in fact quite similar. This means we
can avoid unnecessarily dismissing an annotation
as noise, as might be the case if a more traditional
interface was used where neutral was a separate
category from low-intensity emotions.

2.3 Classification

Table 1 shows the accuracies achieved by a
few other multidimensional approaches (generally
those of Ekman (1971)) using various classifi-
cation methods such as SVMs, neural networks,
maximum entropy, Naive Bayes, and k-Nearest
Neighbor to name a few. When more classes are
included in a model, accuracies achieved are typi-
cally lower than what binary or ternary models of
sentiment analysis achieve (Purver and Battersby,
2012; Tokuhisa et al., 2008), with the exception
of Abdul-Mageed and Ungar (2017) who apply a
gated recurrent neural network model.

'Quoted in Purver and Battersby (2012)



Study classes accuracy
Go et al. (2009) 2 82.2-83%
Danisman and Alpkocak (2008) 6 32%
Chuang and Wu (2004) 6+1 56-74%
Chuang and Wu (2004) 6+1, audio 81.5%
Ansari 2010! 6 81%
Purver and Battersby (2012) 6 varies
Seol et al. (2008) 8 45-65%
Abdul-Mageed and Ungar (2017) 8 95.68%
Tokuhisa et al. (2008) 10 up to 80%
Abdul-Mageed and Ungar (2017) 24 87.58%

Table 1: Accuracies achieved by previous studies

Although the data and methods are different,
it seems reasonable to expect accuracies between
30-70% depending on the category for an initial
multiclass classification. Depending on the avail-
ability, we will try to apply our model to the same
datasets that have been used in the studies listed in
table 1 in order to directly compare results.

3 Gamifying the Annotation Platform

Our goal is to implement efficient crowd-sourcing
through gamification. Gamification refers the use
of game elements in environments that are not typ-
ically games (Deterding et al., 2011; Hamari and
Koivisto, 2013). Previous research shows that one
can achieve a high number of quality annotations
by non-experts by using carefully considered gam-
ified aspects such as (1) Relatedness (connected
to other players), (2) Competence (mastering the
game problems), and (3) Autonomy (control of
own life) (Musat et al., 2012).

Robson et al. (2015) posits that gamification
can change behavior by tapping into motivational
drivers of human behavior: reinforcements and
emotions. The emotions we want to elicit are
of course enjoyment, but negative emotions such
as disappointment can also increase commitment
and a desire to increase one’s competence. Sim-
ilarly, both positive and negative reinforcements
increase repetitive behavior in players (Robson
et al., 2015).

Our platform offers players leaderboards and
statistics about both their immediate and longterm
progress (relatedness). Progress, rank and prestige
are important measures that help players feel com-
pensated for the work they are doing within the
game (competence). Rank has an additional func-
tion in our platform; as we lack a gold standard
against which to compare the annotations we re-
ceive, we use rank to determine noisy annotations
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and noisy annotators. Furthermore, the player can
see how each of their choice affects their standing
in the ranks.

The dataset that the experiments in this paper
rely on is our validated seed sentences. These
sentences will be used as a type of seeded gold
standard. What this means is that annotators will
annotate both non-seed sentences and seed sen-
tences. They receive a score from their annota-
tion based on similarity with gold annotations that
determines their rank. In practice, rank is equiv-
alent with confidence level. With enough partic-
ipants, players will also be ranked according to
how closely their annotations match those of high-
ranked annotators. We, thus, have the option to
include only the least noisy, highest quality anno-
tations in our dataset.

In order to compare annotations, we map them
on the inverted Plutchik’s wheel we propose in
Figure 1 projected on a standard two-dimensional
space with coordinates [x,y], where the least in-
tense emotions are at the center and the most in-
tense at the tips of the petals. The origin of our
emotion space is located in the center of the wheel
and represents the case of a neutral expression.

We can then calculate the distance D(G,, Gy)
between any pair of points corresponding to emo-
tion labels Gx and G, by computing the Eu-
clidean distance normalized by the maximum dis-
tance that can be observed between opposite emo-
tions with maximum intensity. Assuming that ge-
ometric location expresses the relatedness of emo-
tions, this distance metric takes into account all
different types of similarities/dissimilarities be-
tween annotations, including labels that combine
neighboring emotions.

The distance metric is the basis for the compu-
tation of annotation confidence C', for new anno-
tation (G, that we obtain. We define annotation
confidence as

n

1
Cm = Rannotator * N Z (1 - Cn * D(Gx7 Gn))

n=1

where G,, € {Gq,..,Gy} are annotations of
the same instance (sentence) from the current gold
standard with corresponding confidence scores
{C1,..,CNn}.2 In other words, we add an aver-
aged penalty for annotations that differ from exist-
ing gold annotations weighted by their confidence
scores. Note that our seed annotations (G obtain

2Note that we set Cy = Rannotator it N = 0.



a perfect confidence Cs = 1. Another component
of the confidence score is the rank of the annota-
tor based on the score R, nnotator- ThiS score is
initialized with one and will be updated by each
submitted annotation. Currently, we use a simple
average over annotation confidence scores of that
particular annotator:

R 1
annotator — 5 5
M

M
D Cnm
m=1
Our self-perpetuating gold standard with
ranking-based confidence ratings will reduce the
need for manual screening and will ensure that we
can receive consistent emotion annotations with a

measurable confidence attached to them.

4 Creating the Dataset

For the seed data, we used the following proce-
dure: On completed expert annotation, another ex-
pert annotates the same sentences with the data or-
der randomized. Ambiguous sentences were re-
viewed and the correct class was agreed upon. In
some cases where no agreement could be reached
the sentence was excluded from the seed dataset.

Our data collection will be unique in that it will
provide a fine-grained multi-dimensional open
source dataset for sentiment analysis and emo-
tion detection in various languages. Annotation is
on-going and the first real dataset will be avail-
able later in 2018. For now we have a set of
sentences with validated annotations that we will
use as our seed data to get the gamified annota-
tion started. This dataset has already been used
to investigate sentiment preservation in Finnish,
French, and Italian (Kajava, 2018).

We wanted to make the dataset as useful as pos-
sible to as many researchers as possible from the
beginning. This is why we selected an open par-
allel corpus, namely the OPUS movie subtitles
corpus (Tiedemann, 2012; Lison and Tiedemann,
2016). From this collection, approximately 9,000
English sentences were annotated into the follow-
ing emotion classes: anger, anticipation, disgust,
Jjoy, fear, sadness, surprise, and trust. This yielded
a preliminary dataset of between 649 to 908 sen-
tences per class (see table 4). For the classification
experiments, we did not take into account the mea-
sure of emotion intensity that we introduce later in
our annotation framework, which is also part of
the seed sentence annotation.
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dis
775
87

Total
5,774
653

tru
737
83

sad
633
72

fea
615
70

ant
739
84

ang
816
92

sur
583
66

joy
876
99

train
test

Table 2: Emotion distribution in seed data

We also keep the metadata and therefore all
sentences can be paired with a particular movie,
genre, time period, as well as its counterpart in an-
other language. This is valuable information for
future research avenues.

We expect to have a full dataset by the end of the
year as we will be collecting at least 100 000 anno-
tations in September-October of 2018 from crowd
annotators (students). Snow et al. (2008) suggest
using four non-experts to match the quality of one
expert annotator, however, gamification, seed sen-
tences, and rank-validation means that fewer an-
notations per sentence might be sufficient using
our platform. Inter-annotator agreement is on av-
erage around 70-90% depending on the type of
annotation and who is doing the annotation work
(expert vs. non-expert) (Nowak and Riiger, 2010),
and this is where annotator agreement was for our
data as well, varying between classes.

Based on initial timed annotations, a typical an-
notator can be expected to annotate up to 10 sen-
tences per minute. This means that it only takes
just over one hour to annotate around 600 sen-
tences. If every annotator is asked to annotate
1000 sentences, this should not take more than
a few hours each on average taking the learning
curve into account. The students are encouraged to
annotate in languages other than English as well,
resulting in at least two or three separate datasets
with an expected minimum of 40 000 annotations
each. We currently have preliminary datasets for
English, Italian, French, and Finnish.

5 Validation of the Data Quality

In order to test the quality of the data for the pur-
pose of developing an automatic emotion detector
we ran some initial experiments using our anno-
tated seed data for training, and evaluating stan-
dard multi-class classifiers. The data was tok-
enized and lowercased as a preprocessing step. We
selected Multinomial Naive Bayes (NB) and Mul-
tilayer Perceptron (MLP) classifiers for our exper-
iments. For the classifiers we use the scikit-learn
(Pedregosa et al., 2011) machine learning toolkit.
In both classification scenarios, the data was split
into class-stratified training and test sets of 90%



and 10%, respectively.

The MLP network used in this work is a three-
layer network. The model creates a lexicon from
the dataset using a bag-of-words approach, em-
ploying it for extracting a set of features for each
class. We use Adam for training the network
and apply Rectified Linear Unit (ReLu) activiation
functions in the hidden layers of feed-forward net-
work.

Classifier | Accuracy
NB 0.5069
MLP 0.5023

Table 3: Overall classification accuracy

As can be seen in table 3, the baseline classi-
fiers perform reasonably well for such a small data
set and such a fine-grained task. Note that we did
spend any time on optimizing features and hyper-
parameters to obtain a better performance. The
purpose of this study is entirely to test the feasi-
bility of fine-grained classification and validity of
our seed data.

In the confusion matrix for the best perform-
ing classifier (see Table 4), we can see that there
is some significant confusion between anger and
fear, between disgust and sadness and also surpris-
ingly between trust and fear. These are the same
classes that others have struggled to distinguish
(e.g. (Purver and Battersby, 2012)), which is re-
assuring that our data is in good shape. With this
promising performance on our pilot data set (de-
spite its limited size) we are encouraged to pro-
ceed with future experiments and the more fine-
grained distinctions we propose that take intensity
into account.

These experiments also demonstrate that the
seed data is sufficient for initial classifications and
that we can go ahead in developing our gami-
fied strategy of getting more annotations based on
correlations between annotators and their level of
trust, which will initially be based on the compar-
ison to the validated seed sentences.

6 Conclusions

In this paper, we present an open annotation tool
for fine-grained emotion detection and a dataset
of seed sentences that can be used to gamify the
annotation efforts. The classification results show
that the dataset is reliable enough to be used as
seed sentences, indicating that gamification based
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ang ant dis fea joy sad sur tru <-classified as
62 3 10 3 5 1 3 5 anger

9 43 o6 1 5 1 5 14  anticipation
25 6 29 5 9 3 3 7 disgust

11 8 6 20 2 6 5 12 fear

2 4 5 1 77 2 3 5 joy

7 2 8 5 12 30 2 6 sadness

5 4 10 4 13 1 25 4 surprise

5 3 5 3 16 3 2 45  trust

Table 4: Confusion matrix for NB-based classification
of the test set.

on the seed data is a viable option for compil-
ing sentiment datasets, and that multidimensional
classification yields acceptable results even with
a small dataset. However, already with our lim-
ited validation experiments we can see that the
choice of model and learning algorithm influences
the quality of the resulting classifier. This is an im-
portant outcome that needs to be considered when
designing tools with scarce resources. We will
continue to monitor performance to measure the
impact of gamification and cross-lingual transfer
on classification performance.

7 Discussion and Future Work

As our system collects both coarse (ternary) senti-
ment annotations, and fine-grained emotion anno-
tations, a future option could be to apply the suc-
cessful approach demonstrated by Tokuhisa et al.
(2008), and utilize the coarser sentiment polarity
to pre-classify data before emotion classification,
and then implement a k-nearest neighbors algo-
rithm on the larger dataset. Our platform does not
show context by default, however, it is easy to add
the context of the target segment to be annotated if
required for a different type of project.

It might be valuable to re-annotate parts of
the data showing additional context to check the
impact on annotation and annotator confidence.
Tokuhisa et al. (2008) found that in their data,
context-dependent samples were useful for train-
ing their classifier and yielded slightly higher ac-
curacies than their non-context-dependent data.
Finally, we will also consider models that make
use of sentence-internal relations to improve the
classification results. In particular, we will inves-
tigate the use of sequence models and gated recur-
rent networks as proposed by Abdul-Mageed and
Ungar (2017).
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Abstract

Past shared tasks on emotions use data with
both overt expressions of emotions (I am so
happy to see you!) as well as subtle expres-
sions where the emotions have to be inferred,
for instance from event descriptions. Further,
most datasets do not focus on the cause or the
stimulus of the emotion. Here, for the first
time, we propose a shared task where systems
have to predict the emotions in a large auto-
matically labeled dataset of tweets without ac-
cess to words denoting emotions. Based on
this intention, we call this the Implicit Emotion
Shared Task (IEST) because the systems have
to infer the emotion mostly from the context.
Every tweet has an occurrence of an explicit
emotion word that is masked. The tweets are
collected in a manner such that they are likely
to include a description of the cause of the
emotion — the stimulus. Altogether, 30 teams
submitted results which range from macro F
scores of 21 % to 71 %. The baseline (Max-
Ent bag of words and bigrams) obtains an Fy
score of 60 % which was available to the partic-
ipants during the development phase. A study
with human annotators suggests that automatic
methods outperform human predictions, pos-
sibly by honing into subtle textual clues not
used by humans. Corpora, resources, and re-
sults are available at the shared task website at
http://implicitemotions.wassa2018.com.

1 Introduction

The definition of emotion has long been debated.
The main subjects of discussion are the origin of
the emotion (physiological or cognitive), the com-
ponents it has (cognition, feeling, behaviour) and
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the manner in which it can be measured (categori-
cally or with continuous dimensions). The Implicit
Emotion Shared Task (IEST) is based on Scherer
(2005), who considers emotion as “an episode of
interrelated, synchronized changes in the states of
all or most of the five organismic subsystems (in-
formation processing, support, executive, action,
monitor) in response to the evaluation of an exter-
nal or internal stimulus event as relevant to major
concerns of the organism”.

This definition suggests that emotion is triggered
by the interpretation of a stimulus event (i. e., a sit-
uation) according to its meaning, the criteria of
relevance to the personal goals, needs, values and
the capacity to react. As such, while most situations
will trigger the same emotional reaction in most
people, there are situations that may trigger differ-
ent affective responses in different people. This is
explained more in detail by the psychological the-
ories of emotion known as the “appraisal theories”
(Scherer, 2005).

Emotion recognition from text is a research area
in natural language processing (NLP) concerned
with the classification of words, phrases, or doc-
uments into predefined emotion categories or di-
mensions. Most research focuses on discrete emo-
tion recognition, which assigns categorical emo-
tion labels (Ekman, 1992; Plutchik, 2001), e. g.,
Anger, Anticipation, Disgust, Fear, Joy, Sadness,
Surprise and Trust." Previous research developed
statistical, dictionary, and rule-based models for

!Some shared tasks on fine emotion intensity include the
SemEval-2007 Task 14, WASSA-2017 shared task Emolnt
(Mohammad and Bravo-Marquez, 2017), and SemEval-2018
Task 1 (Mohammad et al., 2018).
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several domains, including fairy tales (Alm et al.,
2005), blogs (Aman and Szpakowicz, 2007) and
microblogs (Dodds et al., 2011). Presumably, most
models built on such datasets rely on emotion
words (or their representations) whenever acces-
sible and are therefore not forced to learn associ-
ations for more subtle descriptions. Such models
might fail to predict the correct emotion when such
overt words are not accessible. Consider the in-
stance “when my child was born” from the ISEAR
corpus, a resource in which people have been asked
to report on events when they felt a specific prede-
fined emotion. This example does not contain any
emotion word itself, though one might argue that
the words “child” and “born” have a positive prior
connotation.

Balahur et al. (2012b) showed that the inference
of affect from text often results from the interpreta-
tion of the situation presented therein. Therefore,
specific approaches have to be designed to under-
stand the emotion that is generally triggered by situ-
ations. Such approaches require common sense and
world knowledge (Liu et al., 2003; Cambria et al.,
2009). Gathering world knowledge to support NLP
is challenging, although different resources have
been built to this aim — e. g., Cyc? and ConceptNet
(Liu and Singh, 2004).

On a different research branch, the field of dis-
tant supervision and weak supervision addresses
the challenge that manually annotating data is te-
dious and expensive. Distant supervision tackles
this by making use of structured resources to au-
tomatically label data (Mintz et al., 2009; Riedel
et al., 2010; Mohammad, 2012). This approach has
been adapted in emotion analysis by using informa-
tion assigned by authors to their own text, with the
use of hashtags and emoticons (Wang et al., 2012).

With the Implicit Emotion Shared Task (IEST),
we aim at combining these two research branches:
On the one hand, we use distant supervision to
compile a corpus of substantial size. On the other
hand, we limit the corpus to those texts which are
likely to contain descriptions of the cause of the
emotion — the stimulus. Due to the ease of access
and the variability and data richness on Twitter,
we opt for compiling a corpus of microposts, from
which we sample tweets that contain an emotion
word followed by ‘that’, ‘when’, or ‘because’. We
then mask the emotion word and ask systems to
predict the emotion category associated with that

Zhttp://www.cyc.com
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word.? The emotion category can be one of six
classes: anger, disgust, fear, joy, sadness, and sur-
prise. Examples from the data are:

(1) “It’s [’ TARGETWORD#] when you
feel like you are invisible to others.”

(2) “My step mom got so [#TARGET-
WORD#] when she came home from
work and saw that the boys didn’t come
to Austin with me.”

In Example 1, the inference is that feeling invisible
typically makes us sad. In Example 2, the context
is presumably that a person (mom) expected some-
thing else than what was expected. This in isolation
might cause anger or sadness, however, since “the
boys are home” the mother is likely happy. Note
that such examples can be used as source of com-
monsense or world knowledge to detect emotions
from contexts where the emotion is not explicitly
implied.

The shared task was conducted between 15
March 2018 (publication of train and trial data)
and the evaluation phase, which ran from 2 to 9
July. Submissions were managed on CodaLab®.
The best performing systems are all ensembles of
deep learning approaches. Several systems make
use of external additional resources such as pre-
trained word vectors, affect lexicons, and language
models fine-tuned to the task.

The rest of the paper is organized as follows: we
first review related work (Section 2). Section 3
introduces the shared task, the data used, and the
setup. The results are presented in Section 4, in-
cluding the official results and a discussion of dif-
ferent submissions. The automatic system’s pre-
dictions are then compared to human performance
in Section 5, where we report on a crowdsourcing
study with the data used for the shared task. We
conclude in Section 6.

2 Related Work

Related work is found in different directions of
research on emotion detection in NLP: resource
creation and emotion classification, as well as mod-
eling the emotion itself.

Modeling the emotion computationally has been
approached from the perspective of humans needs

3This gives the shared task a mixed flavor of both text
classification and word prediction, in the spirit of distributional
semantics.

*https://competitions.codalab.org/competitions/19214



and desires with the goal of simulating human re-
actions. Dyer (1987) presents three models which
take into account characters, arguments, emotion
experiencers, and events. These aspects are mod-
eled with first order logic in a procedural manner.
Similarly, Subasic and Huettner (2001) use fuzzy
logic for such modeling in order to consider grad-
ual differences. A similar approach is followed by
the OCC model (Ortony et al., 1990), for which
Udochukwu and He (2015) show how to connect it
to text in a rule-based manner for implicit emotion
detection. Despite of this early work on holistic
computational models of emotions, NLP focused
mostly on a more coarse-grained level.

One of the first corpora annotated for emotions
is that by Alm et al. (2005) who analyze sentences
from fairy tales. Strapparava and Mihalcea (2007)
annotate news headlines with emotions and valence,
Mohammad et al. (2015) annotate tweets on elec-
tions, and Schuff et al. (2017) tweets of a stance
dataset (Mohammad et al., 2017). The SemEval-
2018 Task 1: Affect in Tweets (Mohammad et al.,
2018) includes several subtasks on inferring the af-
fectual state of a person from their tweet: emotion
intensity regression, emotion intensity ordinal clas-
sification, valence (sentiment) regression, valence
ordinal classification, and multi-label emotion clas-
sification. In all of these prior shared tasks and
datasets, no distinction is made between implicit
or explicit mentions of the emotions. We refer the
reader to Bostan and Klinger (2018) for a more de-
tailed overview of emotion classification datasets.

Few authors specifically analyze which phrase
triggers the perception of an emotion. Aman and
Szpakowicz (2007) focus on the annotation on doc-
ument level but also mark emotion indicators. Mo-
hammad et al. (2014) annotate electoral tweets
for semantic roles such as emotion and stimulus
(from FrameNet). Ghazi et al. (2015) annotate
a subset of Aman and Szpakowicz (2007) with
causes (inspired by the FrameNet structure). Kim
and Klinger (2018) and Neviarouskaya and Aono
(2013) similarly annotate emotion holders, targets,
and causes as well as the trigger words.

One of the oldest resources nowadays used for
emotion recognition is the ISEAR set (Scherer,
1997) which consists of self-reports of emotional
events. As the task of participants in a psycho-
logical study was not to express an emotion but
to report on an event in which they experienced
a given emotion, this resource can be considered
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similar to our goal of focusing on implicit emotion
expressions.

With the aim to extend the coverage of ISEAR,
Balahur et al. (2011, 2012a) build EmotiNet, a
knowledge base to store situations and the affective
reactions they have the potential to trigger. They
show how the knowledge stored can be expanded
using lexical and semantic similarity, as well as
through the use of Web-extracted knowledge (Bal-
ahur et al., 2013). The patterns used to populate
the database are of the type “I feel [emotion] when
[situation]”, which was also a starting point for our
task.

Finally, several approaches take into consider-
ation distant supervision (Mohammad and Kir-
itchenko, 2015; Abdul-Mageed and Ungar, 2017;
De Choudhury et al., 2012; Liu et al., 2017, i. a.).
This is motivated by the high availability of user-
generated text and by the challenge that manual
annotation is typically tedious or expensive. This
contrasts with the current data demand of machine
learning, and especially, deep learning approaches.

With our work in IEST, we combine the goal of
the development of models which are able to recog-
nize emotions from implicit descriptions without
having access to explicit emotion words, with the
paradigm of distant supervision.

3 Shared Task

3.1 Data

The aim of the Implicit Emotion Shared Task
is to force models to infer emotions from the
context of emotion words without having access
to them. Specifically, the aim is that models infer
the emotion through the causes mentioned in the
text. Thus, we build the corpus of Twitter posts
by polling the Twitter API° for the expression
‘EMOTION-WORD (that |because|when)’,
where EMOTION-WORD contains a synonym for
one out of six emotions.® The synonyms are shown
in Table 1. The requirement of tweets to have
either ‘that’, ‘because’, or ‘when’ immediately
after the emotion word means that the tweet likely
describes the cause of the emotion.

The initially retrieved large dataset has a distribu-
tion of 25 % surprise, 23 % sadness, 18 % joy, 16 %
fear, 10 % anger, 8 % disgust. We discard tweets

Shttps://developer.twitter.com/en/docs.html

®Note that we do not check that there is a white space
before the emotion word, which leads to tweets containing
... “unEMOTION-word. ..”.



Emotion  Abbr.  Synonyms

Anger A angry, furious

Fear F afraid, frightened, scared, fearful
Disgust D disgusted, disgusting

Joy J cheerful, happy, joyful

Sadness  Sa sad, depressed, sorrowful

Surprise  Su surprising, surprised, astonished,

shocked, startled, astounded, stunned

Table 1: Emotion synonyms used when polling Twitter.

Emotion Train Trial Test

Anger 25562 1600 4794
Disgust 25558 1597 4794
Fear 25575 1598 4791
Joy 27958 1736 5246
Sadness 23165 1460 4340
Surprise 25565 1600 4792
Sum 153383 9591 28757

Table 2: Distribution of IEST data.

with more than one emotion word, as well as exact
duplicates, and mask usernames and URLs. From
this set, we randomly sample 80 % of the tweets
to form the training set (153,600 instances), 5 %
as trial set (9,600 instances), and 15 % as test set
(28,800 instances). We perform stratified sampling
to obtain a balanced dataset. While the shared task
took place, two errors in the data preprocessing
were discovered by participants (the use of the word
unhappy as synonym for sadness, which lead to in-
consistent preprocessing in the context of negated
expressions, and the occurrence of instances with-
out emotion words). To keep the change of the data
at a minimum, the erroneous instances were only
removed, which leads to a distribution of the data
as shown in Table 2.

3.2 Task Setup

The shared task was announced through a dedi-
cated website (http://implicitemotions.wassa2018.
com/) and computational-linguistics-specific mail-
ing lists. The organizers published an evalua-
tion script which calculates precision, recall, and
F; measure for each emotion class as well as micro
and macro average. Due to the nearly balanced
dataset, the chosen official metric for ranking sub-
mitted systems is the macro-F; measure.

In addition to the data, the participants were
provided a list of resources they might want to
use’ (and they were allowed to use any other
resources they have access to or create them-

"http://implicitemotions.wassa2018.com/resources/
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Predicted Labels

A D F J Sa Su

- | A 2431 476 496 390 410 426
8| D 426 2991 245 213 397 522
S| F 430 249 3016 327 251 518
o | ] 378 169 290 3698 366 345
8 Sa 450 455 313 458 2335 329
Su 411 508 454 310 279 2930

Table 3: Confusion Matrix on Test Data for Baseline.

Predicted Labels

A D F J Sa Su

.| A 3182 313 293 224 329 453
g D 407 3344 134 102 336 471
S| F 403 129 3490 196 190 383
= | ] 297 67 161 4284 220 217
8 Sa 443 340 171 240 2947 199
Su 411 367 293 209 176 3336

Table 4: Confusion Matrix on Test Data of Best Sub-
mitted System

selves). We also provided access to a baseline
system.® This baseline is a maximum entropy
classifier with L2 regularization. Strings which
match [#a-zA-Z20-9_=]+| [~ ] form tokens.
As preprocessing, all symbols which are not al-
phanumeric or contain the # sign are removed.
Based on that, unigrams and bigrams form the
Boolean features as a set of words for the classifier.

4 Results

4.1 Baseline

The intention of the baseline implementation was
to provide participants with an intuition of the dif-
ficulty of the task. It reaches 59.88 % macro F;
on the test data, which is very similar to the trial
data result (60.1 % F1). The confusion matrix for
the baseline is presented in Table 3; the confusion
matrix for the best submitted system is shown in
Table 4.

4.2 Submission Results

Table 5 shows the main results of the shared task.
We received submissions through Codalab from
thirty participants. Twenty-six teams responded
to a post-competition survey providing additional
information regarding team members (56 people in
total) and the systems that were developed. For the
remaining analyses and the ranking, we only report
on these twenty-six teams.

8https://bitbucket.org/rklinger/simpletextclassifier



id Team F, Rank B
1 Amobee 71.45 (1) 3
2 mIDYT 71.05 2) 3
3 NTUA-SLP 70.29 3) 4
4 UBC-NLP 69.28 4) 6
5 Sentylic 69.20 ) 7
6 HUMIR 68.64 6) 8
7 nlp 68.48 @) 9
8 DataSEARCH 68.04 8) 10
9 YNU1510 67.63 (&) 11
10 EmotiKLUE 67.13 (10) 11
11 wojtek.pierre 66.15 an 15
12 hgsgnlp 65.80 (12) 15
13 UWB 65.70 (13) 15
14 NL-FIT 65.52 (14) 15
15 TubOslo 64.63 (15) 17
16 YNU_Lab 64.10 (16) 17
17 Braint 62.61 a7 19
18 EmoNLP 62.11 (18) 19
19 RW 60.97 19) 20
20 Baseline 59.88 21
21 USI-IR 58.37 20) 22
22 THU_NGN 58.01 2n 23
23 SINAI 57.94 (22) 24
24 UTFPR 56.92 (23) 26
25 CNHZ2017 56.40 27
26 lyb3b 55.87 27
27 Adobe Research 53.08 (24) 28
28 Anonymous 50.38 29
29 dinel 49.99 (25) 30
30 CHANDA 41.89 (26) 31
31 NLP_LDW 21.03

Table 5: Official results of IEST 2018. Participants
who did not report on the system details did not get
assigned a rank and are reported in gray. Column B
provides the first row in the results table to which the re-
spective row is significantly different (confidence level
0.99), tested with bootstrap resampling.

The table shows results from 31 systems, includ-
ing the baseline results which have been made avail-
able to participants during the shared task started.
From all submissions, 19 submissions scored above
the baseline. The best scoring system is from
team Amobee, followed by IIDYT and NTUA-SLP.
The first two results are not significantly differ-
ent, as tested with the Wilcoxon (1945) sign test
(p < 0.01) and with bootstrap resampling (confi-
dence level 0.99).

Table 10 in the Appendix shows a breakdown
of the results by emotion class. Though the data
was nearly balanced, joy is mostly predicted with
highest performance, followed by fear and disgust.
The prediction of surprise and anger shows a lower
performance.

Note that the macro F; evaluation took into ac-
count all classes which were either predicted or in
the gold data. Two teams submitted results which
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Table 6: Overview of tools employed by different
teams (sorted by popularity from left to right).

contain labels not present in the gold data, which
reduced the macro-F; dramatically. With an evalu-
ation only taking into account 6 labels, id 22 would
be on rank 9 and id 28 would be on rank 10.

4.3 Review of Methods

Table 6 shows that many participants use high-level
libraries like Keras or NLTK. Tensorflow is only
of medium popularity and Theano is only used
by one participant. Table 7 shows a summary of
machine learning methods used by the teams, as
reported by themselves. Nearly every team uses
embeddings and neural networks; many teams use
an ensemble of architectures. Several teams use
language models showing a current trend in NLP to
fine-tune those to specific tasks (Howard and Ruder,
2018). Presumably, those are specifically helpful
in our task due to its word-prediction aspect.

Finally, Table 8 summarizes the different kinds
of information sources taken into account by the
teams. Several teams use affect lexicons in addi-
tion to word information and emoji-specific infor-
mation. The incorporation of statistical knowledge
from unlabeled corpora is also popular.
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Table 7: Overview of methods employed by different
teams (sorted by popularity from left to right).

4.4 Top 3 Submissions

In the following, we briefly summarize the ap-
proaches used by the top three teams: Amobee,
IIDYT, and NTUA-SLP. For more information on
these approaches and those of the other teams, we
refer the reader to the individual system description
papers. The three best performing systems are all
ensemble approaches. However, they make use of
different underlying machine learning architectures
and rely on different kinds of information.

4.4.1 Amobee

The top-ranking system, Amobee, is an ensemble
approach of several models (Rozental et al., 2018).
First, the team trains a Twitter-specific language
model based on the transformer decoder architec-
ture using 5B tweets as training data. This model
is used to find the probabilities of potential miss-
ing words, conditional upon the missing word de-
scribing one of the six emotions. Next, the team
applies transfer learning from the trained models
they developed for SemEval 2018 Task 1: Affect
in Tweets (Rozental and Fleischer, 2018). Finally,
they directly train on the data provided in the shared
task while incorporating outputs from DeepMoji
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Table 8: Overview of information sources employed by
different teams (sorted by popularity from left to right).

(Felbo et al., 2017) and “Universal Sentence En-
coder” (Cer et al., 2018) as features.

44.2 1IIDYT

The second-ranking system, IIIDYT (Balazs et al.,
2018), preprocesses the dataset by tokenizing the
sentences (including emojis), and normalizing the
USERNAME, NEWLINE, URL and TRIGGER-
WORD indicators. Then, it feeds word-level rep-
resentations returned by a pretrained ELMo layer
into a Bi-LSTM with 1 layer of 2048 hidden units
for each direction. The Bi-LSTM output word rep-
resentations are max-pooled to generate sentence-
level representations, followed by a single hidden
layer of 512 units and output size of 6. The team
trains six models with different random initializa-
tions, obtains the probability distributions for each
example, and then averages these to obtain the final
label prediction.

443 NTUA-SLP

The NTUA-SLP system (Chronopoulou et al.,
2018) is an ensemble of three different generic
models. For the first model, the team pretrains
Twitter embeddings with the word2vec skip-gram



model using a large Twitter corpus. Then, these
pretrained embeddings are fed to a neural classi-
fier with 2 layers, each consisting of 400 bi-LSTM
units with attention. For the second model, they
use transfer learning of a pretrained classifier on
a 3-class sentiment classification task (Semevall7
Task4A) and then apply fine-tuning to the IEST
dataset. Finally, for the third model the team uses
transfer learning of a pretrained language model,
according to Howard and Ruder (2018). They first
train 3 language models on 3 different Twitter cor-
pora (2M, 3M, 5M) and then they fine-tune them
to the IEST dataset with gradual unfreezing.

4.5 Error Analysis

Table 11 in the Appendix shows a subsample of
instances which are predicted correctly by all teams
(marked as +, including the baseline system and
those who did not report on system details) and that
were not predicted correctly by any team (marked
as —), separated by correct emotion label.

For the positive examples which are correctly
predicted by all teams, specific patterns reoccur.
For anger, the author of the first example encour-
ages the reader not to be afraid — a prompt which
might be less likely for other emotions. For several
emotions, single words or phrases are presumably
associated with such emotions, e. g., “hungry” with
anger, “underwear”, “sweat”, “ewww’” with dis-
gust, “leaving”, “depression” for sadness, “why am
i not” for surprise.

Several examples which are all correctly pre-
dicted by all teams for joy include the syllable “un”
preceding the triggerword — a pattern more frequent
for this emotion than for others. Another pattern
is the phrase “fast and furious” (with furious for
anger) which should be considered a mistake in the
sampling procedure, as it refers to a movie instead
of an emotion expression.

Negative examples appear to be reasonable when
the emotion is given but may also be valid with
other labels than the gold. For disgust, respec-
tive emotion synonyms are often used as a strong
expression actually referring to other negative emo-
tions. Especially for sadness, the negative exam-
ples include comparably long event descriptions.

5 Comparison to Human Performance

An interesting research question is how accurately
native speakers of a language can predict the emo-
tion class when the emotion word is removed from

37

Predicted Labels

A D F J Sa Su

. | A 349 40 34 55 95 43
E D 195 92 30 84 157 69
S| F 94 20 265 92 120 42
< | J 39 6 22 398 36 13
8 Sa 88 37 23 89 401 46
Su 123 25 20 132 53 183

Table 9: Confusion Matrix Sample Annotated by Hu-
mans in Crowdsourcing

a tweet. Thus we conducted a crowdsourced study
asking humans to perform the same task as pro-
posed for automatic systems in this shared task.

We sampled 900 instances from the IEST data:
50 tweets for each of the six emotions in 18
pair-wise combinations with ‘because’, ‘that’, and
‘when’. The tweets and annotation questionnaires
were uploaded on a crowdsourcing platform, Figure
Eight (earlier called CrowdFlower).? The question-
naire asked for the best guess for the emotion (Q1)
as well as any other emotion that they think might
apply (Q2).

About 5 % of the tweets were annotated inter-
nally beforehand for Q1 (by one of the authors of
this paper). These tweets are referred to as gold
tweets. The gold tweets were interspersed with
other tweets. If a crowd-worker got a gold tweet
question wrong, they were immediately notified
of the error. If the worker’s accuracy on the gold
tweet questions fell below 70 %, they were refused
further annotation, and all of their annotations were
discarded. This served as a mechanism to avoid
malicious annotations.

Each tweet is annotated by at least three people.
A total of 3,619 human judgments of emotion asso-
ciated with the trigger word were obtained. Each
judgment included the best guess for the emotion
(response to Q1) as well as any other emotion that
they think might apply (response to Q2). The an-
swer to Q1 corresponds to the shared task setting.
However, automatic systems were not given the
option of providing additional emotions that might
apply (Q2).

The macro F; for predicting the emotion is 45 %
(Q1, micro F; of 0.47). Observe that human perfor-
mance is lower than what automatic systems reach
in the shared task. The correct emotion was present
in the top two guessed emotions in 57 % of the
cases. Perhaps, the automatic systems are honing

*https://www.figure-eight.com



in to some subtle systematic regularities in hope
that particular emotion words are used (for exam-
ple, the function words in the immediate neighbor-
hood of the target word). It should also be noted,
however, that the data used for human annotations
was only a subsample of the IEST data.

An analysis of subsets of Tweets containing the
words because, that, and when after the emotion
word shows that Tweets with “that” are more dif-
ficult (41 % accuracy) than with “when” (49 %)
and “because” (51 %). This relationship between
performance and query string is not observed in
the baseline system — here, accuracy on the test
data (on the data used for human evaluation) for
the “that” subset is 61 % (60 %), for “when” 62 %
(53 %), and for “because” 55 % (50 %) — there-
fore, the automatic system is most challenged by
“because”, while humans are more challenged by
“that”. Please note that this comparison on the test
data is somewhat unfair since for the human anal-
ysis, the data was sampled in a stratified manner,
but not for the automatic prediction. The test data
contains 5635 “because” tweets, 13649 with “that”
and 9474 with “when”.

There are differences in the difficulty of the task
for different emotions: The accuracy (F;) by emo-
tion is 57 % (46 %) for anger, 15 % (21 %) for dis-
gust, 42 % (51 %) for fear, 77 % (58 %) for joy,
59 % (52 %) for sadness and 34 % (39 %) for sur-
prise. The confusion matrix is depicted in Table 9.
Disgust is often confused with anger, followed by
fear being confused with sadness. Surprise is often
confused with anger and joy.

6 Conclusions & Future Work

With this paper and the Implicit Emotion Shared
Task, we presented the first dataset and joint effort
to focus on causal descriptions to infer emotions
that are triggered by specific life situations on a
large scale. A substantial number of participating
systems presented the current state of the art in text
classification in general and transferred it to the
task of emotion classification.

Based on the experiences during the organiza-
tion and preparation of this shared task, we plan
the following steps for a potential second iteration.
The dataset was now constructed via distant super-
vision, which might be a cause for inconsistencies
in the dataset. We plan to use crowdsourcing as
applied for the estimation of human performance
to improve preprocessing of the data. In addition,
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as one participant noted, the emotion words which
were used to retrieve the data were removed, but,
in a subset of the data, other emotion words were
retained.

The next step, which we suggest to the partici-
pants and future researchers is introspection of the
models — carefully analyse them to prove that the
models actually learn to infer emotions from subtle
descriptions of situations, instead of purely associ-
ating emotion words with emotion labels. Similarly,
an open research question is how models developed
on the IEST data perform on other data sets. Bostan
and Klinger (2018) showed that transferring mod-
els from one corpus to another in emotion analysis
leads to drops in performance. Therefore, an inter-
esting option is to use transfer learning from estab-
lished corpora (which do not distinguish explicit
and implicit emotion statements) to the IEST data
and compare the models to those directly trained
on the IEST and vice versa.

Finally, another line of future research is the
application of the knowledge inferred to other tasks,
such as argument mining and sentiment analysis.
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A Results by emotion class

Table 10 shows breakdown of the results by emotion class.

Joy Sadness Disgust Anger Surprise Fear
Team P R F P R F P R F P R F P R F; P R F
Amobee 82 82 82 70 68 69 73 70 72 62 66 64 66 70 68 77 73 175
HIDYT 79 81 80 71 67 69 70 71 71 66 63 64 66 71 68 76 74 75
NTUA-SLP 81 77 719 71 66 69 7270 71 63 64 63 62 71 67 75 73 74
UBC-NLP 79 79 79 67 67 67 69 68 69 62 63 62 65 67 66 73 73 73
Sentylic 80 77 79 68 66 67 69 69 69 63 61 62 63 69 66 73 73 73
HUMIR 71 78 78 70 64 66 70 68 69 61 63 62 61 69 65 74 70 72
nlp 77 78 18 68 62 65 70 67 69 62 63 62 62 68 65 72 72 72
DataSEARCH 77 77 77 66 64 65 69 68 68 61 62 62 64 65 65 72 71 71
YNU1510 78 75 76 64 64 64 68 68 68 60 63 62 64 65 64 73 71 72

EmotiKLUE 71 718 71 69 59 64 67 67 67 60 61 60 60 68 64 7269 71
wojtek.pierre 71 75 76 67 61 64 66 68 67 57 60 58 62 63 62 69 70 69

hgsgnlp 75 75 75 66 59 62 67 66 67 59 59 59 59 67 63 69 69 69
UWB 74 77 75 61 68 64 74 59 65 57 63 60 66 56 61 65 73 69
NL-FIIT 76 74 75 62 64 63 69 63 66 61 57 59 58 65 61 68 70 69
TubOslo 82 67 74 62 63 62 62 68 65 59 56 58 57 66 62 68 66 67
YNU_Lab 74 74 74 66 56 61 63 67 65 55 61 58 63 56 60 66 70 68
Braint 77 70 73 61 60 60 60 68 64 56 55 55 60 57 59 63 66 65
EmoNLP 73 72 73 62 57 60 63 62 63 55 56 56 56 61 58 64 64 64
RW 71 72 72 60 57 59 62 63 62 55 52 53 56 60 58 62 63 63
Baseline 69 71 70 58 54 56 62 62 62 54 51 52 55 59 57 63 63 63
USI-IR 71 69 70 58 51 54 59 59 59 49 58 53 57 50 53 59 62 61
THU_NGN 71 718 71 69 63 66 68 68 68 60 63 62 61 66 64 71 68 70
SINAI 68 68 68 52 52 52 59 60 59 52 51 52 56 55 55 61 61 61
UTFPR 64 53 58 54 60 57 59 58 58 50 53 52 51 62 56 66 56 61
CNHZ2017 65 70 67 58 47 52 58 59 59 51 48 50 49 58 53 58 57 58
lyb3b 72 64 68 58 46 52 55 62 58 46 53 50 47 50 49 60 58 59

AdobeResearch 62 65 63 52 52 52 52 51 52 48 45 46 49 52 50 56 54 55
Anonymous 76 77 76 64 67 65 70 64 67 62 59 60 59 69 64 74 68 71

dinel 61 61 61 52 37 43 52 49 50 44 50 47 44 54 48 51 50 50
CHANDA 46 64 54 39 36 38 54 42 47 38 37 37 51 20 29 39 58 46
NLP_LDW 33 38 36 18 12 14 20 31 25 22 26 24 18 7 10 18 17 18

Table 10: Results by emotion class. Note that this table is limited to the six emotion labels of interest in the
data set. However, other labels predicted than these six were taken into account for calculation of the final macro
F1 score. Therefore, the macro F; calculated from this table is different from the results in Table 5 in two cases
(THU_NGN and Anonymous, who would be on rank 9 and rank 10, when predictions for classes outside the labels
were ignored.).
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B Examples

Table 11 shows examples which have been correctly or wrongly predicted by all instances. They are discussed in Section 4.5.

Emo. +/— Instance
+ You can’t spend your whole life holding the door open for people and then being TRIGGER when they
dont thank you. Nobody asked you to do it.
+ | getimpatient and TRIGGER when I'm hungry
5 + Anyone have the first fast and TRIGGER that | can borrow?
2 — I'mkinda TRIGGER that | have to work on Father’'s Day
< — @USERNAME she’ll become TRIGGER that | live close by and she will find me and punch me
— This has been such a miserable day and I'm TRIGGER because | wish | could’ve enjoyed myself more
+ Ifind it TRIGGER when | can see your underwear through your leggings
+ @USERNAME ew ew eeww your weird | can’t | would feel so TRIGGER when people touch my hair
+ nyc smells TRIGGER when it’s wet.
4 — | wanted a cup of coffee for the train ride. Got ignored twice. | left TRIGGER because | can’t afford to
? miss my train. #needcoffee :(
a — So this thing where other black people ask where you're "really” from then act TRIGGER when you
reply with some US state. STAHP
— I'mso TRIGGER that | have to go to the post office to get my jacket that i ordered because delivering it
was obviously rocket science
+ @USERNAME & explain how much the boys mean to me but I'm too TRIGGER that they’ll just laugh
at me bc my dad laughed after he
+ Ithrew up in a parking lot last night. I'm TRIGGER that’'s becoming my thing. #illbutmostlymentally
o + When you holding back your emotions and you're TRIGGER that when someone tries to comfort you
8 they’ll come spilling out http://url.removed
L
— It's so funny how people come up to me at work speaking Portuguese and they get TRIGGER when |
respond in Portuguese
—  @USERNAME it seems so fun but i haven't got to try it yet. my mom and sis are always TRIGGER
when i try do something new with food.
— @USERNAME It's hard to be TRIGGER when your giggle is so cute
+ maybe im so unTRIGGER because i never see the sunlight?
+ @USERNAME you’re so welcome !! i'm super TRIGGER that i’'ve discovered ur work ! cant wait to see
more !!
o + @USERNAME Im so TRIGGER that you guys had fun love you
3 — @USERNAME Not TRIGGER that your show is a rerun. It seems every week one or more your
segments is a rerun.
| am actually TRIGGER when not invited to certain things. | don’t have the time and patience to pretend.
— This has been such a miserable day and I'm TRIGGER because | wish | could’'ve enjoyed myself more
+ this award honestly made me so TRIGGER because my teacher is leaving http://url.removed
+ Itis very TRIGGER that people think depression actually does work like that... http://url.removed
" + @USERNAME @USERNAME @USERNAME It’s also TRIGGER that you so hurt about it ’(
3 — Some bitch stole my seat then | had to steal the seat next to me. The boy looked TRIGGER when he
5 saw me, and he was smart! #iwasgonnapass
5 — I was so TRIGGER because | was having fun lol then i slipped cus | wasn’t wearing shoes
— @USERNAME | wipe at my eyes next, then swim a bit. ”I'm sorry.” | repeat, TRIGGER that | made him
worry.
+ why am i not TRIGGER that cal said that
+ @USERNAME why am | not TRIGGER that you're the founder
+ @USERNAME I'm still TRIGGER when students know my name. I'm usually just "that guy who wears
2 bow ties” =) (and there are a few at WC!)
e — It's TRIGGER when | see people that have the same phone as me no has htcs
A — There is a little boy in here who is TRIGGER that he has to pay for things and that we won'’t just give

him things
totally TRIGGER that my fams celebrating easter today because my sister goes back to uni sunday

Table 11: Subsample of Tweets that were correctly predicted by all teams and of Tweets that were not
correctly predicted by any team.
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Abstract

This paper describes the system developed
at Amobee for the WASSA 2018 implicit
emotions shared task (IEST). The goal of this
task was to predict the emotion expressed by
missing words in tweets without an explicit
mention of those words. We developed
an ensemble system consisting of language
models together with LSTM-based networks
containing a CNN attention mechanism. Our
approach represents a novel use of language
models—specifically trained on a large Twitter
dataset—to predict and classify emotions. Our
system reached 1st place with a macro F; score
of 0.7145.

1 Introduction

Sentiment analysis (SA) is a sub-field of natural
language processing (NLP) that explores the
automatic deduction of feelings and attitudes from
textual data. One popular choice of source to
study is Twitter, a social network website where
people publish short messages, called tweets, with
a maximum length of 280 characters. People
write on various topics, including global and
local events, public figures, brands and products.
Twitter data has attracted the interest of both
academia and industry for the last several years.
It contains some unique features, such as emojis,
misspelling and slang that are of interest to
NLP researchers while also containing insights
relevant for business intelligence, marketing and
e-governance.

The implicit emotions shared task (IEST) is
part of the WASSA 2018 workshop, and is
concerned with classifying tweets into one of 6
emotions—anger, disgust, fear, joy, sadness and
surprise—without an explicit mention of emotion
words. There were 30 teams who participated in

*These authors contributed equally to this work.

43

the task; for a description and analysis of the task
and the datasets, see Klinger et al. (2018).

This paper describes our specially developed
system for the shared task; it comprises several
ensembles, where our new contribution is the use
of a language model as an emotion classifier.
A language model, based on the Transformer-
Decoder architecture (Vaswani et al., 2017) was
trained using a large Twitter dataset, and used to
produce probabilities for each of the 6 emotions.

The paper is organized as follows: Sections 2
and 3 describe our data sources and the embedding
training, Section 4 describes the training and usage
of the language models. In Section 5 we describe
the resources that are used as features; Section
6 describes the architecture, broken into smaller
components. Finally, we review and conclude in
Section 7.

2 Data Sources
We used several data sources for the shared task:

1. Twitter Firehose: we took a random sample
of 5 billion unique tweets using the Twitter
Firehose service. The tweets were used to
train language models and word embeddings;
in the following, we will refer to this as the
Tweets_5B dataset.

. Semeval 2018 shared task 1 datasets, specif-
ically subtasks 1 and 5 in which tweets are
classified into one of 4 emotions (anger, fear,
joy and sadness; subtask 1) and a multi-
label classification of tweets into 11 emotions
(sub-task 5). We used both the datasets and
our trained models; Rozental and Fleischer
(2018) describes the system and Mohammad
et al. (2018) describes the shared task.

. The official IEST 2018 task datasets; the
missing emotion words are replaced by the
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Label Train Dev Test
Anger 25562 1600 4794
Disgust 25558 1597 4794
Fear 25575 1598 4791
Joy 27958 1736 5246
Sad 23165 1460 4340
Surprise 25565 1600 4792

Total 153383 9591 28757

Table 1: Distributions of labels in the train, dev and test
datasets.

keyword [#TRIGGERWORD#]. Table 1
presents the label distributions; refer to the
task paper for a description of the dataset.

We used different pre-processing procedures
on the aforementioned tweets for our different
learning algorithms. Those procedures ranged
from no pre-processing at all (for language
models), through a simple cleanup (for word
embeddings) to an extensive pre-processing, used
with our Semeval (2018) system to produce
predictions, with the following processing steps:
word tokenization, part of speech tagging, regex
treatment, lemmatization, named entity recogni-
tion, synonym replacement and word replacement
using a wikipedia-based dictionary.

3 Embeddings Training

Word embeddings are a set of algorithms de-
signed to encode a large vocabulary using low-
dimensional real vectors. Depending on the
algorithm, the vectors carry additional semantic
information, and are used in down-stream NLP
tasks. We trained word embeddings specifically
for the task; first, starting with the Tweets_5B
dataset, we removed exact duplicates. Then
we used a regex process: URLs, emails and
Twitter usernames were replaced with special
keywords. Next we removed tweets by using a
text similarity threshold!. Finally, we replaced
rare words with a special token; the criterion was
to have a vocabulary of 300K unique tokens in
total. We used the Gensim package (Rehiifek
and Sojka, 2010) to train 4 embeddings with sizes
of 300, 500, 700 and 1000 with the Word2vec
(Mikolov et al.,, 2013) algorithm.  Similarly,
we trained 4 embeddings using the FastText

! Using the SequenceMat cher module in Python.
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algorithm (Bojanowski et al., 2017). We found
that for the purpose of downstream tasks, the
Word2vec embeddings outperformed the FastText
embeddings for each of the 4 sizes. In addition,
the Word2vec embedding of size 1000 performed
better than the others, provided that the training
set is large enough. The size of the IEST 2018
train set was sufficiently large for us to use that
single word embedding. The embeddings usage is
described in the architecture section 6.

4 Language Models

We trained a language model (LM) using the
Transformer-Decoder architecture, introduced in
Vaswani et al. (2017). We used the Tensor2Tensor
library (Vaswani et al., 2018) with the built-in
transformer-big parameter set, where we
only set the tweet maximum length to be 64
tokens. The model was trained for 2 days using
the Tweets_ 5B dataset on 8 Nvidia Tesla V100
GPUs. We will refer to this model as LM1. We
built a pipeline around the trained model, such that
given a sentence, its probability to be randomly
generated by the model is returned. For example,
under LMI1 the probability of the text “I was
surprised to see you here” (S1) being generated
is exp (—25.76) and the text “I was afraid to see
you here” (S2) has a probability of exp (—27.86).
One can then calculate the conditional probability
of having S1 given only S1 or S2 were generated,
with a resulting value of 0.89.

In order to use LM1 to predict the correct label
for a tweet, we created a list of possible words for
each of the six emotions, presented in appendix A.
For each tweet, we replaced the trigger word with
each of the words from the list and then selected
the most probable version of each emotion. The
resulting 6 normalized probabilities are considered
to be the probabilities assigned by the LM for the
possible labels. See table 2 for a more detailed
example with 3 emotions.

In addition to LM1, we trained another lan-
guage model, denoted by LM2; it was generated
by taking LMI1 and continuing its training using
just the tweets of the shared task dataset, where the
trigger word was replaced by the most probable
word (according to LMI1 predictions) in the
emotional category matching the label. LM2
was trained for a day using a single V100 GPU.
The prediction procedure was the same as for
LMI1. For the purposes of downstream analysis,



Emotion Possible Tweet Log Probability = Max  Final Probability

I’'m ha; than you. —24.38

Joy PRy fhan y —19.7 0.89995
I’'m happier than you. —-19.7
I’m angry than you. —26.8

Angry . —-21.9 0.09972
I’m angrier than you. —-21.9
. I’m surprise than you. —27.6

Surprise . —27.6 0.00033
I’m surprised than you. —-31.5

Table 2: Probability calculation of the sentence “I'm #{ TRIGGERWORD} than you.” with 3 emotions using the
language models. Notice that the sentences which are grammatically incorrect have much lower probabilities.

the features we extracted from these models are
the final 6 probabilities p; (s), the log probability
to generate the most likely candidate tweet by
random—referred to as tweet complexity—given
by comp (s) = max log pu (), where W is the set

of possible replacement words and finally, for each
candidate tweet, its shifted log probability, given

by log pu (s) = log pw (s) — comp ().
5 Features

We used 4 types of features in our system:
first we used predictions from the language
models; we took both the log-probabilities of
the tweets with the trigger words replaced by
each word from appendix A, as well as the
final 6 probabilities for each tweet, for each of
the two language model. Next, we used our
system for the Semeval 2018 task 1 competition
to generate features and predictions for sub-
tasks 1 and 5 (as mentioned in section 2).
Next we used 2 external resources for tweets
embedding: Universal Sentence Embedding (Cer
et al., 2018), using the Tensorflow Hub service
and the DeepMoji package (Felbo et al., 2017).
We created 7 versions of each tweet by replacing
the trigger word with one of the 6 emotions and
an unrecognized word, thus creating 7 Universal
Sentence Embedding of dimension 512. The
DeepMoji embedding size is 2304 and only one
was produced for each tweet. Finally, we added
a binary feature that captures whether the trigger
word has a prefix in each tweet. These features
are used in the 1st (6.2) and 2nd (6.3) ensembles.

6 Architecture Overview

The system comprises of a multi-level soft-
voting ensemble. Each building block described
in this section is a classifier by itself and is
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presented as such. For our submitted solution, the
building blocks were trained jointly in the manner
described in the next section, using a single
Nvidia GTX 1080 Ti GPU. We used the Keras
library (Chollet et al., 2015) and the TensorFlow
framework (Abadi et al., 2016).

6.1 Mini ASC Modules

This component consists of a bi-LSTM layer
with a CNN-based attention mechanism, similar
to a single module in the Amobee Sentiment
Classifier (ASC) architecture described in (2018).
A Dropout layer (Srivastava et al., 2014) of
0.5 was applied between each 2 consecutive
layers except for the word embedding layer;
for an illustration, see figure 1. The input
was the official dataset, transformed using our
trained embeddings, where the trigger word was
embedded as an unknown word using the rare-
words token. We concatenated an additional bit
to each word vector, denoting whether it is the
missing trigger-word, differentiating it from other
unknown words. There are three key differences
from our original work:

1. The GRU layer was replaced by an LSTM
layer.

Residual connections were added from the
output of the max-pooling layer to the
network output.

. Hyper parameters values were in the follow-
ing ranges: embedding size=1000, LSTM
hidden size=[128, 512], number of fil-
ters=[128, 512] and dense layer size=[16,
32].

Training a single mini-ASC module on the IEST
2018 training set using the Adam optimizer
(Kingma and Ba, 2014), categorial cross entropy
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Figure 1: Architecture of the mini Amobee sentiment classifier.

loss function and a batch size of 32, results
in an average accuracy of 0.669 on the official
validation set.

6.2 First Ensemble

The first level ensemble incorporates 4 mini ASC
modules and 3 identical sub-networks (see figure
2). The sub-networks share the same architecture
and their inputs are the following:

1. Universal + DeepMoji embeddings; this
network reaches an average F; score of 0.587
by itself on the validation set.

. The LM1 + LM2 predictions; this network
reaches an average F; score of 0.637 by itself
on the validation set.

. The Semeval 2018 predictions, together with
the LM1 predictions; this network reaches an
average F; score of 0.646 by itself on the
validation set.

These networks share the same structure: the input
is connected to a dense layer of dimension 16 and
then concatenated with the input going into a final
dense layer of size 6 with a softmax activation
function. Dropout layers of 0.5 are applied after
the input and before the output layers.

The other 4 models are copies of the architec-
ture described in 6.1. All orange layers of size 6
are outputs of the model and are trained against
the labels with equal contribution to the total loss.
We used the Adam optimizer with a batch size
of 32, a learning rate of 5 - 10~% and a decay of
5-10~° (decay in Adam is introduced in Keras, and
is not part of the original algorithm; it represents
decay between batches). This network reaches an
average F; score of 0.700 on the validation set.
This first ensemble is denoted by E1.
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6.3 Second Ensemble

In the second level ensemble (figure 3), we
started with 8 copies of the aforementioned E1l
models (with different parameters for the Mini
ASC modules in the ranges described in section
6.1) and combined them with a concatenation
of the following features (described in section
5): two external embeddings (Universal Sentence
Embedding, DeepMoji) and our Semeval 2018
pipeline predictions.

We have used a dense layer of size 16 over
the outputs of the 8 E1 models and a dense
layer of size 100 over all of the above features
(including the E1 outputs). These two layers were
concatenated into a softmax layer of size 6 which
was the output of the second ensemble; we denote
this by E2. This E2 network reaches an average
F; score of 0.702 on the validation set. The final
model is a soft voting ensemble, comprising 128
networks of type E2; this probability averaging
is meant to decrease the variance of the model
which reaches an average F; score of 0.705 on the
validation set.

Since the final model is an ensemble, where
some models are somewhat overfitted with respect
to the training dataset (e.g. E1) and some models
are not overfitted at all (LM1), we decided to use
the validation dataset to train the final model for
an additional 4 epochs using a large batch size of
900. After this procedure, the system scored an F;
of 0.7145 on the test dataset.

7 Review and Conclusions

In this paper we described the system developed
for the WASSA 2018 implicit emotion shared
task. It consists of a multi-level ensemble,
combining a novel use of language models to
predict the right emotion word, together with
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previous high-ranking architecture, used in the
Semeval 2018 sentiment shared task, and two
external embeddings. The system reached Ist
place with macro F; of 0.7145, with the next
system scoring 0.7105. Examining the nature of
the this task, it is a combination of both sentiment
classification and word prediction; this was the
motivation of using the Semeval 2018 models,
which were designed to classify emotions. On
the other hand, the language model is specifically
trained to maximize the likelihood of matching a
word to a given sentence, thus naturally lending
itself to the word prediction aspect of the task.

We have seen that splitting the dataset into
two parts, one for training our models and the
other for the ensembling process (in this case
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the second part is the validation set) is much
more beneficial than training our models on the
combined bigger dataset, in cases when some
of the models are expected to be much less
generalizable than others.

It is interesting to note the task organizers have
tested human performance on a subset sample,
achieving macro F; of 0.45, which is much lower
than the automated systems.

We plan to release the word embeddings and
language models as open-source in the near future
to benefit further research and increase sharing of
resources.
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A Emotions Lexicon

Emotion Words

Anger  Anger, angry, fuming, angrily, angrier, angers, angered, furious.
Disgust  Disgust, disgusted, disgusting, disgustedly, disgusts.
Fear Fear, feared, fearing, fearfully, frightens, fearful, afraid, scared.
Joy Joy, happy, thrilling, joyfully, happily, happier, delights, joyful, joyous.
Sad Sad, sadden, depressing, depressingly, sadder, depresses, sorrowful, saddened.
Surprise  Surprise, surprised, surprising, surprisingly, surprises, shocked.

Table 3: Emotion lexicon used to produce predictions using the language models.
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Abstract

In this paper we describe our system designed
for the WASSA 2018 Implicit Emotion Shared
Task (IEST), which obtained 2" place out
of 30 teams with a test macro F1 score of
0.710. The system is composed of a single
pre-trained ELMo layer for encoding words,
a Bidirectional Long-Short Memory Network
BiLSTM for enriching word representations
with context, a max-pooling operation for cre-
ating sentence representations from them, and
a Dense Layer for projecting the sentence
representations into label space. Our offi-
cial submission was obtained by ensembling 6
of these models initialized with different ran-
dom seeds. The code for replicating this pa-
peris available at https://github.com/
jabalazs/implicit_emotion.

1 Introduction

Although the definition of emotion is still debated
among the scientific community, the automatic
identification and understanding of human emo-
tions by machines has long been of interest in
computer science. It has usually been assumed
that emotions are triggered by the interpretation of
a stimulus event according to its meaning.

As language usually reflects the emotional state
of an individual, it is natural to study human emo-
tions by understanding how they are reflected in
text. We see that many words indeed have af-
fect as a core part of their meaning, for example,
dejected and wistful denote some amount of sad-
ness, and are thus associated with sadness. On the
other hand, some words are associated with af-
fect even though they do not denote affect. For
example, failure and death describe concepts that
are usually accompanied by sadness and thus they
denote some amount of sadness. In this context,
the task of automatically recognizing emotions
from text has recently attracted the attention of re-
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searchers in Natural Language Processing. This
task is usually formalized as the classification of
words, phrases, or documents into predefined dis-
crete emotion categories or dimensions. Some ap-
proaches have aimed at also predicting the degree
to which an emotion is expressed in text (Moham-
mad and Bravo-Marquez, 2017).

In light of this, the WASSA 2018 Implicit Emo-
tion Shared Task (IEST) (Klinger et al., 2018)
was proposed to help find ways to automatically
learn the link between situations and the emotion
they trigger. The task consisted in predicting the
emotion of a word excluded from a tweet. Re-
moved words, or trigger-words, included the terms
“sad”, “happy”, “disgusted”, “surprised”, “angry”,
“afraid” and their synonyms, and the task was
to predict the emotion they conveyed, specifically
sadness, joy, disgust, surprise, anger and fear.

From a machine learning perspective, this prob-
lem can be seen as sentence classification, in
which the goal is to classify a sentence, or in par-
ticular a tweet, into one of several categories. In
the case of IEST, the problem is specially chal-
lenging since tweets contain informal language,
the heavy usage of emoji, hashtags and username
mentions.

In this paper we describe our system designed
for IEST, which obtained the second place out of
30 teams. Our system did not require manual fea-
ture engineering and only minimal use of exter-
nal data. Concretely, our approach is composed
of a single pre-trained ELMo layer for encoding
words (Peters et al., 2018), a Bidirectional Long-
Short Memory Network (BiLSTM) (Graves and
Schmidhuber, 2005; Graves et al., 2013), for en-
riching word representations with context, a max-
pooling operation for creating sentence represen-
tations from said word vectors, and finally a Dense
Layer for projecting the sentence representations
into label space. To the best of our knowledge,
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our system, which we plan to release, is the first to
utilize ELMo for emotion recognition.

2 Proposed Approach

2.1 Preprocessing

As our model is purely character-based, we per-
formed little data preprocessing. Table 1 shows
the special tokens found in the datasets, and how
we substituted them.

Original Replacement
[#TRIGGERWORD#] _TRIGGERWORD__
QUSERNAME __USERNAME__
[NEWLINE] __NEWLINE__
http://url.removed __URL__

Table 1: Preprocessing substitutions.

Furthermore, we tokenized the text using a vari-
ation of the twokenize.py! script, a Python
port of the original Twokenize. java (Gimpel
et al., 2011). Concretely, we created an emoji-
aware version of it by incorporating knowledge
from an emoji database,> which we slightly mod-
ified for avoiding conflict with emoji sharing uni-
code codes with common glyphs used in Twitter,?
and for making it compatible with Python 3.

2.2 Architecture

Figure 1 summarizes our proposed architecture.
Our input is based on Embeddings from Language
Models (ELMo) by Peters et al. (2018). These
are character-based word representations allowing
the model to avoid the “unknown token” problem.
ELMo uses a set of convolutional neural networks
to extract features from character embeddings, and
builds word vectors from them. These are then
fed to a multi-layer Bidirectional Language Model
(BiLM) which returns context-sensitive vectors
for each input word.

We used a single-layer BILSTM as context fine-
tuner (Graves and Schmidhuber, 2005; Graves
etal., 2013), on top of the ELMo embeddings, and
then aggregated the hidden states it returned by us-
ing max-pooling, which has been shown to per-
form well on sentence classification tasks (Con-
neau et al., 2017).

1
https://github.com/myleott/ark-twokenize-py

https://github.com/carpedm20/emoji/blob/e7bff32/emoji/
unicode_codes.py

3For example, the hashtag emoji is composed by the uni-
code code points U+23 U+FEOF U+20E3, which include
U+2 3, the same code point for the # glyph.
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Finally, we used a single-layer fully-connected
network for projecting the pooled BiLSTM output
into a vector corresponding to the label logits for
each predicted class.

2.3 Implementation Details and
Hyperparameters

ELMo Layer: We used the official Al-
lenNLP implementation of the ELMo model*,
with the official weights pre-trained on the 1 Bil-
lion Word Language Model Benchmark, which
contains about 800M tokens of news crawl data
from WMT 2011 (Chelba et al., 2014).

Dimensionalities: By default the ELMo layer
outputs a 1024-dimensional vector, which we then
feed to a BILSTM with output size 2048, resulting
in a 4096-dimensional vector when concatenating
forward and backward directions for each word of
the sequence’®. After max-pooling the BiLSTM
output over the sequence dimension, we obtain a
single 4096-dimensional vector corresponding to
the tweet representation. This representation is fi-
nally fed to a single-layer fully-connected network
with input size 4096, 512 hidden units, output size
6, and a ReLU nonlinearity after the hidden layer.
The output of the dense layer is a 6-dimensional
logit vector for each input example.

Loss Function: As this corresponds to a mul-
ticlass classification problem (predicting a single
class for each example, with more than 2 classes
to choose from), we used the Cross-Entropy Loss
as implemented in PyTorch (Paszke et al., 2017).

Optimization: We optimized the model with
Adam (Kingma and Ba, 2014), using default hy-
perparameters (51 = 0.9, 2 = 0.999, ¢ = 107%),
following a slanted triangular learning rate sched-
ule (Howard and Ruder, 2018), also with default
hyperparameters (cut_frac = 0.1, ratio = 32),
and a maximum learning rate 7,4, = 0.001, over
T = 23,970 iterations®.

Regularization: we used a dropout layer (Sri-
vastava et al., 2014), with probability of 0.5 af-
ter both the ELMo and the hidden fully-connected
layer, and another one with probability of 0.1 af-

4
https://allenai.github.io/allennlp-docs/api/allennlp.
modules.elmo.html

5A BiLSTM is composed of two separate LSTMs that read
the input in opposite directions and whose outputs are con-
catenated at the hidden dimension. This results in a vector
double the dimension of the input for each time step.

®This number is obtained by multiplying the number of
epochs (10), times the total number of batches, which for the
training dataset corresponds to 2396 batches of 64 elements,
and 1 batch of 39 elements, hence 2397 x 10 = 23, 970.
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Figure 1: Proposed architecture.

ter the max-pooling aggregation layer. We also
reshuffled the training examples between epochs,
resulting in a different batch for each iteration.

Model Selection: To choose the best hyperpa-
rameter configuration we measured the classifica-
tion accuracy on the validation (trial) set.

2.4 Ensembles

Once we found the best-performing configura-
tion we trained 10 models using different random
seeds, and tried averaging the output class prob-
abilities of all their possible Y7_, (}) = 511
combinations. As Figure 2 shows, we empiri-

cally found that a specific combination of 6 mod-
els yielded the best results (70.52%), providing ev-
idence for the fact that using a number of indepen-
dent classifiers equal to the number of class labels
provides the best results when doing average en-
sembling (Bonab and Can, 2016).

1 2 3 4 5 6 7 8 9

0.706

Validation Best Macro F1

Number of Ensembled Models

Figure 2: Effect of the number of ensembled mod-
els on validation performance.

3 Experiments and Analyses

We performed several experiments to gain insights
on how the proposed model’s performance inter-

acts with the shared task’s data. We performed an
ablation study to see how some of the main hy-
perparameters affect performance, and an analy-
sis of tweets containing hashtags and emoji to un-
derstand how these two types of tokens help the
model predict the trigger-word’s emotion. We also
observed the effects of varying the amount of data
used for training the model to evaluate whether it
would be worthwhile to gather more training data.

3.1 Ablation Study

We performed an ablation study on a single model
having obtained 69.23% accuracy on the valida-
tion set. Results are summarized in Table 2.

We can observe that the architectural choice
that had the greatest impact on our model was
the ELMo layer, providing a 3.71% boost in per-
formance as compared to using GloVe pre-trained
word embeddings.

We can further see that emoji also contributed
significantly to the model’s performance. In Sec-
tion 3.4 we give some pointers to understanding
why this is so.

Additionally, we tried using the concatenation
of the max-pooled, average-pooled and last hidden
states of the BiLSTM as the sentence represen-
tation, following Howard and Ruder (2018), but
found out that this impacted performance nega-
tively. We hypothesize this is due to tweets be-
ing too short for needing such a rich representa-
tion. Also, the size of the concatenated vector was
4096 x 3 = 12,288, which probably could not be
properly exploited by the 512-dimensional fully-
connected layer.

Using a greater BiLSTM hidden size did not
help the model, probably because of the reason



Variation Accuracy (%) A%
Submitted 69.23 -
No emoji 68.36 -0.87
No ELMo 65.52 -3.71
Concat Pooling 68.47 -0.76
LSTM hidden=4096 69.10 -0.13
LSTM hidden=1024 68.93 -0.30
LSTM hidden=512 68.43 -0.80
POS emb dim=100 68.99 -0.24
POS emb dim=75 68.61 -0.62
POS emb dim=50 69.33 +0.10
POS emb dim=25 69.21 -0.02
SGD optim Ir=1 64.33 -4.90
SGD optim 1Ir=0.1 66.11 -3.12
SGD optim 1r=0.01 60.72 -8.51
SGD optim 1r=0.001 30.49 -38.74

Table 2: Ablation study results.

Accuracies were obtained from the validation dataset. Each
model was trained with the same random seed and hyperpa-
rameters, save for the one listed. “No emoji” is the same
model trained on the training dataset with no emoji, “No
ELMo” corresponds to having switched the ELMo word en-
coding layer with a simple pre-trained GloVe embedding
lookup table, and “Concat Pooling” obtained sentence repre-
sentations by using the pooling method described by Howard
and Ruder (2018). “LSTM hidden” corresponds to the hidden
dimension of the BiLSTM, “POS emb dim” to the dimen-
sion of the part-of-speech embeddings, and “SGD optim Ir”
to the learning rate used while optimizing with the schedule
described by Conneau et al. (2017).

mentioned earlier; the fully-connected layer was
not big or deep enough to exploit the additional in-
formation. Similarly, using a smaller hidden size
neither helped.

We found that using 50-dimensional part-of-
speech embeddings slightly improved results,
which implies that better fine-tuning this hyperpa-
rameter, or using a better POS tagger could yield
an even better performance.

Regarding optimization strategies, we also tried
using SGD with different learning rates and a step-
wise learning rate schedule as described by Con-
neau et al. (2018), but we found that doing this did
not improve performance.

Finally, Figure 3 shows the effect of using dif-
ferent dropout probabilities. We can see that hav-
ing higher dropout after the word-representation
layer and the fully-connected network’s hidden
layer, while having a low dropout after the sen-
tence encoding layer yielded better results overall.

3.2 Error Analysis

Figure 4 shows the confusion matrix of a single
model evaluated on the test set, and Table 3 the
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Figure 3: Dropout Ablation.
Rows correspond to the dropout applied both after the ELMo
layer (word encoding layer) and after the fully-connected net-
work’s hidden layer, while columns correspond to the dropout
applied after the max-pooling operation (sentence encoding
layer.)
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67.68
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corresponding classification report. In general, we
confirm what Klinger et al. (2018) report: anger
was the most difficult class to predict, followed by
surprise, whereas joy, fear, and di sgust
are the better performing ones.

To observe whether any particular pattern arose
from the sentence representations encoded by our
model, we projected them into 3d space through
Principal Component Analysis (PCA), and were
surprised to find that 2 clearly defined clus-
ters emerged (see Figure 6), one containing the
majority of datapoints, and another containing
joy tweets exclusively. Upon further explo-
ration we also found that the smaller cluster was
composed only by tweets containing the pattern
un __TRIGGERWORD._., and further, that all of
them were correctly classified.

It is also worth mentioning that there are
5827 tweets in the training set with this pat-
tern. Of these, 5822 (99.9%) correspond to
the label joy. We observe a similar trend on
the test set; 1115 of the 1116 tweets having
the un __TRIGGERWORD__ pattern correspond to
joy tweets. We hypothesize this is the reason why
the model learned this pattern as a strong discrim-
inating feature.

Finally, the only tweet in the test set that con-
tained this pattern and did not belong to the joy
class, originally had unsurprised as its trigger-
word’, and unsurprisingly, was misclassified.

"We manually searched for the original tweet.
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Figure 4: Confusion Matrix (Test Set).

surprise - 338

Precision Recall F1-score
anger 0.643 0.601 0.621
disgust 0.703 0.661 0.682
fear 0.742 0.721 0.732
joy 0.762 0.805 0.783
sad 0.685 0.661 0.673
surprise 0.627 0.705 0.663
Average 0.695 0.695 0.694

Table 3: Classification Report (Test Set).

3.3 Effect of the Amount of Training Data

As Figure 5 shows, increasing the amount of data
with which our model was trained consistently in-
creased validation accuracy and validation macro
F1 score. The trend suggests that the proposed
model is expressive enough to learn from more
data, and is not overfitting the training set.

—e— Best Validation Accuracy
—+— Best Validation Average Macro F1 Score

Validation Score
o
(=}
N

0.64 -

0.63-——+ T T ' '

0.2 0.4 0.6 0.8 1.0
Training Data Proportion

Figure 5: Effect of the amount of training data on
classification performance.

3.4 Effect of Emoji and Hashtags

Table 4 shows the overall effect of hashtags and
emoji on classification performance. Tweets con-

Present Not Present
Emoji 4805 (76.6%) 23952 (68.0%)
Hashtags 2122 (70.5%) 26635 (69.4%)

Table 4: Number of tweets on the test set with and
without emoji and hashtags. The number between
parentheses is the proportion of tweets classified
correctly.

taining emoji seem to be easier for the model to
classify than those without. Hashtags also have a
positive effect on classification performance, how-
ever it is less significant. This implies that emoji,
and hashtags in a smaller degree, provide tweets
with a context richer in sentiment information, al-
lowing the model to better guess the emotion of
the trigger-word.

emoji no-emoji

Emoji alias N A%
# % # %
mask 163 154 9448 134 8221 -12.27
two_hearts 87 81 93.10 77 88.51 -4.59
heart_eyes 122 109  89.34 103 8443 -491
heart 267 237  88.76 235  88.01 -0.75
rage 92 78  84.78 66 7174  -13.04
cry 116 97  83.62 83 7155 -12.07
sob 490 363 74.08 345 7041 -3.67
unamused 167 121 7246 116  69.46 -3.00
weary 204 140  68.63 139  68.14 -0.49
joy 978 649  66.36 629  64.31 -2.05
sweat.smile 111 73 65.77 75 67.57 1.80
confused 77 46  59.74 48 6234 2.60

Table 5: Fine grained performance on tweets con-
taining emoji, and the effect of removing them.

N is the total number of tweets containing the listed emoji,
# and % the number and percentage of correctly-classified
tweets respectively, and A % the variation of test accuracy
when removing the emoji from the tweets.

Table 5 shows the effect specific emoji have
on classification performance. It is clear some
emoji strongly contribute to improving prediction
quality. The most interesting ones are mask,
rage, and cry, which significantly increase ac-
curacy. Further, contrary to intuition, the sob
emoji contributes less than cry, despite represent-
ing a stronger emotion. This is probably due to
sob being used for depicting a wider spectrum of
emotions.

Finally, not all emoji are beneficial for this task.
When removing sweat_smile and confused
accuracy increased, probably because they repre-
sent emotions other than the ones being predicted.
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4 Conclusions and Future Work

We described the model that got second place in
the WASSA 2018 Implicit Emotion Shared Task.
Despite its simplicity, and low amount of depen-
dencies on libraries and external features, it per-
formed almost as well as the system that obtained
the first place.

Our ablation study revealed that our hyperpa-
rameters were indeed quite well-tuned for the task,
which agrees with the good results obtained in the
official submission. However, the ablation study
also showed that increased performance can be ob-
tained by incorporating POS embeddings as addi-
tional inputs. Further experiments are required to
accurately measure the impact that this additional
input may have on the results. We also think the
performance can be boosted by making the archi-
tecture more complex, concretely, by using a Bil-
STM with multiple layers and skip connections in
a way akin to (Peters et al., 2018), or by making
the fully-connected network bigger and deeper.

We also showed that, what was probably an
annotation artifact, the un __TRIGGERWORD__
pattern, resulted in increased performance for
the joy label.  This pattern was probably
originated by a heuristic naively replacing the
ocurrence of happy by the trigger-word indica-
tor. We think the dataset could be improved
by replacing the word unhappy, in the origi-
nal examples, by __TRIGGERWORD_._ instead of
un __TRIGGERWORD__, and labeling it as sad,
or angry, instead of joy.

Finally, our studies regarding the importance of
hashtags and emoji in the classification showed
that both of them seem to contribute significantly
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to the performance, although in different mea-
sures.
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Abstract

In this paper we present our approach to tackle
the Implicit Emotion Shared Task (IEST) or-
ganized as part of WASSA 2018 at EMNLP
2018. Given a tweet, from which a certain
word has been removed, we are asked to pre-
dict the emotion of the missing word. In
this work, we experiment with neural Transfer
Learning (TL) methods. Our models are based
on LSTM networks, augmented with a self-
attention mechanism. We use the weights of
various pretrained models, for initializing spe-
cific layers of our networks. We leverage a big
collection of unlabeled Twitter messages, for
pretraining word2vec word embeddings and
a set of diverse language models. Moreover,
we utilize a sentiment analysis dataset for pre-
training a model, which encodes emotion re-
lated information. The submitted model con-
sists of an ensemble of the aforementioned TL
models. Our team ranked 3" out of 30 partici-
pants, achieving an F} score of 0.703.

1 Introduction

Social media, especially micro-blogging services
like Twitter, have attracted lots of attention from
the NLP community. The language used is con-
stantly evolving by incorporating new syntactic
and semantic constructs, such as emojis or hash-
tags, abbreviations and slang, making natural lan-
guage processing in this domain even more de-
manding. Moreover, the analysis of such content
leverages the high availability of datasets offered
from Twitter, satisfying the need for large amounts
of data for training.

*These authors contributed equally to this work.
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Emotion recognition is particularly interesting
in social media, as it has useful applications in
numerous tasks, such as public opinion detection
about political tendencies (Pla and Hurtado, 2014;
Tumasjan et al., 2010; Li and Xu, 2014), stock
market monitoring (Si et al., 2013; Bollen et al.,
2011b), tracking product perception (Chamlert-
wat et al., 2012), even detection of suicide-related
communication (Burnap et al., 2015).

In the past, emotion analysis, like most NLP
tasks, was tackled by traditional methods that
included hand-crafted features or features from
sentiment lexicons (Nielsen, 2011; Mohammad
and Turney, 2010, 2013; Go et al., 2009) which
were fed to classifiers such as Naive Bayes and
SVMs (Bollen et al., 2011a; Mohammad et al.,
2013; Kiritchenko et al., 2014). However, deep
neural networks achieve increased performance
compared to traditional methods, due to their abil-
ity to learn more abstract features from large
amounts of data, producing state-of-the-art re-
sults in emotion recognition and sentiment anal-
ysis (Deriu et al., 2016; Goel et al., 2017; Baziotis
etal., 2017).

In this paper, we present our work submitted to
the WASSA 2018 IEST (Klinger et al., 2018). In
the given task, the word that triggers emotion is re-
moved from each tweet and is replaced by the to-
ken [#TARGETWORD#]. The objective is to pre-
dict its emotion category among 6 classes: anger,
disgust, fear, joy, sadness and surprise. Our pro-
posed model employs 3 different TL schemes of
pretrained models: word embeddings, a sentiment
model and language models.
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Figure 1: High-level overview of our TL approaches.

2 Overview

Our approach is composed of the following three
steps: (1) pretraining, in which we train word2vec
word embeddings (P-Emb), a sentiment model (P-
Sent) and Twitter-specific language models (P-
LM), (2) transfer learning, in which we transfer
the weights of the aforementioned models to spe-
cific layers of our IEST classifier and (3) ensem-
bling, in which we combine the predictions of each
TL model. Figure 1 depicts a high-level overview
of our approach.

2.1 Data

Apart from the IEST dataset, we employ a Se-
mEval dataset for sentiment classification and
other manually-collected unlabeled corpora for
our language models.

Unlabeled Twitter Corpora. We collected a
dataset of 550 million archived English Twitter
messages, from 2014 to 2017. This dataset is used
for calculating word statistics for our text prepro-
cessing pipeline and training our word2vec word
embeddings presented in Sec. 4.1.

For training our language models, described in
Sec. 4.3, we sampled three subsets of this cor-
pus. The first consists of 2M tweets, all of which
contain emotion words. To create the dataset, we
selected tweets that included one of the six emo-
tion classes of our task (anger, disgust, fear, joy,
sadness and surprise) or synonyms. We ensured
that this dataset is balanced by concatenating ap-
proximately 350K tweets from each category. The
second chunk has 5SM tweets, randomly selected
from the initial 550M corpus. We aimed to create
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a general sub-corpus, so as to focus on the struc-
tural relationships of words, instead of their emo-
tional content. The third chunk is composed of
the two aforementioned corpora. We concatenated
the 2M emotion dataset with 2M generic tweets,
creating a final 4M dataset. We denote the three
corpora as EmoCorpus (2M), EmoCorpus+ (4M)
and GenCorpus (SM).

Sentiment Analysis Dataset. We use the dataset
of SemEvall7 Task4A (Sentl7) (Rosenthal et al.,
2017) for training our sentiment classifier as de-
scribed in Sec. 4.2. The dataset consists of Twitter
messages annotated with their sentiment polarity
(positive, negative, neutral). The training set con-
tains 56K tweets and the validation set 6K tweets.

2.2 Preprocessing

To preprocess the tweets, we use Ekphrasis (Bazi-
otis et al., 2017), a tool geared towards text from
social networks, such as Twitter and Facebook.
Ekphrasis performs Twitter-specific tokenization,
spell correction, word normalization, segmenta-
tion (for splitting hashtags) and annotation.

2.3 Word Embeddings

Word embeddings are dense vector representa-
tions of words which capture semantic and syn-
tactic information. For this reason, we employ the
word2vec (Mikolov et al., 2013) algorithm to train
our word vectors, as described in Sec. 4.1.

2.4 Transfer Learning

Transfer Learning (TL) uses knowledge from a
learned task so as to improve the performance of



a related task by reducing the required training
data (Torrey and Shavlik, 2010; Pan et al., 2010).
In computer vision, transfer learning is employed
in order to overcome the deficit of training samples
for some categories by adapting classifiers trained
for other categories (Oquab et al., 2014). With the
power of deep supervised learning, learned knowl-
edge can even be transferred to a totally different
task (i.e. ImageNet (Krizhevsky et al., 2012)).

Following this logic, TL methods have also
been applied to NLP. Pretrained word vec-
tors (Mikolov et al., 2013; Pennington et al., 2014)
have become standard components of most ar-
chitectures. Recently, approaches that leverage
pretrained language models have emerged, which
learn the compositionality of language, capture
long-term dependencies and context-dependent
features. For instance, ELMo contextual word
representations (Peters et al., 2018) and ULMFiT
(Howard and Ruder, 2018) achieve state-of-the-art
results on a wide variety of NLP tasks. Our work
is mainly inspired by ULMFiT, which we extend
to the Twitter domain.

2.5 Ensembling

We combine the predictions of our 3 TL schemes
with the intent of increasing the generalization
ability of the final classifier. To this end, we
employ a pretrained word embeddings approach,
as well as a pretrained sentiment model and a
pretrained LM. We use two ensemble schemes,
namely unweighted average and majority voting.
Unweighted Average (UA). In this approach, the
final prediction is estimated from the unweighted
average of the posterior probabilities for all differ-
ent models. Formally, the final prediction p for a
training instance is estimated by:

M
1 R c
p:argznaXGZpi, p; € IR (1)

=1

where C'is the number of classes, M is the number
of different models, ¢ € {1,...,C'} denotes one
class and p; is the probability vector calculated by
model i € {1, ..., M} using softmax function.

Majority Voting (MV). Majority voting approach
counts the votes of all different models and
chooses the class with most votes. Compared to
UA, MV is affected less by single-network deci-
sions. However, this schema does not consider
any information derived from the minority mod-
els. Formally, for a task with C' classes and M

59

different models, the prediction for a specific in-
stance is estimated as follows:

M
Ve = Z -Fz(c)
=1

P = arg max v,

2

where v, denotes the votes for class ¢ from all dif-
ferent models, F; is the decision of the it model,
which is either 1 or 0 with respect to whether the
model has classified the instance in class ¢ or not
and p is the final prediction.

3 Network Architecture

All of our TL schemes share the same architecture:
A 2-layer LSTM with a self-attention mechanism.
It is shown in Figure 2.

Embedding Layer. The input to the network is a
Twitter message, treated as a sequence of words.
We use an embedding layer to project the words
w1, Wa, ..., wx to a low-dimensional vector space
RW, where W is the size of the embedding layer
and N the number of words in a tweet.

LSTM Layer. An LSTM takes as input a se-
quence of word embeddings and produces word
annotations hq, ho, ..., hjy, where h; is the hidden
state at time-step ¢, summarizing all the informa-
tion of the sentence up to w;. We use bidirectional
LSTM to get word annotations that summarize
the information from both directions. A bi-LSTM
consists of a forward ? that parses the sentence
from w; to wy and a backward f that parses it
from wpy to wi. We obtain the final annotation
for each word h;, by concatenating the annotations
from both directions, h; = h; || h;, h; € R*L,
where || denotes the concatenation operation and
L the size of each LSTM. When the network is
initialized with pretrained LMs, we employ unidi-
rectional instead of bi-LSTMs.

Attention Layer. To amplify the contribution
of the most informative words, we augment our
LSTM with an attention mechanism, which as-
signs a weight a; to each word annotation h;. We
compute the fixed representation 7 of the whole in-
put message, as the weighted sum of all the word
annotations.

e; = tanh(Whhi + bh), e; € [—1, 1] 3)
exp(e;) d

=) NN )
Zt:l exp(et) =1
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Figure 2: The proposed model, composed of a 2-layer bi-LSTM with a deep self-attention mechanism.
When the model is initialized with pretrained LMs, we use unidirectional LSTM instead of bidirectional.

T
r= Zaihi, r e R*
i=1

(&)

where W}, and by, are the attention layer’s weights.
Output Layer. We use the representation r as
feature vector for classification and we feed it to
a fully-connected softmax layer with L neurons,
which outputs a probability distribution over all
classes p. as described in Eq. 6:

6I/Vr-ﬁ-b
> iep, ) (€Virthi)

where W and b are the layer’s weights and biases.

(6)

DPec =

4 Transfer Learning Approaches

4.1 Pretrained Word Embeddings (P-Emb)

In the first approach, we train word2vec word
embeddings with which we initialize the embed-
ding layer of our network. The weights of the
embedding layer remain frozen during training.
The word2vec word embeddings are trained on
the 550M Twitter corpus (Sec. 2.1), with nega-
tive sampling of 5 and minimum word count of
20, using Gensim’s (Rehtiek and Sojka, 2010) im-
plementation. The resulting vocabulary contains
800, 000 words.

4.2 Pretrained Sentiment Model (P-Sent)

In the second approach, we first train a sentiment
analysis model on the Sent17 dataset, using the ar-
chitecture described in Sec. 3. The embedding
layer of the network is initialized with our pre-
trained word embeddings. Then, we fine-tune the
network on the IEST task, by replacing its last
layer with a task-specific layer.
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4.3 Pretrained Language Model (P-LM)

The third approach consists of the following steps:
(1) we first train a language model on a generic
Twitter corpus, (2) we fine-tune the LM on the task
at hand and finally, (3) we transfer the embedding
and RNN Ilayers of the LM, we add attention and
output layers and fine-tune the model on the target
task.

LM Pretraining. @ We collect three Twitter
datasets as described in Sec. 2.1 and for each one
we train an LM. In each dataset we use the 50,000
most frequent words as our vocabulary. Since
the literature concerning LM transfer learning is
limited, especially in the Twitter domain, we aim
to explore the desired characteristics of the pre-
trained LM. To this end, our contribution in this
research area lies in experimenting with a task-
relevant corpus (EmoCorpus), a generic one (Gen-
Corpus) and a mixture of both (EmoCorpus+).

LM Fine-tuning. This step is crucial since, albeit
the diversity of the general-domain data used for
pretraining, the data of the target task will likely
have a different distribution.

We thus fine-tune the three pretrained LMs on
the IEST dataset, employing two approaches. The
first is simple fine-tuning, according to which
all layers of the model are trained simultane-
ously. The second one is a simplified yet sim-
ilar approach to gradual unfreezing, proposed
in (Howard and Ruder, 2018), which we denote
as Simplified Gradual Unfreezing (SGU). Accord-
ing to this method, after we have transfered the
pretrained embedding and LSTM weights, we let
only the output layer fine-tune for n — 1 epochs.
At the n'* epoch, we unfreeze both LSTM lay-
ers. We let the model fine-tune, until epoch k£ — 1.
Finally, at epoch k, we also unfreeze the embed-



ding layer and let the network train until conver-
gence. In other words, we experiment with pairs
of numbers of epochs, {n, k}, where n denotes the
epoch when we unfreeze the LSTM layers and &
the epoch when we unfreeze the embedding layer.
Naive fine-tuning poses the risk of catastrophic
forgetting, or else abruptly losing the knowledge
of a previously learnt task, as information rele-
vant to the current task is incorporated. Therefore,
to prevent this from happening, we unfreeze the
model starting from the last layer, which is task-
specific, and after some epochs we progressively
unfreeze the next, more general layers, until all
layers are unfrozen.
LM Transfer. This is the final step of our TL ap-
proach. We now have several LMs from the sec-
ond step of the procedure. We transfer their em-
bedding and RNN weights to a final target classi-
fier. We again experiment with both simple and
more sophisticated fine-tuning techniques, to find
out which one is more helpful to this task.
Furthermore, we introduce the concatenation
method which was inspired by the correlation of
language modeling and the task at hand. We use
pretrained LMs to leverage the fact that the task is
basically a cloze test. In an LM, the probability
of occurrence of each word, is conditioned on the
preceding context, P(w¢|wy, ..., w;—1). In RNN-
based LMs, this probability is encoded in the hid-
den state of the RNN, P(w;|h¢—1). To this end, we
concatenate the hidden state of the LSTM, right
before the missing word, Ajpiicit, to the output of
the self-attention mechanism, r:

h; € R*F (7)

where L is the size of each LSTM, and then feed
it to the output linear layer. This way, we pre-
serve the information which implicitly encodes the
probability of the missing word.

r=r || himplicitv

5 Experiments and Results

5.1 Experimental Setup

Training. We use Adam algorithm (Kingma and
Ba, 2014) to optimize our networks, with mini-
batches of size 64 and clip the norm of the gra-
dients (Pascanu et al., 2013) at 0.5, as an extra
safety measure against exploding gradients. We
also used PyTorch (Paszke et al., 2017) and Scikit-
learn (Pedregosa et al., 2011).

Hyperparameters. For all our models, we em-
ploy the same 2-layer attention-based LSTM ar-
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chitecture (Sec. 3). All the hyperparameters used
are shown in Table 1.

Layer P-Emb | P-Sent P-LM
Embedding 300 300 400
Embedding noise 0.1 0.1 0.1
Embedding dropout 0.2 0.2 0.2
LSTM size 400 400 | 600/800
LSTM dropout 0.4 0.4 0.4

Table 1: Hyper-parameters of our models.

5.2 Official Results

Our team ranked 3™ out of 30 participants, achiev-
ing 0.703 F1-score on the official test set. Table 2
shows the official ranking of the top scoring teams.

Rank | Team Name | Macro F1
1 Amobee 0.714
2 1IDYT 0.710
3 NTUA-SLP 0.703
4 UBC-NLP 0.693
5 Sentylic 0.692

Table 2: Results of the WASSA IEST competition.

5.3 Experiments

Baselines. In Table 5 we compare the proposed
TL approaches against two strong baselines: (1) a
Bag-of-Words (BoW) model with TF-IDF weight-
ing and (2) a Bag-of-Embeddings (BoE) model,
where we retrieve the word2vec representations
of the words in a tweet and compute the tweet
representation as the centroid of the constituent
word2vec representations. Both BoW and BoE
features are then fed to a linear SVM classifier,
with tuned C' = 0.6. All of our reported F1-scores
are calculated on the evaluation (dev) set, due to
time constraints.

P-Emb and P-Sent models (4.1, 4.2). We evaluate
the P-Emb and P-Sent models, using both bidirec-
tional and unidirectional LSTMs. The F1 score of
our best models is shown in Table 5. As expected,
bi-LSTM models achieve higher performance.
P-LM (4.3). For the experiments with the pre-
trained LMs, we intend to transfer not just the first
layer of our network, but rather the whole model,
so as to capture more high-level features of lan-
guage. As mentioned above, there are three dis-
tinct steps concerning the training procedure of
this TL approach: (1) LM pretraining: we train
three LMs on the EmoCorpus, EmoCorpus+ and



LM Transfer
Simple FT  SGU  Concat.
v

v

LM Fine-tuning

F1
0.672
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Table 3: Results of the P-LLM, trained on the Emo-
Corpus. The first column refers to the way we fine-
tune each LM on the IEST dataset and the second
to the way we finally fine-tune the classifier on the
same dataset.

Dataset F1
EmoCorpus 0.682
EmoCorpus+ | 0.680
GenCorpus 0.675

Table 4: Comparison of the P-LM models, all fine-
tuned with SGU and Concat. methods.

GenCorpus corpora, (2) LM fine-tuning: we fine-
tune the LMs on the IEST dataset, with 2 different
ways. The first one is simple fine-tuning, while the
second one is our simplified gradual unfreezing
(SGU) technique. (3) LM transfer: We now have
6 LMs, fine-tuned on the IEST dataset. We trans-
fer their weights to our final emotion classifier, we
add attention to the LSTM layers and we experi-
ment again with our 2 ways of fine-tuning and the
concatenation method proposed in Sec. 4.3.

In Table 3 we present all possible combinations
of transferring the P-LM to the IEST task. We
observe that SGU consistently outperforms Sim-
ple Fine-Tuning (Simple FT). Due to the difficulty
in running experiments for all possible combina-
tions, we compare our best approach, namely SGU
+ Concat., with P-LMs trained on our three un-
labeled Twitter corpora, as depicted in Table 4.
Even though EmoCorpus contains less training ex-
amples, P-LMs trained on it learn to encode more
useful information for the task at hand.

5.4 Ensembling

Our submitted model is an ensemble of the mod-
els with the best performance. More specifically,
we leverage the following models: (1) TL of pre-
trained word embeddings, (2) TL of pretrained
sentiment classifier, (3) TL of 3 different LMs,
trained on 2M, 4M and 5M respectively. We use
Unweighted Average (UA) ensembling of our best

62

Model Fl1
Bag of Words (BoW) 0.601
Bag of Embeddings (BoE) 0.605
P-Emb 0.668
P-Sent 0.671
P-LM 0.675
P-Emb + bidir. 0.684
P-Sent + bidir. 0.674
P-LM + SGU 0.679
P-LM + SGU + Concat. 0.682
Ensembling (UA) P-Emb + P-Sent | 0.684
Ensembling (UA) P-Sent + P-LM 0.695
Ensembling (UA) P-Emb + P-LM | 0.701
Ensembling (MV) All 0.700
Ensembling (UA) All 0.702

Table 5: Results of our experiments when tested
on the evaluation (dev) set. BoW and BoE are
our baselines, while P-Emb, P-Sent and P-LM our
proposed TL approaches. SGU stands for Sim-
plified Gradual Unfreezing, bidir. for bi-LSTM,
Concat. for the concatenation method, UA for Un-
weighted Average and MV for Majority Voting en-
sembling.

models from all aforementioned approaches. Our
final results on the evaluation data are shown in
Table 5.

5.5 Discussion

As shown in Table 5, we observe that all of our
proposed models achieve individually better per-
formance than our baselines by a large margin.
Moreover, we notice that, when the three mod-
els are trained with unidirectional LSTM and the
same number of parameters, the P-LM outper-
forms both the P-Emb and the P-Sent models. As
expected, the upgrade to bi-LSTM improves the
results of P-Emb and P-Sent. We hypothesize that
P-LM with bidirectional pretrained language mod-
els would have outperformed both of them. Fur-
thermore, we conclude that both SGU for fine-
tuning and the concatenation method enhance the
performance of the P-LM approach. As far as the
ensembling is concerned, both approaches, MV
and UA, yield similar performance improvement
over the individual models. In particular, we no-
tice that adding the P-LM predictions to the en-
semble contributes the most. This indicates that P-
LMs encode more diverse information compared
to the other approaches.



6 Conclusion

In this paper we describe our deep-learning meth-
ods for missing emotion words classification, in
the Twitter domain. We achieved very competitive
results in the IEST competition, ranking 37%/30
teams. The proposed approach is based on an
ensemble of Transfer Learning techniques. We
demonstrate that the use of refined, high-level fea-
tures of text, as the ones encoded in language mod-
els, yields a higher performance. In the future,
we aim to experiment with subword-level mod-
els, as they have shown to consistently face the
OOV words problem (Sennrich et al., 2015; Bo-
janowski et al., 2016), which is more evident in
Twitter. Moreover, we would like to explore other
transfer learning approaches.

Finally, we share the source code of our mod-
els !, in order to make our results reproducible and
facilitate further experimentation in the field.
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Abstract

Sentiment analysis models often rely on
training data that is several years old. In
this paper, we show that lexical features
change polarity over time, leading to de-
grading performance. This effect is par-
ticularly strong in sparse models relying
only on highly predictive features. Using
predictive feature selection, we are able to
significantly improve the accuracy of such
models over time.

1 Introduction

Sentiment analysis models often rely on data that
is several years old. Such data, e.g., product
reviews, continuously undergo shifts, leading to
changes in term frequency, for example. We also
observe the emergence of novel expressions, as
well as the amelioration and pejoration of words
(Cook and Stevenson, 2010). Such changes are
typically studied over decades or centuries; how-
ever, we hypothesize that change is continuous,
and small changes can be detected over shorter
time spans (years), and that their cumulation can
influence the quality of sentiment analysis mod-
els. In this paper, we analyze temporal polarity
changes of individual features using product re-
views data. Additionally, we show that predictive
feature selection, trying to counteract shifts in po-
larity, significantly improves model accuracy over
time.

Contributions First, we show deterioration of
sentiment analysis model performance over time.
We propose rank-based metrics for detecting po-
larity shifts and identify several examples of lexi-
cal features that exhibit temporal drift in our data.
Finally, we use our findings to design a predictive
feature selection scheme, based on expected polar-
ity changes, and show that models using predictive

Sample positive review:

”Grand daughters really like this movie. Good
clean movie for all ages. Would recommend for
everyone. Good horse movie for girls.”

Sample negative review:

”Not what I expected. Very cheap and chintzy
looking for the price. Certainly did not look like a
wallet. Very disappointed in the quality.”

Figure 1: Examples of reviews

feature selection perform significantly better than
models that simply rely on the most predictive fea-
tures across the training data without estimating
temporal shifts.

Training data
Runs 1 2 3

2001-2004  0.858 0.855 0.863 0.859
2008-2011  0.877 0.873 0.878 0.877

Model accuracy

Mean

Table 1: Classifier accuracy deterioration when
using older and newer training sets. Models were
trained using random independent data subsets
from periods 2001-2004 or 2008-2011 and tested
using random independent subsets from 2012-
2014. Subset size: K = 40,000 with 80/20 split.

2 Sentiment analysis models get worse
over time

One way we may observe polarity shifts over time
is when we see models trained on older data per-
form worse than models trained on more recent
data. Or, equivalently, by seeing performance
degradations over time.

The Amazon product review data, which we
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will use in our experiments, is a collection of
user product reviews and meta-data crawled from
Amazon.com, consisting of 82 million reviews
and spanning May 1996 until July 2014 (He and
McAuley, 2016; McAuley et al., 2015). Previous
work already preprocessed the dataset, removing
duplicates and boiler plates. We sample large sub-
samples of reviews per year from the original data
set () = 40000). Only years 2001 to 2014 were
used in this project, as the samples from earlier
years were of insufficient size.

Following previous work (Blitzer et al., 2007),
we map the user-provided sentiment annotations,
ranging from 1 star to 5 stars, into binary labels,
where 3 stars and less are replaced by negative
class labels, indicating negative or critical review,
and 4 or more stars were considered positive re-
views and associated with a positive class label.

Experiments with off-the-shelf classifiers In
our first set of experiments, we train logistic re-
gression models on data from 2001-2004 and on
data from 2008-2011, and test their accuracy on
random test samples from years 2012 to 2014. Our
results show that models trained on older data per-
formed noticeably worse than models trained on
data from years 2008-2011 (see Table 1). The
mean accuracies, obtained by averaging accura-
cies of models trained on three independently se-
lected samples, were 0.859 for models trained on
reviews from 2001-2004, and 0.877 for models
trained on reviews from 2008-2011, i.e., an aver-
age absolute 2% decrease in accuracy.

This model deterioration over time could be at-
tributed to a decrease in vocabulary overlap — as
measured by, for example, the Jaccard similarity
coefficient over unigrams and bigrams. To mea-
sure possible influence of this factor, we moni-
tor the Jaccard index of unigram and bigram fea-
tures that occur at least 5 times in the data sets:
The average Jaccard indices between training and
test data were 0.112 for 2001-2004 and 0.154 for
2008-2011." Since the difference is minor, we hy-
pothesize that temporal shifts in polarity are re-
sponsible for at least some of the drops in model
performance over time. We confirm this hypoth-
esis below by monitoring performance over time
with a fixed feature set (fixing also the Jaccard in-
dex).

!The relatively low values are due to training and test sets
being of different sizes, 32000 and 8000 respectively.
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2.1 Experiments with a fixed feature set

The purpose of our second set of experiments is
again to see how accuracy changesover time with
models being trained on ’older’ and ’newer’ data
subsets, but on identical feature sets. Similar to
the above experiments, years 2001 to 2004 were
selected as our older training data subsets, and
years 2008 to 2011 were selected as our newer
data. We again sample 40, 000 reviews per year
and create 80/20 train-test splits. The experiment
was repeated three times with new samples to ob-
tain the average accuracies seen below in Figure 2.
The fixed feature set used was obtained by select-
ing the 5,000 most frequent unigrams and bigrams
present in the training data for year 2001.We use
simple count vectors to represent the reviews.

The deterioration of performance over time is
clearly visible from the plot in Figure 2, by look-
ing at the gap between the red and the green scatter
points. We believe these results support our hy-
pothesis that over time, the polarities of individ-
ual features may change, and the cumulation of
such changes significantly influences performance
of sentiment classifiers.

Accuracy difference between 'older' and 'newer' models
:

T T
I Trained on: 2001-2004
I Trained on: 2008-2011

Mean accuracy
o o
© ©
wu (o))
@wee o0®
©O ®e
[ ]

0.84 |

0.83
2011

L L
2013 2014

Tested on year

.
2012 2015

Figure 2: Each dot represents the average accuracy
of the model trained on data from year x, where
y € [2001,..,2004, 2008, ..,2011], and tested on
year x, where = € [2012,2013,2014]. All possi-
ble combinations were run 3 times with different
random yearly subsets to compute the average ac-
curacies presented in the figure.

3 Polarity shifts

In this section, we look at individual features in or-
der to detect examples of polarity shifts, i.e., ame-
lioration or pejoration over time. We do so by an-
alyzing the weights of classifiers trained on differ-
ent years. As in our previous experiments, we use



logistic regression classifiers trained with ¢ regu-
larization penalties. For each year in the interval
2001 to 2014, we training a classifier on a training
set of 32,000 randomly sampled reviews, and we
then inspect the coefficients associated with par-
ticular lexical features. These values measure the
impact of lexical features on the final predictions
of the models; high coefficients associate lexical
features with positive sentiment, and low (neg-
ative) coefficients associate lexical features with
high negative sentiment.

Logistic regression coefficients are not compa-
rable across models, though, because of different
scales, and one option would therefore be to use
Min-Max scaling to transform coefficient values
to the interval [1, 0] for positive values and [0, —1]
for negative values. We use such scaling later in
the paper; however, for robustly detecting polarity
shifts, we instead propose using feature polarity
rankings. Such ranking is done by ordering fea-
tures by their respective coefficients and assign-
ing a rank to each feature. The highest coeffi-
cient is rank 1, the second highest rank 2, and so
on. This allows us to make direct comparisons be-
tween several models trained on different subsets
of data.

Year  Positive feature polarity rank
“highly’ ’great” ’incredible’

2001 1 11 9
2002 4 11 10
2003 4 6 57
2004 1 6 40
2005 3 4 50
2006 3 1 173
2007 6 1 137
2008 3 2 126

Table 2: Example feature ranks obtained by train-
ing a logistic regression classifier on 32,000 re-
views from each year.

Due to the exponential distribution of coeffi-
cient values, as seen in Figure 3, a cap on maxi-
mal rank is placed such that maz{rank} < 3x f,
where f is the number of positive (or negative)
features. If ranks would be uncapped, even the
slightest decrease in coefficient value would dis-
proportionately increase feature ranks. As a re-
sult, rank and rank averages (used in predictive
feature selection) would be much more influenced
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by randomness of logistic regression, and hence,
less interpretable. We argue that shifts in polarity
are more precisely measured this way.

Coeficient (MinMax scaled)

L . . . . .
40 50 60 70 80 90
Feature rank

.
30

I
20

Figure 3: Distribution of coefficient values of 100
most positive and negative features obtained from
models trained on data subsets from years 2001 to
2014. Coefficient values were scaled using Min-
Max.

Using the feature polarity ranking described
above, we analyze what shifts occur in individ-
ual unigrams and bigrams. To do so, we again
use random data subsets of 40,000 reviews and
80/20 splits. For each year spanning 2001 to 2014,
we again generate three independent subsets to al-
low for more robust results and less randomness
caused by logistic regression. Each subset is used
to train a classifier, and we compute the polarity
ranks of all lexical features.

Once we have established the ranks of lexical
features, we use linear regression to estimate the
degree to which polarity has changed. Using the
p value of such a linear fit, we filter out non-
significant changes where p > 0.05. See Figure
4 for examples of significant polarity shifts.

4 Models that are robust over time

Based on our previous findings that sentiment
analysis models deteriorate over time, as training
data sets get older, combined with observing sig-
nificant changes in the polarity of lexical features,
we hypothesize, that predictive feature selection
can, to some extent, counteract the negative effects
of polarity shift. In our final set of experiments, we
perform predictive feature selection using polarity
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2 unigrams, where significant degradation in pos-

itivity was observed. Each color represents an in-
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subsets of reviews.

rank predictions to select features based on their
expected polarity.

We use two methods for predictive feature se-
lection, both relying on the predicted rate (or
slope) of change in polarity and a metric of signif-
icance that serves as a filtering mechanism. The
methods used are:

¢ Difference of means: This method uses two
mean polarity ranks - initial and final, to de-
termine rate of change in feature polarity, and
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whether the change is significant. Initial and
final mean ranks are calculated using polarity
ranks from individual years (i.e. how feature
ranked in polarity as determined by model
trained on data from that year). In our case,
the training data spans 2001-2008 and differ-
ence of means uses years 2001-2003 for the
initial mean rank and 2006-2008 for the fi-
nal mean rank. Furthermore, each feature to
be included has to pass the following signifi-
cance test:

mean(06—08)—mean(01—03)
’ mean(01—03) | > 0.05

The exact value can optionally be determined

by experimentation, however in this experi-

ment the significance threshold was set to 5%

of the initial rank.

Linear regression: We use linear regression
to find the trend line of the feature polarity
rank and use that in the decision process. As
in previous method, yearly polarity ranks are
used, however, instead of using only initial or
final years we use the whole span of training
data to obtain a linear fit. The p-value calcu-
lated during the fit is used as the significance
threshold, where p < 0.05, for the feature
polarity shift to be considered significant.

Using the methods described above, if signifi-
cant temporal shift in polarity occurs, we obtain
an expected rank for each such feature. This infor-
mation is then used in predictive feature selection
that is identical with both methods. First, a feature
set of fixed size K (e.g. K positive and K negative
features) is created by looking at features that have
the best average rank. Additionally, an extended
supplement feature set is made of features that are
in the next best category (i.e. mean rank K + 1
to mean rank 3K). This next best feature set is
then analyzed by one of the predictive methods de-
scribed above, and expected rank is determined for
features with significant temporal polarity shift.
The results of such analysis are ordered from the
most polar expected rank to the least polar, while
any result where the expected rank is larger than
the fixed size K is ignored. The next step is to
analyze the K -sized original feature set using the
same method. Results are then ordered in inverse
order, so that features expected to be least polar are
first, while also, any feature that is expected to re-
main polar (i.e. feature_rank < K) is ignored.



This new smaller set of features is then read from
least polar expected rank, and while there is a fea-
ture in the next best set we make a switch. Simply
put, this procedure eliminates features predicted to
lose polarity and features predicted to gain most
polarity are included instead. Experiments show
that number of features switched changes based
on parameters (i.e. p-values, size of K, etc.) from
around 10% of the feature set for K = 100 to 30%
for K = 300.

4.1 Experiments

In the first experiment with temporally robust
models, we used the difference of means to imple-
ment predictive feature selection. The data used to
create baseline accuracy was a random subset of R
reviews, where, again, R = 40, 000 reviews were
selected uniformly at random from years 2001 to
2008. After using 80/20 splits, a subset of 32,000
reviews was used to train a logistic regression clas-
sifier, and following the training, K most negative
and K most positive features were selected. In
contrast to the baseline model, the temporally ro-
bust model used the difference of means method
to select K negative and K positive features using
predictive feature selection described in the sec-
tion above. This setup was run 3 times with dif-
ferent random subsets of data for both the baseline
and the temporally robust model. The result ob-
tained from the runs can be seen below in Figure
5 and Table 3.

Average model accuracies using 200 features

Test years Baseline Temp. robust
2010 0.828 0.834
2011 0.821 0.825
2012 0.834 0.839
2013 0.845 0.847
2014 0.845 0.85

Table 3: Each value in the table represents an av-
erage accuracy of either a baseline or a temporally
robust model tested on a data set of 8,000 reviews
from the designated year. Each average is made
over 3 experimental runs using different random
subsets as training and test data (with no overlap
between training and test). Every model used 100
positive and 100 negative features (i.e. K = 100).
The predictive feature selection was implemented
using the difference of means method.
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Model accuracies: 200 most polar
features from 01-08 (Rank, difference of
means)
Accuracy difference
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Figure 5: The figure contains results from both the
baseline and the temporally robust models trained
with 200 features on 32,000 reviews. Upper part
of the figure depicts model accuracies for all tested
years and all 3 experimental runs; the lower part
shows the average accuracy for each tested year.
The difference of means method was used for pre-
dictive feature selection.

In this particular experiment X = 100 (i.e. 200
features in total), however, identical experiments
were run also with K = 200 and K = 400 (see
Figure 6). The results indicate that with the num-
ber of features limited to 200, the predictive fea-
ture selection on average outperforms our base-
line model by a significant margin across all tested
years, i.e. 2010 to 2014.



Model accuracies: 800 most polar
features from 01-08 (Rank, difference of
means)
Accuracy difference
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Figure 6: The figure contains results from both the
baseline and the temporally robust models trained
with 800 features on 32,000 reviews. Upper part
of the figure depicts model accuracies for all tested
years and all 3 experimental runs; the lower part
shows the average accuracy for each tested year.
The difference of means method was used for the
predictive feature selection.

As can be seen above in Figure 6, significantly
increased performance is present even in models
that use increased number of features, i.e. from
K =100 to K = 400. Such a result suggests that
predictive feature selection increases performance
even when more features are used, and not only in
the extremely sparse model with 200 features.
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Model accuracies: 800 most polar
features from 01-08 (Rank, pval +
linregress)
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Figure 7: The figure contains results from both the
baseline and the temporally robust models trained
with 800 features on 32,000 reviews. Upper part
of the figure depicts model accuracies for all tested
years and all 3 experimental runs; the lower part
shows the average accuracy for each tested year.
The linear regression method with p-value filtering
was used for the predictive feature selection.

Furthermore, additional experiment with an
identical experimental setup (K = 400) was per-
formed; however, the predictive feature selection
was implemented using linear regression method
with p-value filter, as described above in the pa-
per. Results, seen in Figure 7, clearly show that
this method also performs better than the baseline
approach consisting of selecting only most polar



features based on training data. In general, both
methods - difference of means and linear regres-
sion with p-value filter - achieve a similar perfor-
mance, which is consistently better than our base-
line model for all tested years and all tested num-
bers of features, i.e. K € [100, 200, 400].

5 Conclusion

Large data sets for sentiment analysis are costly
to create and are quite commonly a few years old.
The performance of classifiers trained on such data
sets decreases over time, as the interval between
creations of test and training sets expands. This
is, in part, due to a cumulative effect of individual
lexical features going through amelioration, or pe-
joration, which significantly changes their polarity
over time. We call this effect for temporal polarity
shift.

To counter effects of these shifts, and improve
the overall performance of a classifier, we devised
two methods that allow us to predict the expected
feature polarity. Using these methods, we imple-
mented predictive feature selection, an approach,
especially beneficial for sparse models, that se-
lects a better feature set for the classifier using
the expected polarity, rather than using the current
most polar features in the training data. Tempo-
rally robust models, i.e., the models using predic-
tive feature selection, consistently achieve better
accuracy than the baseline models, which suggest
that negative effects of temporal polarity shifts can
be countered to some degree.
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Abstract

Bipolar disorder, an illness characterized by
manic and depressive episodes, affects more
than 60 million people worldwide. We present
a preliminary study on bipolar disorder pre-
diction from user-generated text on Reddit,
which relies on users’ self-reported labels. Our
benchmark classifiers for bipolar disorder pre-
diction outperform the baselines and reach ac-
curacy and Fl-scores of above 86%. Feature
analysis shows interesting differences in lan-
guage use between users with bipolar disor-
ders and the control group, including differ-
ences in the use of emotion-expressive words.

1 Introduction

World Health Organization’s 2017 and Wykes et al.
(2015) report that up to 27% of adult population
in Europe suffer or have suffered from some kind
of mental disorder. Unfortunately, as much as 35—
50% of those affected go undiagnosed and receive
no treatment for their illness. To counter that, the
WHO'’s Mental Health Action Plan’s (Saxena et al.,
2013) lists as one of its main objectives the gather-
ing of information and evidence on mental condi-
tions. At the same time, analysis of texts produced
by authors affected by mental disorders is attracting
increased attention in the natural language process-
ing community. The research is geared toward a
deeper understanding of mental health and the de-
velopment of models for early detection of various
mental disorders, especially on social networks.
In this paper we focus on bipolar disorder, a
complex psychiatric disorder manifested by uncon-
trolled changes in mood and energy levels. Bipolar
disorder is characterized by manic episodes, during
which people feel abnormally elevated and ener-
gized, and depression episodes, manifested in de-
creased activity levels and a feeling of hopelessness.
The two phases are recurrent and differ in intensity

72

and duration, greatly affecting the person’s capac-
ity to carry out daily tasks. Bipolar disorder affects
more than 60 million people, or almost 1% of the
world population (Anderson et al., 2012). The sui-
cide rate in patients diagnosed with bipolar disorder
is more than 6% (Nordentoft et al., 2011). There is
thus a clear need for the development of systems
capable of early detection of this illness.

As a first step toward that goal, in this paper
we present a preliminary study on bipolar disor-
der prediction based on user-generated texts on
social media. The main problem in detecting men-
tal disorders from user-generated text is the lack
of labeled datasets. We follow the recent strand
of research (Gkotsis et al., 2016; De Choudhury
et al., 2016; Shen and Rudzicz, 2017; Gjurkovic¢
and §najder, 2018) and use Reddit as a rich and di-
verse source of high-volume data with self-reported
labels. Our study consists of three parts. First, we
test benchmark models for predicting Reddit users
with bipolar disorder. Second, we carry out a fea-
ture analysis to determine which psycholinguistic
features are good predictors of the disorder. Lastly,
acknowledging that emotional swings are the main
symptom of the disorder, we analyze the emotion-
expressive textual features in bipolar disorder users
and the non-bipolar control group of users.

2 Related Work

Psychologist have long studied the language
use in patients with mental disorders, including
schizophrenia (Taylor et al., 1994), suicidal tenden-
cies (Thomas and Duszynski, 1985), and depres-
sion (Schnurr et al., 1992). Lately, computer-based
analysis with LIWC (Linguistic Inquiry and Word
Count) (Pennebaker et al., 2001) resource was used
to extract features for various studies regarding
mental health (Pennebaker and King, 1999). For
example, Stirman and Pennebaker (2001) found
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the increased use of the first-person singular pro-
nouns (I, me, my) in poems to be a good predictor
of suicidal behavior, while Rude et al. (2004) de-
tected an excessive use of the pronoun / in essays
of depressed psychology students. In a recent study,
however, Tackman et al. (2018) suggest that first-
person singular pronouns may be better viewed as a
marker of general distress or negative emotionality
rather than as a specific marker of depression.

A number of studies looked into the use of
emotion-expressive words. Rude et al. (2004)
found that currently depressed students used more
negative emotion words than never-depressed stu-
dents. Halder et al. (2017) tracked linguistic
changes of social network users over time to un-
derstand the progression of their emotional status.
Kramer et al. (2004) found that conversations in
bipolar support chat rooms contained more posi-
tively valence words and slightly more negatively
valenced emotions than casual conversations.

Much recent work has leveraged social media as
a source of user-generated text for mental health
profiling (Park et al., 2012). Most studies used
Twitter data; e.g., De Choudhury et al. (2013) pre-
dicted depression in Twitter users, while CLPsych
2015 shared task (Coppersmith et al., 2015b) ad-
dressed depression and post-traumatic stress disor-
der (PTSD). Bipolar disorder on Twitter is usually
classified alongside other disorders. E.g., Copper-
smith et al. (2014, 2015a) achieved a precision
of 0.64 at 10% false alarms, while Benton et al.
(2017) used multi-task learning and achieved an
AUC-score of 0.752.

Reddit has only recently been used as a source
for the analysis of mental disorders. Gkotsis et al.
(2016) analyzed the language in different subred-
dits related to mental health, and showed that lin-
guistic features such as vocabulary use and sen-
tence complexity vary across different subreddits.
De Choudhury et al. (2016) explored the meth-
ods for automatic detection of individuals which
could transit from mental health discourse to sui-
cidal ideas. Shen and Rudzicz (2017) used topic
modeling, LIWC, and language models to predict
whether a Reddit post is related to anxiety. To
our knowledge, there is no previous study on the
analysis of bipolar disorder of Reddit users.

3 Dataset

Reddit is one of the largest social media sites in the
world, with more than 85 million unique visitors
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per month.! Reddit is suitable for our study not
only because of its vast volume, but also because it
offers user anonimity and covers a wide range of
topics. Registered users can anonymously discuss
various topics on more than 1 million subpages,
called “subreddits”. A considerable number of
subreddits is dedicated to mental health in general,
and to bipolar disorder in particular. All comments
between 2005 and 2018 (more than 3 billion) are
available as a Reddit dump database via Google
Big Query, which we used to obtain the data.

Bipolar disorder users. To obtain a sample of
users with bipolar disorder, we first retrieved all
subreddits related to the disorder, i.e., bipolar, bipo-
lar2, BipolarReddit, BipolarSOs, bipolarart, as
well as the more generic mentalhealth subreddit.
Then, following Beller et al. (2014) and Copper-
smith et al. (2014), we looked for self-reported
bipolar users by searching in the user’s comments
for the string “I am diagnosed with bipolar” and
its paraphrased versions. In addition, following
Gjurkovi¢ and Snajder (2018), we inspect users’
flairs — short descriptive texts that the users can set
for certain subreddits to appear next to their names.
While a flair is not mandatory, we found that many
users with bipolar disorder do use flairs on mental
health subreddits to indicate their disorder.

The acquisition procedure yielded a set of 4,619
unique users with self-reported bipolar disorder.
The users generated around 5 million comments,
totaling more than 163 million tokens. To get an
estimate of labeling quality, we randomly sampled
250 users and inspected their labels and text. As we
found no false positives (i.e., all 250 users report on
being diagnosed a bipolar disorder), we gauge that
the dataset is of high precision. The true precision
of the dataset depends, of course, on the veracity
of the self-reported diagnosis.

To make the subsequent analysis reliable and un-
biased, we decided to additionally prune the dataset
as follows. To mitigate the topic bias, we removed
all comments by bipolar disorder users on bipolar
subreddits, as well as on the general mental health
subreddit. Additionally, any comment on any sub-
reddit that mentions the words bipolar or BP (case
insensitive) was also excluded. Finally, to increase
the reliability, we retained in our dataset only the
users who, after pruning, have at least 1000 word
remaining. The final number of users in our dataset
is 3,488.

'https://www.alexa.com/siteinfo/reddit.com



Category # bipolar  # control
Animals 397 898
AskReddit 1797 2767
Gaming 489 1501
Jobs and finance 293 586
Movies/music/books 502 1606
Politics 332 2445
Religion 264 700
Sex and relationships 948 1000
Sports 156 785
All 3488 3931
Table 1: The number of unique bipolar disorder and

control group users broken down by topic categories

Control group. The control group was sampled
from the general Reddit community, serving as a
representative of the mentally healthy population.
To ensure that the topics discussed by the control
group match those of bipolar disorder users, we
sampled users that post in subreddits often visited
by bipolar disorder users (i.e., subreddits where
posting frequency of bipolar disorder users was
above the average). To also ensure that the control
group is representative of the mentally healthy Red-
dit population, we removed all users with more than
1000 words on mental health related subreddits. As
before, we only retained users that had more than
1000 words in all of their comments. The final num-
ber of users in the control group is 3,931, which
is close to the number of bipolar users, with the
purpose of having a balanced dataset. The total
number of comments is about 20 million, which is
four times more than for the bipolar disorder users.

Topic categories. Topic of discussion may af-
fect the language use, including the stylometric
variables (Mikros and Argiri, 2007), which means
that topic distribution may act as a confounder in
our analysis. To minimize this effect, we split the
dataset into nine topic categories, each consisting
of a handful of subreddits on a similar topic. Table 1
shows the breakdown of the number of unique users
from both groups across topic categories. AskRed-
dit is the biggest subreddit and not bound to any
particular topic; in this category, we also add other
subreddits covering a wide range of topics, such as
CasualConversation and Showerthoughts. To be
included in a category, the user must have had at
least 1000 words on subreddits from that category.

4 Bipolar Disorder Prediction

Feature extraction. For each user, we extracted
three kinds of features: (1) psycholinguistic fea-
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tures, (2) lexical features, and (3) Reddit user fea-
tures. For the psycholinguistic features, in line
with much previous work, we used LIWC (Pen-
nebaker et al., 2015), a widely used tool in predict-
ing mental health, which classifies the words into
dictionary-defined categories. We extracted 93 fea-
tures, including syntactic features (e.g., pronouns,
articles), topical features (e.g., work, friends), and
psychological features (e.g., emotions, social con-
text). In addition to LIWC, we used Empath (Fast
et al., 2016), which is similar to LIWC but cate-
gorizes the words using similarities based on neu-
ral embeddings. We used the 200 predefined and
manually curated categories, which Fast et al. have
found to be highly correlated with LIWC categories
(r=0.906).

The lexical features are the tf-idf weighted bag-
of-words, stemmed using Porter stemmer from
NLTK (Bird et al., 2009). Finally, Reddit user
features are meant to model user’s interaction pat-
terns. These include post-comment ratio, the num-
ber of gilded posts (posts awarded with money by
other users), average controversiality, the average
difference between ups and downs on user’s com-
ments and the time intervals between comments
(the mean, median, selected percentiles, and the
mode).

Experimental setup. We frame bipolar disorder
prediction as a binary classification task, using the
above-defined features and three classifiers: a sup-
port vector machine (SVM), logistic regression,
and random forest ensemble (RF). We evaluated
our models and tune the hyperparameters using
10x5 nested cross validation. To mitigate for class
imbalance, we use class weighting when train-
ing classifiers on the dataset split into categories.
As baselines, we used a majority class classifier
(MCC) for evaluating the accuracy score and a ran-
dom classifier with class priors estimated from the
training set for evaluating the F1-score (F1-score
is undefined for MCC). For implementation, we
used Scikit-learn (Pedregosa et al., 2011). We use a
two-sided t-test for all statistical significance tests
and test at p<0.001 level.

Results. Table 2 shows the accuracy and F1-
scores for the different classifiers. Random forest

2Users with bipolar disorder often experience sleep distur-
bance, which can make their usage patterns deviate from that
of other users. Unfortunately, timestamps in Big Query are in
UTC, not in users’ local times, thus determining the time zone
would require geolocalization. We leave this for future work.



Acc F1
MCC 0.529 -
Random 0.546 0.453
SVM 0.865 0.853
LogReg 0.866 0.849
RF 0.869 0.863

Table 2: Prediction accuracy and F1-scores

LIWC Empath Tf-idf All
SVM 0.837 0.782 0.865 0.838
LogReg  0.841 0.819 0.866 0.862
RF 0.829 0.825 0.869 0.869

Table 3: Prediction accuracy for the different models
and feature sets

classifier achieved the best results, with accuracy
of 0.869 and an F1-score of 0.863. All models out-
perform the baseline accuracies of 0.529 and 0.546,
and the baseline F1-score of 0.453.

Table 3 shows the accuracy of the models us-
ing different feature sets. We observe two trends:
Empath generally performs worse than LIWC, and
tf-idf features perform better than LIWC. How-
ever, looking at the scores of the random forest
classifier as the best model, we find that there is
no significant difference between LIWC and Em-
path. Tf-idf does perform significantly different
than both LIWC and Empath, while all features
combined (including Reddit user features) do not
differ from tf-idf alone. We speculate that tf-idf
might yield better results in this case because essen-
tially all the words that LIWC and Empath detect
also exist as individual features in tf-idf. Similarly,
Coppersmith et al. (2014) achieve better results
using language models than LIWC, arguing that
many relevant text signals go undetected by LIWC.

Finally, Table 4 shows the accuracy across topic
categories for the MCC baseline and the best classi-
fier in each category. Our models outperform MCC
in all categories, and the differences are significant
for all categories except Sports.

5 Feature Analysis

We analyze the merit of the psycholinguistic fea-
tures using a two-sided t-test, with the null hypothe-
sis of no difference in feature values between users
with bipolar disorder and control users. The lower
the p-value, the higher the merit. We analyzed the
features separately on the entire dataset and on the
dataset split into categories.
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MCC  Our models
Animals 0.693 0.807*
AskReddit 0.606 0.856*
Gaming 0.754 0.777*
Jobs and finance 0.665 0.752*
Movies/music/books  0.761 0.817*
Politics 0.880 0.882*
Religion 0.724 0.784*
Sex and relationships ~ 0.513 0.801%*
Sports 0.832 0.837

Table 4: Accuracy of the MCC baseline and our mod-
els across topic categories. Accuracies marked with “*”
are significantly different from the baseline.

Between-group analysis. Ten LIWC features
with the lowest p-value on the entire dataset are
presented in Table 5, together with feature value
means for the two groups. The values in the table
are percentages of words in text from each category,
except Authentic and Clout, which are “summary
variables” devised by Pennebaker et al. (2015). Per-
sonal pronouns, especially the pronoun /, are used
more often by bipolar disorder users. This obser-
vation is in accord with past studies on language
of depressed people, which we can compare to be-
cause a bipolar depressive episode is almost iden-
tical to major depression (Anderson et al., 2012).
Coppersmith et al. (2014) also report a significant
difference in the use of I between Twitter users
with bipolar disorder and the control group. The
Authentic feature of Newman et al. (2003) reflects
the authenticity of the author’s text: a higher value
of this feature in bipolar disorder users may perhaps
be explained by them speaking about personal is-
sues more sincerely, though further research would
be required to confirm this. We also observe a
higher use of words associated with feelings (feel),
health, and biological processes (bio). Kacewicz
et al. (2014) argue that pronoun use reflects stand-
ings in social hierarchies, expressed through Clout
and power features: we observe a lower use of
these words in users with bipolar disorder, which
might indicate they think of themselves as less valu-
able members of society. The analysis of Empath
features yielded similar findings: health, content-
ment, affection, pain, and nervousness have higher
values in users with bipolar disorder.

Per-category analysis. Significant features in
specific categories follow a pattern similar to the
features on the complete dataset. Pronoun / is sta-
tistically significant in all of the categories, as well
as features Clout and Authentic.



Feature bipolar 4 control p
Authentic 52.65 32.92
ppron 10.69 8.66
i 5.84 3.38
health 0.96 0.50
feel 0.69 0.48
power 2.11 2.58
pronoun 16.87 14.86
bio 2.65 1.90
Clout 48.51 58.03
article 5.88 6.55

Table 5: Mean values of most significant LIWC fea-
tures for both groups

Bipolar Control
posemo  3.899 £ 1.02 3.442+0.78
negemo 2.432 +0.67 2.569 £ 0.70
anxiety 0.367 £0.19  0.266 £ 0.10
anger 0.818 £0.39 1.128 £0.52
sad 0.455+0.21 0.363 £0.11
affect 6.415+ 122 6.074 +1.12

Table 6: Means and standard deviations of LIWC emo-
tion categories for bipolar and control group

6 Emotion Analysis

As emotional swings are of the main symptoms
of bipolar disorder, we expect that there will be
a difference in the use of emotion words between
users with bipolar disorder and the control group.
We report the results for LIWC, as Empath gave
very similar results.

Between-group differences. Table 6 shows
means and standard deviations of the values of six
LIWC emotion categories (posemo, negemo, anxi-
ety, anger, sad, and affect) for the users with bipo-
lar disorder and the control group. Users with bipo-
lar disorder use significantly more words linked
with general affect. Furthermore, we observe in-
creased use of words related to sadness, while the
control group uses more anger-related words. The
results for sadness are in line with previous work
on depressed authors. In addition, we find signif-
icant use of anxiety words in users with bipolar
disorder, similar to the findings of Coppersmith
et al. (2014). Surprisingly, we find that users with
bipolar disorder use more positive emotion words
than the control group. This is in contrast to find-
ings of Rude et al. (2004), who report no statistical
significance in the use of positive emotion words in
depressed authors. We speculate that this difference
may be due to the characteristics of manic episodes,
which do not occur in clinically depressed people.
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Bipolar  Control  p-value
posemo  0.00272*  0.00166  0.00272
negemo  0.00583*  0.00379  0.00583
anxiety  0.00765*  0.00627  0.00765
anger 0.01745 0.01422  0.01745
sadness  0.00695*  0.00572  0.00695

Table 7: Averages of standard deviations in the use

of emotion-expressive words for the two groups. All
differences are significant except for “anger”.

Per-category differences. The difference be-
tween users with bipolar disorders and the control
group in AskReddit, Animals, Movies/music/books,
and Sex and relationships categories is significant
in words related to sadness, anxiety, anger, and
positive emotions. However, there is no significant
difference in positive and negative emotions in cat-
egories Jobs and Politics, while Sports, Gaming,
and Religion differ only in positive emotions.

User-level variance. We hypothesize that, due
to the alternation of manic and depressive episodes,
users with bipolar disorder will have a higher vari-
ance across time in the use of emotion words than
users from control group. To verify this, we ran-
domly sampled 100 users with bipolar disorder and
100 control users from all the users in our dataset
with more than 100K words and split their com-
ments into monthly chunks. For each of the 200
users, we calculated the LIWC features for each
month and computed their standard deviations. We
then measured the difference between standard de-
viations for the two groups. Table 7 shows the re-
sults. We find that bipolar users have significantly
more variance in most emotion-expressive words,
which confirms our hypothesis.

7 Conclusion

We presented a preliminary study on bipolar dis-
order prediction from user comments on Reddit.
Our classifiers outperform the baselines and reach
accuracy and Fl-scores of above 86%. Feature
analysis suggests that users with bipolar disorder
use more first-person pronouns and words associ-
ated with feelings. They also use more affective
words, words related to sadness and anxiety, but
also more positive words, which may be explained
by the alternating episodes. There is also a higher
variance in emotion words across time in users
with bipolar disorder. Future work might look into
the linguistic differences in manic and depressive
episodes, and propose models for predicting them.
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Abstract

Ideological leanings of an individual can of-
ten be gauged by the sentiment one expresses
about different issues. We propose a sim-
ple framework that represents a political ide-
ology as a distribution of sentiment polarities
towards a set of topics. This representation
can then be used to detect ideological leanings
of documents (speeches, news articles, etc.)
based on the sentiments expressed towards dif-
ferent topics. Experiments performed using a
widely used dataset show the promise of our
proposed approach that achieves comparable
performance to other methods despite being
much simpler and more interpretable.

1 Introduction

The ideological leanings of a person within the
left-right political spectrum are often reflected by
how one feels about different topics and by means
of preferences among various choices on partic-
ular issues. For example, a left-leaning person
would prefer nationalization and state control of
public services (such as healthcare) where privati-
zation would be often preferred by people that lean
towards the right. Likewise, a left-leaning person
would often be supportive of immigration and will
often talk about immigration in a positive man-
ner citing examples of benefits of immigration on
a country’s economy. A right-leaning person, on
the other hand, will often have a negative opinion
about immigration.

Most of the existing works on political ideol-
ogy detection from text have focused on utilizing
bag-of-words and other syntactic features to cap-
ture variations in language use (Sim et al., 2013;
Biessmann, 2016; Iyyer et al., 2014). We pro-
pose an alternative mechanism for political ide-
ology detection based on sentiment analysis. We
posit that adherents of a political ideology gener-
ally have similar sentiment toward specific topics
(for example, right wing followers are often posi-
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tive towards free markets, lower tax rates, etc.) and
thus, a political ideology can be represented by a
characteristic sentiment distribution over different
topics (Section 3). This topic-specific sentiment
representation of a political ideology can then be
used for automatic ideology detection by compar-
ing the topic-specific sentiments as expressed by
the content in a document (news article, magazine
article, collection of social media posts by a user,
utterances in a conversation, etc.).

In order to validate our hypothesis, we con-
sider exploiting the sentiment information towards
topics from archives of political debates to build
a model for identifying political orientation of
speakers as one of right or left leaning, which
corresponds to republicans and democrats respec-
tively, within the context of US politics. This is
inspired by our observation that the political lean-
ings of debators are often expressed in debates
by way of speakers’ sentiments towards particu-
lar topics. Parliamentary or Senate debates of-
ten bring the ideological differences to the cen-
tre stage, though somewhat indirectly. Heated de-
bates in such forums tend to focus on the choices
proposed by the executive that are in sharp con-
flict with the preference structure of the opposition
members. Due to this inherent tendency of par-
liamentary debates to focus on topics of disagree-
ment, the sentiments exposited in debates hold
valuable cues to identify the political orientation
of the participants.

We develop a simple classification model
that uses a topic-specific sentiment summariza-
tion for republican and democrat speeches sep-
arately. Initial results of experiments conducted
using a widely used dataset of US Congress de-
bates (Thomas et al., 2006) are encouraging and
show that this simple model compares well with
classification models that employ state-of-the-art
distributional text representations (Section 4).
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2 Related Work

2.1 Political Ideology Detection

Political ideology detection has been a relatively
new field of research within the NLP community.
Most of the previous efforts have focused on cap-
turing the variations in language use in text rep-
resenting content of different ideologies. Beiss-
mann et al. (2016) employ bag-of-word features
for ideology detection in different domains such as
speeches in German parliament, party manifestos,
and facebook posts. Sim et al. (2013) use a labeled
corpus of political writings to infer lexicons of
cues strongly associated with different ideologies.
These “ideology lexicons” are then used to ana-
lyze political speeches and identify their ideologi-
cal leanings. Iyyer at al. (2014) recently adopted a
recursive neural network architecture to detect ide-
ological bias of single sentences. In addition, topic
models have also been used for ideology detec-
tion by identifying latent topic distributions across
different ideologies (Lin et al., 2008; Ahmed and
Xing, 2010). Gerrish and Blei (2011) connected
text of the legislations to voting patterns of legis-
lators from different parties.

2.2 Sentiment Analysis for Controversy
Detection

Sentiment analysis has proved to be a useful tool
in detecting controversial topics as it can help
identify topics that evoke different feelings among
people on opposite side of the arguments. Mejova
et al. (2014) analyzed language use in controver-
sial news articles and found that a writer may
choose to highlight the negative aspects of the op-
posing view rather than emphasizing the positive
aspects of ones view. Lourentzou et al. (2015) uti-
lize the sentiments expressed in social media com-
ments to identify controversial portions of news
articles. Given a news article and its associated
comments on social media, the paper links com-
ments with each sentence of the article (by using
a sentence as a query and retrieving comments us-
ing BM25 score). For all the comments associated
with a sentence, a sentiment score is then com-
puted, and sentences with large variations in posi-
tive and negative comments are identified as con-
troversial sentences. Choi et al. (2010) go one step
further and identify controversial topics and their
sub-topics in news articles.
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3 Using Topic Sentiments for Ideology
Detection

LetD ={...,d,...} be acorpus of political doc-
uments such as speeches or social media postings.
Let £ = {...,l,...} be the set of ideology class
labels. Typical scenarios would just have two class
labels (i.e., |£| = 2), but we will outline our for-
mulation for a general case. For document d € D,
lg € L denotes the class label for that document.
Our method relies on the usage of topics, each of
which are most commonly represented by a prob-
ability distribution over the vocabulary. The set of
topics over D, which we will denote using 7, may
be identified using a topic modeling method such
as LDA (Blei et al., 2003) unless a pre-defined set
of handcrafted topics is available.

Given a document d and a topic ¢, our method
relies on identifying the sentiment as expressed
by content in d towards the topic {. The sen-
timent could be estimated in the form of a cat-
egorical label such as one of positive, negative
and neutral (Haney, 2013). Within our mod-
elling, however, we adopt a more fine-grained
sentiment labelling, whereby the sentiment for a
topic-document pair is a probability distribution
over a plurality of ordinal polarity classes rang-
ing from strongly positive to strongly negative.
Let sq¢ represent the topic-sentiment polarity vec-
tor of d towards ¢ such that sg (z) represents the
probability of the polarity class z. Combining
the topic-sentiment vectors for all topics yields a
document-specific topic-sentiment matrix (TSM)
as follows:

Sdtq (.%')
Sdty (l‘)

Sa, 1 = (D

Each row in the matrix corresponds to a topic
within 7, with each element quantifying the prob-
ability associated with the sentiment polarity class
x for the topic ¢ within document d. The topic-
sentiment matrix above may be regarded as a sen-
timent signature for the document over the topic

set T.

3.1 Determining Topic-specific Sentiments

In constructing TSMs, we make use of topic-
specific sentiment estimations as outlined above.
Typical sentiment analysis methods (e.g., NLTK



Sentiment Analysis') are designed to determine
the overall sentiment for a text segment. Using
such sentiment analysis methods in order to de-
termine topic-specific sentiments is not necessar-
ily straightforward. We adopt a simple keyword
based approach for the task. For every document-
topic pair (t,d), we extract the sentences from d
that contain at least one of the top-k keywords as-
sociated with the topic ¢. We then collate the sen-
tences in the order in which they appear in d and
form a mini-document d;. This document d; is
then passed on to a conventional sentiment ana-
lyzer that would then estimate the sentiment po-
larity as a probability distribution over sentiment
polarity classes, which then forms the sq(.) vec-
tor. We use £ = 5 and the RNN based sentiment
analyzer (Socher et al., 2013) in our method.

3.2 Nearest TSM Classification

We now outline a simple classification model that
uses summaries of TSMs. Given a labeled training
set of documents, we would like to find the proto-
typical TSM corresponding to each label. This can
be done by identifying the matrix that minimizes
the cumulative deviation from those correspond-
ing to the documents with the label.

ST = arg;nin Z | X — Sd,’I'H%7 (2)

deDAlg=l

where ||M||r denotes the Frobenius norm. It
turns out that such a label-specific signature ma-
trix is simply the mean of the topic-sentiment ma-
trices corresponding to documents that bear the re-
spective label, which may be computed using the
below equation.

1
Sl’T—|{d|deD/\ld:l}| >, Sar

dEDAl=I
3)

For an unseen (test) document d’, we first com-
pute the TSM S 7, and assign it the label corre-
sponding to the label whose TSM is most proximal
tO;Sd“7ﬂ

ly = arglmin |Sar, 7 — Sl,’TH%7 (4)

'nttp://text-processing.com/demo/
sentiment/
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3.3 Logistic Regression Classification

In two class scenarios with label such as
{left,right} or {democrat,republican} as we
have in our dataset, TSMs can be flattened into
a vector and fed into a logistic regression clas-
sifier that learns weights - i.e., co-efficients for
each topic + sentiment polarity class combination.
These weights can then be used to estimate the la-
bel by applying it to the new document’s TSM.

4 Experiments

4.1 Dataset

We wused the publicly available Convote
dataset’> (Thomas et al., 2006) for our exper-
iments.  The dataset provides transcripts of
debates in the House of Representatives of the
U.S Congress for the year 2005. Each file in the
dataset corresponds to a single, uninterrupted
utterance by a speaker in a given debate. We
combine all the utterances of a speaker in a
given debate in a single file to capture different
opinions/view points of the speaker about the
debate topic. We call this document the view
point document (VPD) representing the speaker’s
opinion about different aspects of the issue being
debated. = The dataset also provides political
affiliations of all the speakers — Republican (R),
Democrat (D), and Independent (I). With there
being only six documents for the independent
class (four in training, two in test), we excluded
them from our evaluation. Table 1 summarizes
the statistics about the dataset and distribution of
different classes. We obtained 50 topics using
LDA from Mallet® run over the training dataset.
The topic-sentiment matrix was obtained using
the Stanford CoreNLP sentiment API* (Man-
ning et al., 2014) which provides probability
distributions over a set of five sentiment polarity
classes.

4.2 Methods

In order to evaluate our proposed TSM-based
methods - viz., nearest class (NC) and logistic re-
gression (LR) - we use the following methods in
our empirical evaluation.

nttp://www.cs.cornell .edu/home/llee/
data/convote.html

*http://mallet.cs.umass.edu/

*https://nlp.stanford.edu/sentiment/
code.html



Training Set Test Set
Republican (R) 530 194
Democrat (D) 641 215
Total 1175 411

Table 1: Distribution of different classes in the Con-
Vote dataset.

Method R D Total
GloVe d2v 0.6391 0.6465 0.6430
TSM-NC 0.6907 0.4558 0.5672
TSM-LR 0.5258 0.7628 0.6504
GloVe-d2v + TSM 0.5051 0.7023 0.6088

Table 2: Results achieved by different methods on the
ideology classification task.

1. GloVe-d2v: We use pre-trained GloVe (Pen-
nington et al., 2014) word embeddings to
compute vector representation of each VPD
by averaging the GloVe vectors for all words
in the document. A logistic regression clas-
sifier is then trained on the vector representa-
tions thus obtained.

GloVe-d2v+TSM: A logistic regression clas-
sifier trained on the GloVe features as well as
TSM features.

4.3 Results

Table 2 reports the classification results for dif-
ferent methods described above. TSM-NC, the
method that uses the 7'S M vectors and performs
simple nearest class classification achieves an
overall accuracy of 57%. Next, training a logis-
tic regression classifier trained on TS M vectors as
features, TSM-LR, achieves significant improve-
ment with an overall accuracy of 65.04%. The
word embedding based baseline, the GloVe-d2v
method, achieves slightly lower performance with
an overall accuracy of 64.30%. However, we do
note that the per-class performance of GloVe-d2v
method is more balanced with about 64% accu-
racy for both classes. The TSM-LR method on
the other hand achieves about 76% for R class and
only 52% for the D class. The results obtained are
promising and lend weight to out hypothesis that
ideological leanings of a person can be identified
by using the fine-grained sentiment analysis of the
viewpoint a person has towards different underly-
ing topics.
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4.4 Discussion

Towards analyzing the significance of the results,
we would like to start with drawing attention to
the format of the data used in the TSM methods.
The document-specific TSM matrices do not con-
tain any information about the topics themselves,
but only about the sentiment in the document to-
wards each topic; one may recollect that s(.) is a
quantification of the strength of the sentiment in d
towards topic ¢t. Thus, in contrast to distributional
embeddings such as doc2vec, TSMs contain only
the information that directly relates to sentiment
towards specific topics that are learnt from across
the corpus. The results indicate that TSM meth-
ods are able to achieve comparable performance
to doc2vec-based methods despite usage of only a
small slice of informatiom. This points to the im-
portance of sentiment information in determining
the political leanings from text. We believe that
leveraging TSMs along with distributional embed-
dings in a manner that can combine the best of
both views would improve the state-of-the-art of
political ideology detection.

Next, we also studied if there are topics that are
more polarizing than others and how different top-
ics impact classification performance. We identi-
fied polarizing topics, i.e, topics that invoke oppo-
site sentiments across two classes (ideologies) by
using the following equation.

dist(t,R,D) = ||sr+ — Srt||lF &)

Here, s and sp ; represent the sentiment vec-
tors for topic ¢ for republican and democrat
classes. Note that these sentiment vectors are the
rows corresponding to topic ¢ in TSMs for the two
classes, respectively.

Table 3 lists the top five topics with most dis-
tance, i.e., most polarizing topics (top) and five
topics with least distance, i.e.,least polarizing top-
ics (bottom) as computed by equation 5. Note
that the topics are represented using the top key-
words that they contain according to the proba-
bility distribution of the topic. We observe that
the most polarizing topics include topics related
to healthcare (H3, H4), military programs (HS5),
and topics related to administration processes (H1
and H2). The least polarizing topics include topics
related to worker safety (LL.3) and energy projects
(L2). One counter-intuitive observation is topic
related to gun control (L4) that is amongst the
least polarizing topics. This anomaly could be at-



H1: republican congress majority administration leadership n’t vote
party republicans special

Most polarizing topics

H2: administration process vote work included find n’t true fix carriers

H3: health programs education funding million program cuts care billion

year

H4: health insurance small care coverage businesses plans ahps

employees state

HS: military center n’t students recruiters policy houston men

universities colleges

L1: enter director march years response found letter criminal paid

general
Least polarizing topics
funding funds

L2: corps nuclear year energy projects committee project million

L3: osha safety workers commission health h.r employers occupational

bills workplace

L4: gun police industry lawsuits firearms dept chief manufacturers

dealers guns

LS5: medal gold medals individuals reagan history legislation ronald king

limiting

Table 3: List of most polarizing (top) and least polarizing (bottom) topics as computed using equation 5.

tributed to only a few speeches related to this issue
in the training set (only 23 out of 1175 speeches
mention gun) that prevents a reliable estimate of
the probability distributions. We observed simi-
lar low occurrences of other lower distance top-
ics too indicating the potential for improvements
in computation of topic-specific sentiment repre-
sentations with more data. In fact, performing
the nearest neighbor classification (T'SM — NC')
with only top-10 most polarizing topics led to im-
provements in classification accuracy from 57%
to 61% suggesting that with more data, better
TS Mrepresentations could be learned that are
better at discriminating between different ideolo-
gies.

5 Conclusions

We proposed to exploit topic-specific sentiment
analysis for the task of automatic ideology de-
tection from text. We described a simple frame-
work for representing political ideologies and doc-
uments as a matrix capturing sentiment distri-
butions over topics and used this representation
for classifying documents based on their topic-
sentiment signatures. Empirical evaluation over a
widely used dataset of US Congressional speeches
showed that the proposed approach performs on a
par with classifiers using distributional text repre-
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sentations. In addition, the proposed approach of-
fers simplicity and easy interpretability of results
making it a promising technique for ideology de-
tection. Our immediate future work will focus
on further solidifying our observations by using
a larger dataset to learn better TSMs for different
ideologies. Further, the framework easily lends it-
self to be used for detecting ideological leanings of
authors, social media users, news websites, maga-
zines, etc. by computing their TSMs and compar-
ing against the TSMs of different ideologies.
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Abstract

In this work, we have analyzed the effects
of negation on the semantic orientation in
Basque. The analysis shows that negation
markers can strengthen, weaken or have no ef-
fect on sentiment orientation of a word or a
group of words. Using the Constraint Gram-
mar formalism, we have designed and eval-
uvated a set of linguistic rules to formalize
these three phenomena. The results show that
two phenomena, strengthening and no change,
have been identified accurately and the third
one, weakening, with acceptable results.

1 Introduction
Negation is a morphosyntactic operation in which

a lexical item denies or inverts the meaning of an-
other lexical item or language construction (Loos
et al.,, 2004). The effect of the negation can be
the change of semantic orientation (SO) and, ac-
cording to Liu (2012), negation is called sentiment
shifters because they change the semantic orienta-
tion of a word or a sentence.

With the aim of calculating the semantic orien-
tation, the first step is to build a lexicon, but this is
not enough, to grasp the correct SO-value of Ex-
ample 1.

)

[Irabaziyo ezinik jarraitzen du Eibarrek] ™.
(KIR17)

[(The soccer team) Eibar continues without
winning+2]+2.

Following the semantic lexicon Sentitegi (Alko-
rta et al., 2018)!, the semantic orientation of the
word irabazi (“to win”) is +2, and consequently,
of the sentence also is +2. But we can notice that
the semantic orientation of the sentence is clearly
negative. The negator ezin (“‘can not”) turns the
positive oriented word irabazi; o (“to win”) into a
negative oriented one. Therefore, we think that ad-
dressing this phenomenon is crucial to obtain bet-
ter results in the calculation of the SO of texts.

!The semantic lexicon is available on the web at: http:
//ixa.si.ehu.es/node/11438
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The main aim of this work is to study how
negation expressions and syntactic structures can
change the semantic orientation of words, and to
design a set of linguistic rules by means of Con-
straint Grammar (Karlsson et al., 2011) in order to
identify these phenomena. According to our cor-
pus study, different negation language forms can
strengthen, weaken or have no effect on semantic
orientation. These results go in the same direc-
tion as (Jiménez-Zafra et al., 2018b) where effects
of negation within its scope are studied. We have
centered our study on negation markers that unlike
negation in verbs and nouns and negative polarity
items, they only share information about negativ-
ity while others can share more information like
aspect of action (e.g. they denied going to the city).

This paper has been organized as follows: af-
ter presenting related work in Section 2, Section 3
describes methodological steps. Then, Section 4
presents theoretical framework, while Section 5
gives a linguistic analysis. Section 6 shows results
and error analysis, concluding with Section 7 and
proposing directions for future work.

2 Related Work
There is a variety of works about negation and
sentiment analysis in different languages and from
different approaches.

For English, Liu and Seneff (2009) have pre-
sented a work where a parse-and-paraphrase
paradigm is used to assign sentiment polarity for
product reviews. If negation is detected, its polar-
ity will be reversed (switch negation). If it has a
value of +5, it will be reversed to —5, and vice
versa. Following this, they have improved results
(recall was improved in 45 %). The treatment
of negation has been different in Taboada et al.
(2011). In their work, when a negator is identi-
fied, the polarity value is not reversed; instead it
is shifted toward the opposite polarity by a fixed
amount. This approach is called shift negation. In
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Text Text span Dictionary words | SO value
MUS20 | Pogostkinak [ezin hobeki 1T atera zituen hobeki +2
Pogostkina took them out [in an unbeatable way]Jr best, better
KIR17 [Irabazi ezinik]™ jarraitzen du Eibarrek, Irabazi +2
Eibar continues [without winning] ™ to win

Table 1: Polarity extraction of words (step 2) and linguistic analysis (step 3).

the creation of the semantic orientation calculator
(SO-CAL tool), Taboada et al. (2011) have also
treated negation in combination with other linguis-
tic phenomena (like irrealis or intensifiers).

In Spanish, there are several works related to
negation and sentiment analysis. In the case of
Jiménez Zafra et al. (2015), firstly, they have ana-
lyzed what the effects of different negators in dif-
ferent sentences are. After that, they have created
linguistic rules defined by the previous analysis.
Finally, they developed a module that has been in-
cluded in their polarity classifier system, improv-
ing results between 2.25 % and 3.02 % depend-
ing on the resource. Vilares et al. (2015) have
used a syntactic approach for opinion mining on
Spanish reviews. This system treats negation tak-
ing into account the scope and polarity flip caused
by negation. According to their results, there is an
improvement, due to the implementation of nega-
tion, among other reasons.

Our work is related to (Taboada et al., 2011) and
(Jiménez Zafra et al., 2015) since it is based on a
linguistic analysis and also because a set of rules
that detect the negation language forms are cre-
ated. As far as we know, there is not any work
which analyzes negation in connection with senti-
ment analysis in Basque.?

3 Methodological steps
1- Negation corpus. We have extracted 359

negation instances of seven® negation mark-
ers. They were extracted from a total of 96 re-
views of six different topics: movies, music,
literature, politics, sports and forecast. We
have selected those negation markers because
they are the most frequent in the corpus.

2- Polarity extraction of every instance. We
have created a polarity tagger, based on a
POS tagger (Ezeiza et al., 1998) to enrich
the corpus with POS information on a se-

2Altuna et al. (2017) also analyze negation but their point
of view is different, since they analyze events in Basque texts.

3The extracted negation markers from the Basque Opin-
ion Corpus (Alkorta et al., 2016) are the following: ez (“not”),
gabe (“without”), ezin (“can not”), salbu (“except (for)”),
izan ezik (“except (for)”), ezta (“not even, not either”) and
ezean (“in the absence of” or “unless”).

mantic oriented lexicon for Basque (Alkorta
et al., 2018), to assign the semantic orienta-
tion value (SO value, between —5 and +5)
to words, as shown in Table 1. There, the
adverb hobeki (“best”, “better”’) and the verb
irabazi (“to win”), have a SO value of +2 in
the lexicon.

3- Linguistic analysis. =~ We have analyzed
whether the negation markers can change the
semantic orientation and the SO value of sen-
tences. We have also tried to identify whether
there are other phenomena related to nega-
tion with or without effects on semantic ori-
entation. In Table 1, in MUS20, the nega-
tion marker appears near hobeki (“best”), an
adverb. The result of this combination is
strengthening. In contrast, in KIR17, the verb
irabazi (“to win”) is before the negator and
the result is weakening. These two examples
show the different performances of ezin(ik)
(“‘can not”). Consequently, in Table 1, for ex-
ample, this negation marker appears in two
different groups. The same methodology has
been used with other negation markers.

4- Constraint Grammar (CG3) rules for nega-
tion. Several rules have been proposed to de-
tect each group, in order to identify the ef-
fects of negation based on the linguistic anal-
ysis presented in Section 5.

5- Evaluation. We use F; to evaluate the results
using a different set of 46 reviews from the
same corpus (Alkorta et al., 2016)*.

4 Theoretical framework

In this section, we explain the three most
important concepts, regarding our analysis:
i) scope (negation analysis) and i) switch
and 77) shift negation (sentiment analysis ap-
proach to negation).

(2)  Berez pianorako konposatutako poliptiko txiki
honek ez  du bere naf kutsua galtzen_»
bertsio orkestratuan. (MUSO1)

This small polyptych composed for the piano
does not lose_» its naive sense
in the orchestral version.

*A part of the corpus is available on the web

at: http://ixa2.si.ehu.es/diskurtsoa/
fitxategiak.php



(3) —maitasun istorio  konbentzional  bat,
graziays handirik, gabea—. (LIBO7)
—a conventional love
without great, grace,s.’

According to Huddleston and Pullum (2002),
the scope of negation is the part of the mean-
ing that is affected by the negation marker,
changing or not their SO value. In the ex-
amples above, the scope is underlined. As
our study shows, there can be two kinds of
semantic orientation in scope and these can
be changed by negation markers. In Exam-
ple 2, the SO value of the verb galdu (“to
lose™) and of its scope is —2. The negation
weakens the SO value of the verb, reversing
its SO. But, in Example 3, the SO values of
the noun grazia (“grace”) +3 and the adjec-
tive handi (“‘great”) 41 assign a SO value of
+4 to the scope which is positive. The nega-
tor gabe (“without”) weakens the SO value.

According to Taboada et al. (2011), there
are two approaches in sentiment analysis to
weaken the negative SO value: i) switch
negation and #7) shift negation.

(4) This pubis [not good+3]j’§§;”;;§;l ) but the

music from there is good 3.
In the switch negation approach, the SO value

of Example 4 is reversed. The SO value of the
adjective good is +3 while the reversed SO
value is —3. However, this criteria has a prob-
lem: if excellent is +5; not excellent would
be more positive (+1) than not good (—2),
but the SO value points to the contrary (not
excellent is more negative than not good).

story,

Otherwise, in the shift negation, the differ-
ent negators have their own SO value and
the results depend on the interaction of both
SO values (the value of negation marker and
negated word). Taking into account Exam-
ple 4, the SO value of the negation no is —4 in
the dictionary; so, when it modifies the word
good, which has a SO value of 43, the sum
value of scope is —1. This is the way how
the shift approach solves the problem we de-
scribe in Example 4. We have decided to use
the shift negation approach assigning a +4
SO value to the negators.

5 Linguistic analysis

In the theoretical framework of the shift nega-
tion, it has been considered that negation

Bold is used to mark the negator, underline means the

scope of negation.
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markers only weakens the SO value. Nev-
ertheless, we have identified two other func-
tions of these negation markers with low fre-
quency, but relevant anyway from our point
of view as the works of (Jiménez-Zafra et al.,
2018a) and (Jiménez-Zafra et al., 2018b)
show. As we observed in this study, the nega-
tion markers can strengthen, weaken or have
no effect in the SO value of its scope as Fig-
ure 1 shows.

+> 1+
Strengthen / ezin
T —
Change +| ezin
+> |+ Z - | gabe
Weaken < izan ezik

> salbu
i +| ezta

Negation o> |- -
ez -
edo/edota/ala ez

ez ezik
lexicalizations

Not change 0

Figure 1: The effects of negation on semantic ori-
entation according to negation markers.

The majority of negation markers usually
weaken the semantic orientation of scope.
But as we can see in Figure 1, the nega-
tion marker ezin (‘“can not”), for example,
can strengthen or weaken the semantic ori-
entation of scope. The weakening can be
understood in two ways: ) if the word or
scope of the semantic orientation is +5, +4,
—5 or —4, their semantic orientation will not
become negative because according to our
methodology (shift negation), due to our SO
value of the negators is +4. In contrast, ii) if
the semantic orientation of scope or sentence
is between —3 and +3, their semantic orien-
tation will be reversed. iii) Finally, nega-
tion with conjunction, contrastive negation
and lexicalized structures do not change the
SO value of the scope.

5.1 Negation strengthening the SO
Among all the negation instances, we have
observed some cases where the semantic ori-
entation has been strengthened (1.96 %: 7
of 359). This happens when the negation
marker ezin (“can not”) modifies adjectives

or adverbs.
(5) Dena nahasten da maisulan

ezin ederragoa 4y osatzeko. (MUS21)

Everything is mixed to create a masterpiece
that can not be more beautiful 4 4).

In Example 5, the negator modifies the ad-
jective and, in this case, the negation with an
adjective in a comparative structure is used
to reinforce the positive SO value. The result



Example | Negation marker | Categorization Instances
6 [(NP +)] ez [+ aux. (+ NP) + verb (+ NP)] 214
oz [(NP +) verb +] ez 18
[NP +] ez 13
ez [+ NP 4] ez [+ NP] (...) (repetitive) 2
gabe [NP/VP/clause +] gabe 41
7 ezin [(NP) + verb +] ezin 19
ezin [(+ NP) +] verb [(+ NP)] 5
salbu [NP] + salbu 2
izan ezik [NP/clause] + izan ezik 1
ezta ezta + [NP/clause] 1
ez, ezin with any clear pattern 7
Total 323

Table 2: Negation weakening the semantic orientation.

of negating a positive chunk can not be more
beautiful is to be even more positive. In this

case, the masterpiece is very beautiful.
5.2 Negation weakening the SO
In the majority of cases, the SO value is

weakened due to negation. Several negation
markers can weaken the semantic orientation.
In our corpus, 89.98 % of cases (323 of 359)

show a weakening of scope.
(6) Horrek ez die eragotzi(_z) ordea, 57 milioi

euro ematea San Mames klub pribatuari!.
(POL30)
Itdoes not prevent _z) them, however, to

give 57 milion euros to San Mames private
club!

(7)  Irabazi(4o) ezinik jarraitzen du Eibarrek,

baina oso puntu ona eskuratu du Getaferen
zelaian. (KIR17)
Eibar continues without winning, ), but it

has achieved a very good point in Getafe’s
(football) field.

In Example 6, the default word order of
Basque (main verb + auxiliary verb) was
reversed in a typical negation structure (ez
“not” + auxiliary verb + main verb). In
this example, the negation marker ez (“not”)
has an effect on all the words of the sen-
tence, including the verb eragorzi (“prevent”)
which has a negative SO value (—2), weak-
ening its SO value. In Example 7, the nega-
tion marker ezin “can not” negates the verb
irabazi (“win”). Therefore, the negation
marker ezin (“can not”) works like an inten-
sifier does with adjectives and adverbs (Ex-
ample 5) while it has the opposite function
with verbs and nouns (Example 7). There-
fore, weakening negators can have a positive
or negative (+4) SO value, if the modified
chunk (scope) has a positive or negative SO
value. The same happens if the SO value is
positive 45, because the result of the weak-
ening (—4) will not change the polarity and
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the SO value will still be positive +1. In con-
trast, if the SO value of the modified chunk
+3 or —3 or lower, the SO value will be re-
versed to a £1. This happens in Example 6
and Example 7. In the first example, the SO
value of the scope is +2 (eragotzi (“prevent”)
—2 + ez (“not”) +4 = +2). In the second
one, the SO value of the scope is —2 (irabazi
(“win”) +2 + ez (“not”) —4 = —2).

5.3 Negation with no effect

Negation with no effect on semantic orien-
tation has happened in 8.08 % of our sam-
ple (27 of 359). In these cases, the negation
does not modify any word with a SO value
assigned. This can happen due to three rea-
sons: 4) the negator appears with a conjunc-
tion, i) the negator is a part of contrastive
negation and i7i) the negator is part of a lex-
icalized structure (structures with their own
meaning and sometimes also corresponding
to dictionary entries). The scope concept
is applicable only in the case of contrastive
negation and the particle ez (“no”) with a con-

junction.
(8)  Ikuspuntu politikotik(_y ez ezik, ekonomiko-

tik(43) ere Greziak esperantza ekarri du Eu-
ropako hegoaldeko beste herrietara, tartean
Euskal Herrira. (POLOS)

Not only from the political point of view, but
also from the economic point of view, Greece
has also hoped for other parts of southern Eu-
rope, including the Basque Country.

9) Sei puntu baino ez dituela, hamaseigarren
postuan da Reala sailkapenean. (KIR27)
With only six points, Real is in the sixteenth
position in the classification.

Example 8 shows a contrastive negation with
additive function (Silvennoinen, 2017). In
other words, the negation mark does not
negate the noun phrase, as in ikuspuntu poli-
tikotik(_qy (“from the political_;) point of
view”), actually it functions as conjunction



Example | Negation marker / lexicalized structure Instances
[verb/bai “yes”] + edo/edota/ala ez (ez with conjuction) 3
8 [NP] + ez ezik (contrastive negation) 2
9 baino/besterik ez 11
Others lexicalized structures 13
Total 29

Table 3: Negation without effects on semantic orientation.

and adds new information: ekonomikotik ere
(“also from the economic point of view”).
Structures of Table 3 have their own SO
value, they can be considered as dictionary
entries and they can appear in different posi-
tions in the sentence. In Example 9, the struc-
ture baino/besterik ez (“only”) is an adverb.

6 Evaluation
6.1 Evaluation methodology

To tag the negation changes of the SO value,
we have created negation rules based on pre-
vious studies.Rules have been implemented
using Constraint Grammar (CG3) (Karlsson
et al., 2011) to assign the correct value to the
negated structures. The corpus of 96 texts has
been tagged using the Basque morphosyntac-
tic disambiguator based on the CG formal-
ism (Aduriz et al., 1997). Then, a different
set of 48 texts of the Basque Opinion Corpus
has been used as test dataset to evaluate the
rules. After that, the results have been ana-
lyzed manually, observing if the words have
been annotated or not and, when annotated,
whether they have the correct annotation.

Negation effects Prec. | Rec. | F;
Strengthen 1.00 | 1.00 | 1.00
Weaken 0.93 | 0.80 | 0.86
No effect 0.97 | 1.00 | 0.98
Total 0.93 | 0.80 | 0.86
Negated elements Prec. | Rec. | F;
Negation markers 1.00 | 0.96 | 0.98
Lexicalized structures | 0.96 | 1.00 | 0.98
Scope 091 | 0.75 | 0.82
Total 0.93 | 0.80 | 0.86

Table 4:
negated elements.

General results of negation effects and

Most of the corpus was evaluated by one lin-
guist, but with the aim to know the reliability
of this evaluation a piece of the corpus (10
%) has been annotated by two linguists. Both
annotators have followed a guideline to eval-
uate the output of CG3 rules. According to
the results, the Cohen’s kappa score is 0.93
for the annotation of the words that belong
to negation and the kappa score is 0.69 for
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the annotation of words that have been anno-
tated correctly, badly or is missed (which can
be considered as substantial in (Landis and

Koch, 1977)).
6.2 Results and error analysis
According to general results, the F; of the

negation rules identifying elements related to
negation is 0.86 (Precision is 0.93 while re-
call is 0.80).

In accordance with weakening and scope er-
ror analysis, these elements show lower Fy
score because they behave more irregularly.
The components as well as the length in
scope are more unpredictable. Moreover,
some negators apply to lists of words with
comma and, as some constraints in CG3 rules
correspond to punctuation marks, they have
not been detected. This suggests that the
rules need more precision. So, the punctu-
ation mark constraint is not enough. There-
fore, some syntactic information is needed to
detect these kind of structures.

7 Conclusions and Future Work
This work presents a negation analysis for

Basque sentiment analysis based on Con-
straint Grammar rules. According to this
study, the negation can affect the seman-
tic orientation (SO value) in different ways:
i) strengthening, i7) weakening or ii) hav-
ing no effect. According to our evaluation to
measure the identified words, the overall pre-
cision is 0.93, the recall 0.80 and the F; score
0.86. In line with error analysis, the punc-
tuation mark constraint is not enough and
more precise rules are needed in the nega-
tion weakening. In the near future, i) we
want to implement these negation rules in a
tool for automatic Basque sentiment analysis
and i7) we want to continue with the analysis
of negation: analyzing the scope in a bigger
corpus and especially based on the Rhetorical
Structure Theory (RST) (Mann and Thomp-
son, 1987), studying if the position of negator
in rhetorical structure has any effect on senti-
ment analysis.
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Abstract

Social media text written in Chinese commu-
nities contains mixed scripts including ma-
jor text written in Chinese, an ideograph-
based writing system, and some minor text
using Latin letters, an alphabet-based writ-
ing system. This phenomenon is called writ-
ing systems changes (WSCs). Past studies
have shown that WSCs can be used to ex-
press emotions, particularly where the social
and political environment is more conserva-
tive. However, because WSCs can break the
syntax of the major text, it poses more chal-
lenges in Natural Language Processing (NLP)
tasks like emotion classification. In this work,
we present a novel deep learning based method
to include WSCs as an effective feature for
emotion analysis. The method first identifies
all WSCs points. Then representation of the
major text is learned through an LSTM model
whereas the minor text is learned by a sepa-
rate CNN model. Emotions in the minor text
are further highlighted through an attention
mechanism before emotion classification. Per-
formance evaluation shows that incorporating
WSCs features using deep learning models can
improve performance measured by F1-scores
compared to the state-of-the-art model.

1 Introduction

Emotion analysis has been studied using differ-
ent NLP methods from a variety of linguistic per-
spectives such as semantic, syntactic, and cog-
nitive properties (Barbosa and Feng, 2010; Bal-
amurali et al., 2011; Liu and Zhang, 2012; Wil-
son et al., 2013; Joshi and Itkat, 2014; Long et
al., 2017). In many areas, such as Hong Kong
and the Chinese Mainland, social media text is of-
ten written in mixed text with major text written
in Chinese characters, an ideograph-based writ-
ing system. The minor text can be written in En-
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glish, emoji, Pinyin' (phonetic denotation for Chi-
nese), or other new Internet shorthand notations
using Roman characters of some Latin-based writ-
ing systems. Using mixed characters in different
writing systems is known as WSCs.

Generally speaking, WSCs refers to the use of
mixed text which switches between two or more
writing systems (Clyne, 2000; Lee and Liu, 2012).
A narrower definition, often referred to as code-
switching, is the use of more than one linguistic
variety in a manner consistent with the syntax and
phonology of each variety”. The use of alteration
of different systems or languages of symbols is
rooted in pragmatic and socio-linguistic motiva-
tions (Cromdal, 2001; Musk, 2012). The use of
WSCs is a case of Economy principle in language
(Vicentini, 2003) which is pursued by human be-
ing in various activities due to the innate indo-
lence. It aims at the maximum effect with the least
input. For instance, 'Good luck’ becomes more
popular than the Chinese version of "R 1f 15’
(Good luck) because inputting the English version
takes shorter time in expressing the same emotion.

Studies in social psychology (Bond and Lai,
1986; Heredia and Altarriba, 2001) also show that
WSCs is an effective and commonly used strat-
egy to express emotion or mark emotion change
especially in some society where social and politi-
cal environment is more conservative (Wei, 2003).
For instance, a new-born swear word ’zz’ is of-
ten used in place of the Chinese version of ’mo-
ron’. This is because ’zz’, which is the acronym
of the Pinyin ’zhi zhang (moron)’, looks less dis-
respectful lexically and more acceptable in social
networks. With the rapid growth of internation-
alization, Chinese youngsters like to use English
acronyms such as 'wtf’ (what the fuck) ’stfu’ (shut

"https://en.wikipedia.org/wiki/Pinyin
*https://en.wikipedia.org/wiki/Code-switching
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the fuck up). People also use WSCs to express id-
iosyncrasies written in English or other languages
because text in other writing systems is much more
difficult to be censored. For example, the sensitive
term of democracy in Chinese ([X =’ min zhu’)
is often written as an intended misspelled Pinyin
minzu or the English word democracy. This pa-
per studies WSCs related textual features from the
orthography perspective to explore their effective-
ness as emotion indicators.

Previous studies in emotion analysis mostly rely
on emotion lexicon, context information, or se-
mantic knowledge to improve sentence level clas-
sification tasks. This linguistic knowledge is of-
ten used to transform raw data into feature vec-
tor, called feature engineering (Kanter and Veera-
machaneni, 2015). However, WSCs can break the
syntax of the major text and the switched minor
text also lacks linguistic cues in this type of so-
cial media data (Dos Santos and Gatti, 2014). This
makes feature engineering-based methods difficult
to work. Neologism in the Internet forums in-
creases the difficulty for both syntactic and seman-
tic analysis. In particular, newly coined phrases
tend to contain different types of symbols. Despite
the challenges, this type of datasets is rich in shifts
of writing systems orthographically. This charac-
teristic offers reliable clues for emotion classifica-
tion. Since WSCs is relatively common in real-
time on-line platforms like microblog in China
3. This work adopts a broader scope of WSCs
to include switching between two languages, and
change of writing systems in the same language
such as Chinese characters to Pinyin notations.
Notably, the accessibility of different character
sets and symbols, as well as the frequent expo-
sures to other languages and cultures characterize
the nature of such short and informal text.

This paper presents our work in progress which
uses a novel deep learning based method to in-
corporate textual features associated with WSCs
via an attention mechanism. More specifically,
the proposed Hybrid Attention Network (HAN)
method first identifies all WSCs points. The rep-
resentation of the major text is learned through
a Long-Short Term Memory (LSTM) model
whereas the representation of the minority text is
learned by a separate Convolution Neural Network
(CNN). Emotions expressed in the minor text are
further highlighted through an attention mecha-

3https://en.wikipedia.org/wiki/Microblogging
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nism before emotion classification. The atten-
tion mechanism is achieved by projecting the ma-
jor text representation into attention vectors while
aggregating the representation of the informative
words from WSCs context.

2 The Hybrid Attention Network Model

Let D be the dataset as a collection of documents
for emotion classification. Each document d; is an
instance in D. The goal of an emotion analysis
is to predict the emotion label for each d;. The
set of emotion labels includes {Happiness, Sad-
ness, Anger, Fear, Surprise}. Let us use the term
WSC segments to refer to the minor WSC text
pieces. WSC segments can be easily marked in a
pre-processing step using code ranges of Chinese
characters and Romanized Pinyin or English text.

To make better use of WSCs scripts, a deep
learning based HAN model is proposed to explic-
itly assemble WSCs information in an attention
mechanism. Figure 1 shows the framework of
HAN. The LSTM model on the left side is used
to learn the representation of a document includ-
ing the WSC segments. This is because docu-
ments with WSCs are generally coherent and in-
tact despite few WSC segments that may break
the syntax. The CNN model on the right is used
to learn the representation of WSCs segments ex-
tracted from the sentence because they often occur
discontinuously without syntactic structure. The
outputs of both models are integrated into a hy-
brid attention layer before classification is carried
out.
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Using deep learning methods, the word repre-
sentation in d; = W1, ..., Wy, d;, is learned us-
ing two networks. To distinguish the WSC units,
they are given designed switch labels u;;s(ufjs Cd;,
j = 1...k) and are extracted to be fed into the CNN
as an extra feature. d; is fed into LSTM to gener-
ate the hidden vector ﬁl, ﬁgﬁm from d;. In Chi-
nese social media, WSCs segments are generally
dispersed sporadically. So, for d; with k WSC seg-
ments, the convolution is calculated using a sliding
window of size 2n + 1:

k+n
convy, = w, (1)
p=k—n
and
k==
- p=1 CONUp,
Rwsc = ? (2)

The WSC feature vector R, is generated by
average pooling.

Attention model was introduced by Yang et
al.(2016) to show different contribution of differ-
ent words semantically. To include both the infor-
mation learned from LSTM and CNN, the consol-
idated representation, ,, includes the representa-
tions of both ﬁp, and the WSC representation vec-
tor ﬁwsc into a perceptron defined below:

i, = tanh(Why + WyseRuse +0). (3
In order to re-evaluate the significance of word wj,,
a coefficient vector U is introduced as an infor-
mative representation of the words in a network
memory. The representation of a word 1, and the
corresponding word-level context vector U is inte-
grated to obtain a normalized attention weight:

exp(up - (j)

_ ol ) @
>opexp(up - U)

p

The updated document representation ¥ can be
generated as a weighted sum of the word vectors
given below:

= (aphy), )

p

where ¥ contains both document information and
WSCs representation with attention shall be used
in the final SoftMax method, producing the out-
put vector. Lastly, an argmax classifier is used to
predict the class label.
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3 Performance Evaluation

A Chinese microblog dataset is used for perfor-
mance evaluation (Lee and Wang, 2015). We first
present the dataset with some analysis first and
then proceed to make performance comparison to
baseline systems on emotion classification.

3.1 Dataset and Statistics

The dataset for WSCs is collected from Chinese
microblog by Lee’s group (2015). It contains
8,728 instances with an average length of 48.8.
Every instance contains at least one WSCs script.
In previous studies, half is used as the training set
and the rest serves as the testing set.

The major text is written in Chinese characters.
The WSC segments contain English words and
Pinyin scripts, acronyms of Pinyin or other scripts.
The annotation of emotions in each instance al-
lows more than one class label. Each instance is
labeled independently by the five emotion classes,
happiness, sadness, anger, fear and surprise, based
on the Ekman model (1992) except for Disgust.
The emotion label can be contributed by Chinese
text (E1), WSCs (E2) or Both (E3). Some of the
instances have NULL emotion labels (E4). Out of
the 6 labels, 25% of all instances has the happiness
label, which is the most significant emotion. 16%
has the sadness label, the percentages of anger,
fear, surprise and NULL labels are 9%, 9%, 11%
and 30%, respectively. Below shows four example
instances in the three WSC types:

El Emotion: Happiness
XNERERANZ I L 4= s/ N E)
W% Y5 Mipizzal | (We are so full for
every meal during Spring Festival! Will take
kids to their favorite, MacDonald and pizza!)

E2 Emotion: Anger
AT &/ BT TR E 2F 2
TR IREINCA F o (We will see a lot of mo-
rons ("nc”) comments once Jin Xicheu opens
her Weibo.)(’nc” is short for Pinyin “nao-
can”, which means moron.)

E3 Emotion: Happiness
HEEEW, WHRE T . o happy!
(What a fast delivery, I got the parcel already,
happy!)

E4 Emotion: None
FFEbean bar (I am in the bean bar.)



Hap Sad Anger Fear Surprise | Avg. F1 | Wgt. F1
SVM | 0.693 0.560 0.640 0.549 0.593 0.607 0.623
CNN | 0.675 0.618 0.671 0.596 0.603 0.633 0.641
LSTM | 0.717 0.642 0.704 0.606 0.628 0.659 0.671
BAN | 0.724 0.649 0.712 0.627 0.628 0.668 0.678
HAN | 0.729 0.658 0.729 0.625 0.641 0.676 0.688

Table 1: Performance evaluation (best result: marked bold; 2nd best: underlined.)

3.2 Analysis of WSCs Linked to Emotions

According to the work of Lee and Wang (2015),
emotion words often serve as the cues of bilingual
context. However, many WSCs segments which
are not emotional words can also express emotion.
To gain more insight on different types of WSC
segments, we examine three types of WSCs: (1)
English emotion words found from the NRC emo-
tion lexicon (Mohammad and Turney, 2013), (2)
Pinyin/acronym segments, and (3) others which
include English words (no emotion), symbolic ex-
pressions, and emoji symbols, etc..

Figure 2 depicts their distribution in training
dataset in different emotion labels. Note that En-
glish emotion words only serve about 1/3 of all
WSCs for emotion. The largest group of WSC
is in the category of ’Others’. This means non-
emotion linked English words and symbols of
other orthographic forms place an important part
in emotion analysis of text with WSCs.

B English emotion lexicon
6004 m Acronym and Pinyin
B Others

Fregquency

happiness sadness anger fear

Emotion

surprise

Figure 2: Distribution of different types of WSCs

3.3 Emotion Analysis

A group of experiments are implemented to exam-
ine the performance of different emotion classifi-
cation methods evaluated using average F1-score
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and weighted F1-score*. The baseline algorithms
include BAN (Wang et al., 2016), the current state-
of-the-art emotion classification algorithm. Oth-
ers used in the comparison include SVM (Mullen
and Collier, 2004), CNN and LSTM (Rosenthal
et al., 2017). For all these baseline methods, WSC
segments are included in the text. The difference
compared to our HAN model is that we also sepa-
rately extract WSCs segments and feed them into
a separate CNN model.

Table 1 shows the performance evaluation re-
sult. From Table 1 we can draw a number of
observations. Firstly, the performance of SVM
is the worst since it lacks phrase level analytical
capability because each word is considered inde-
pendently in SVM. In other words, insufficient
amount of information is learned in such a simple
method. Secondly, the average weighted F1-score
of CNN is lower than that of LSTM, indicating
that the memory mechanism is effective in learn-
ing semantic information sequentially. The 3.0%
gap of weighted F1-score shows that the order of
words is valuable in emotion analysis. Thirdly, in
addition to the improvement by BAN compared
to CNN and LSTM, including WSCs in BAN can
give performance gains 0.7% increase in weighted
F1 measures. For the largest class Happy, the im-
provement is over 0.7% increase. Finally, com-
pared to BAN, our proposed HAN which makes
additional use of WSCs in a separate CNN gives
another 1.0% performance gain.

3.4 Effects of Different Types of Text

In this set of experiments, we investigate the effect
of three types of text, CN only (stands for Chi-
nese), WSC segments, and CN+WSCs which are
complete instances with both Chinese and WSC
segments. We take LSTM and BAN to be com-
pared to our proposed HAN.

Table 2 shows the performance evaluation of

*https//en.wikipedia.org/wiki/F1_score



Hap  Sad Anger Fear  Surprise | Avg. F1 | Wgt. F1
LSTM(WSCs) 0.631 0.546 0.682 0.589 0.529 0.595 0.598
LSTM(CN) 0.695 0.632 0.671 0.612 0.615 0.645 0.656
LSTM(CN+WSCs) 0.717 0.642 0.704 0.606 0.628 0.659 0.671
BAN(WSCs) 0.631 0.551 0.681 0.589 0.529 0.596 0.599
BAN(CN) 0.698 0.626 0.669 0.613 0.631 0.647 0.658
BAN(CN+WSCs) 0.724 0.649 0.712 0.627 0.628 0.668 0.678
HAN(CN+WSCs; WSCs) | 0.729 0.658 0.729 0.625 0.641 0.676 0.688

Table 2: Performance using single writing system;best result is marked bold; second best is underlined.

Hap  Sad Anger Fear  Surprise | Avg. F1 | Wgt. F1
HAN(CN; WSCs) 0.629 0.613 0.682 0.588 0.531 0.606 0.613
HAN(CN+WSCs; CN) 0.720 0.646 0.698 0.624 0.616 0.661 0.673
HAN(CN+WSCs; WSCs) | 0.729 0.658 0.729 0.625 0.641 0.676 0.688

Table 3: Performance by multiple writing systems;best result is marked bold; second best is underlined.

the three systems using different text types. Obvi-
ously, Chinese text carries more emotional infor-
mation than WSCs text. The use of both Chinese
and WCSs text gives better performance which
shows that both WSCs and Chinese text contribute
to the prediction task. However, by extracting
WSCs into a separate CNN and re-merging into
the attention layer, HAN still gives the best perfor-
mance. This is because we are able to extract more
emotion related information for the WSCs with a
separate CNN. The attention model also gives dual
consideration to WSCs. Nevertheless, note that
BAN(CN+WSCs) can be competitive when both
Chinese text and WSCs are learned.

To further analyze the effect of the two sub-
models of LSTM and CNN in HAN, we examine
the performance of HAN with different types of
text to be taken by the two sub-models. In Table 3,
the first type of text in the parenthesis denotes the
text for the LSTM sub-model. The second text is
used by the CNN sub-model. Note that in the first
combination, only Chinese text without WSCs is
used by the LSTM. Because this will break the
syntax of the Chinese text, the result is the worst.
In the second evaluation, the CNN sub-model is
fed with Chinese text only. Still its performance is
about 6% better than the first combination. Com-
paring HAN(CN+WSCs; CN) with the state-of-
the-art method BAN(CN+WSCs), we can see that
applying CNN to Chinese text will only introduce
more noise and will not help to make performance
improvement. Obviously, this gives more justi-
fication of using HAN(CN+WSCs; WSCs) as it
gives the best performance gain.
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4 Conclusion and Future Work

This paper presents a work in progress of an HAN
model based on an LSTM model for emotion anal-
ysis in the context of WSCs in social media. We
argue that WSCs text is potentially informative in
emotion classification tasks such that they should
be used as additional information contributing to
deep learning based emotion classification mod-
els. Our proposed method offers a novel way to
integrate multiple types of writing systems into an
attention-based LSTM model. Along with WSCs
text, the descriptive text of the major writing sys-
tem is informatively valuable and semantic and af-
fective information can be captured by LSTM ef-
fectively. Furthermore, WSCs texts indeed contain
addition semantic and affective information which
can be captured by a CNN model. After combin-
ing the representation of both the complete text
and the WSCs, the two vectors are incorporated
as the final feature.

Future works include two directions. One is to
further evaluate the performance of HAN using
larger corpora as currently only one public acces-
sible corpus for writing systems for the Chinese
communities can be studied. Another direction is
to give more detailed study on how people use dif-
ferent types of WSCs to express emotions in cen-
sorship detection studies.
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Abstract

The paper proposes the Ternary Sentiment
Embedding Model, a new model for creat-
ing sentiment embeddings based on the Hy-
brid Ranking Model of Tang et al. (2016),
but trained on ternary-labeled data instead
of binary-labeled, utilizing sentiment embed-
dings from datasets made with different distant
supervision methods. The model is used as
part of a complete Twitter Sentiment Analysis
system and empirically compared to existing
systems, showing that it outperforms Hybrid
Ranking and that the quality of the distant-
supervised dataset has a great impact on the
quality of the produced sentiment embeddings.

1 Introduction

Bengio et al. (2003) introduced word embed-
dings as a technique for representing words as
low-dimensional real-valued vectors capturing the
words’ semantic and lexical properties, based on
ideas dating back to the 1950s (Firth, 1957). Col-
lobert and Weston (2008) showed the utility of
using pre-trained word embeddings, and after the
introduction of word2vec (Mikolov et al., 2013),
which is much faster to train than its predecessors,
word embeddings have become ubiquitous. This
effectuated a dramatic shift in 2016 at the Inter-
national Workshop on Semantic Evaluation (Sem-
Eval), with eight of the top-10 Twitter Sentiment
Analysis systems using word embeddings.

Word embeddings learn the representation of a
word by looking at its contexts (word neighbours
in a text), making it difficult to discriminate be-
tween words with opposite sentiments that appear
in similar contexts, such as “good” and “bad”.
Hence, Tang et al. (2014) presented Sentiment-
Specific Word Embeddings (or Sentiment Embed-
dings), a model employing both context and senti-
ment information in word embeddings.
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Training sentiment embeddings requires large
amounts of sentiment annotated data. Manual an-
notation is too expensive for this purpose, so fast,
automatic annotation is used to set low-quality
(weak) labels on large corpora; a procedure re-
ferred to as distant supervision. The traditional ap-
proach is to use occurrences of emoticons to guess
binary sentiment (positive / negative). Motivated
by the possible performance gains of focusing on
the ternary task (where tweets can also be classi-
fied as neutral), this paper compares distant super-
vision methods on a large corpus of tweets that
can be used to train sentiment embeddings. To this
end, a new model architecture was developed with
a new loss function trained on three-way classi-
fied distant supervised data. Various lexicon-based
sentiment classifiers are compared, with their per-
formance as distant supervision methods tested as
part of a complete Twitter Sentiment Analysis sys-
tem, evaluating both prediction quality and speed.

The paper is laid out as follows: Section 2 in-
troduces related work on word and sentiment em-
beddings. Section 3 describes the proposed model
for training ternary sentiment embeddings. Sec-
tion 4 introduces a set of distant supervision meth-
ods and a comparison between them. Section 5
explores the optimal setup for the Ternary Senti-
ment Embedding Model through hyperparameter
searches and dataset comparisons, while Section 6
compares the model against baselines and other
methods to establish its performance. Section 7
concludes and suggests future improvements.

2 Related Work

Recent years have seen a vast number of Twit-
ter Sentiment Analysis (TSA) systems, mainly be-
cause SemEval since 2013 has featured a TSA
task, providing training data and a platform to
compare different systems. This data will be uti-
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lized here and the results below will be compared
to those of SemEval in Section 6.4. First, however,
the models most directly related to the present
work will be introduced: the Collobert and Weston
model (Collobert et al., 2011), three Sentiment
Embeddings models by Tang et al. (2014), and
their Hybrid Ranking Model (Tang et al., 2016).
These can be viewed as sequential refinements of
each other and as predecessors of the Ternary Sen-
timent Embedding Model described in Section 3.

The Collobert and Weston (C&W) Model:
Collobert et al. (2011) proposed a task-general
multilayer neural network language processing ar-
chitecture. It starts with a Lookup Layer, which
extracts features for each word, using a window
approach to tag one word at a time based on its
context. The input vector is then passed through
one or several Linear Layers that extract features
from a window of words, treated as a sequence
with local and global structure (i.e., not as a bag of
words). The following layers are standard network
layers: a HardTanh Layer adds some non-linearity
to the model (Collobert and Weston, 2008) and a
final Linear Layer produces an output vector with
dimension equal to the number of classes.

When learning word embeddings from context
information, the output vector has size 1. For each
context used to train the model, a corrupted con-
text is created by replacing the focus word with a
random word from the vocabulary. Both the cor-
rect and the corrupted context windows are passed
through the model, with the training objective that
the original context window should obtain a higher
model score than the corrupted by a margin of 1.
This can be formulated as a hinge loss function:

l0s5cy(t, ") = max(0,1 — f(t) + f(t"))
where ¢t and t" are the original and corrupted con-
text windows, and f<*(-) the model score.

Sentiment Embeddings: To improve word em-
beddings for sentiment analysis, Tang et al. (2014)
introduced Sentiment-Specific Word Embeddings
(SSWE). They enhanced the C&W word embed-
ding model by employing massive amounts of
distant-supervised tweets, assigning positive la-
bels to tweets containing positive emoticons and
negative to those containing negative emoticons.
Tang et al. used three strategies to incorporate
sentiment information in embeddings: two basic
models that only look at sentence sentiment polar-
ity, and a Unified Model which adds word context
and C&W’s corrupted context window training.
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Basic Model 1 uses C&W'’s window-based ap-
proach, but with the top linear layer’s output vec-
tor elements defining probabilities over labels. A
softmax activation layer is added to predict posi-
tive n-grams as [1, 0] and negative as [0, 1]. This
constraint is relaxed in Basic Model 2, which re-
moves the softmax layer to handle more fuzzy dis-
tributions and uses a ranking objective function:

loss, (£) = max{0, 1 — 8,(£) 5 (t) + 6,(8) f1 (1)}
where fj and f] are the predicted positive and

negative scores, while J,(t) reflects the gold senti-
ment polarity of the context window ¢, with
0s(t) = {1: f7(t)=[1,0]} A{—1:f9(t) =10, 1]}
Unified Model uses corrupted context window
training with two objectives: the original context
should get a higher language model score and be
more consistent with the gold polarity annotation
than the corrupted one. The loss function com-
bines word contexts and sentence polarity:

lossy(t, t") =a-l0sSey (t,t")+(1—a)-lossys(t, ")
where 0 < a < 1 weights the parts, (0S¢, is the
C&W loss function, and with d0,(t) as above:

lossus(t, ") =max{0, 1-05(t) f1' (L s (¢) f1' (") }
Hybrid Ranking Model (Tang et al.,, 2016)
splits the top linear layer of the Unified Model
into a context-aware layer that calculates a con-
text score f°“ and a sentiment-aware layer calcu-
lating a sentiment score f” for the input context
window. The objective function only compares
the predicted positive and negative score for the
correct context window when calculating the loss:

losspy = - loss, + (1—a) - l0sScy
3 Ternary Sentiment Embedding Model

A new neural network model for training word
embeddings called the Ternary Sentiment Embed-
ding Model is proposed. The model extends the
Hybrid Ranking Model by Tang et al. (2016) for
training Sentiment-Specific Word Embeddings by
also looking at tweets labeled as “neutral”, and
consists of three bottom (core) layers and two top
layers that work in parallel, as shown in Figure 1.

Core Layers: The first layers identical to those
of the C&W model. As with that model, the ob-
jective of the context part of the Ternary Sentiment
Embedding Model is to assign a higher score to a
correct context window than a corrupted window:

lossc(t,t") = max(0,m — f°(t) + f(t")) (1)
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Figure 1: Ternary Sentiment Embedding Model.
At the top are the Context Linear Layer and the new Ternary
Sentiment Linear Layer; in the middle HardTanh and Linear

layers, with the word context Lookup Layer at the bottom.

where m is the margin (m=1 = loss, =1085y),
t and t" the correct resp. corrupted context win-
dows, and f¢(+) the context linear layer’s score.

Ternary Sentiment Linear Layer: A new top
linear layer is introduced to calculate sentiment
scores. It outputs a vector of size 3, representing
positive, negative and neutral scores for a given
context window. The objective is to give a higher
score to the value corresponding to the context’s
label than the other possible labels. A new margin
hinge loss function is used to train the model:

losss(t) = max(0,m — f(t) + fii(t))

c s (2)
+maz(0,m — f2(t) + fia(t))

where t is a context window, m the margin, f2(-)
the sentiment score for the currently labelled sen-
timent of the input context, and f5(-) and f5(-)
the sentiment scores for the other two classes.

The model’s total loss function is a weighted
linear combination of the hinge losses for the Sen-
timent Linear and Context Linear layers:

loss(t,t") = a-losss(t)+(1—a)-lossc(t,t") (3)

Model Training: Asin the C&W model, param-
eters of the neural network are trained by taking
the derivative of the loss through backpropagation.
Stochastic Gradient Descent (SGD) is used to up-
date the model parameters. This means that sam-
ples, in this case context windows created from
tweets, are randomly drawn from the training cor-
pus, and the parameters are updated for each sam-
ple passed through the model, according to:

4

wy = w1 — by g
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where wy is the value of the parameter w at time ¢,
g its gradient at time ¢, and [, the learning rate.

The model parameters are initialised as in Tang
et al. (2016). Lookup layer parameters are ini-
tialised with values from the uniform distribution
U(—0.01,0.01), while hidden layer parameters
are initialised using fan-in (Collobert et al., 2011),
i.e., the number of inputs used by a layer, 7. The
technique draws the initial parameters from a cen-
tred distribution with variance V. = 1/ \/i. Fan-in
is also used for the learning rate, with [, for the
hidden layers in Eqn. 4 divided by the fan-in, i.

4 Distant Supervision of Tweets

The idea of distant supervision is to automatically
label data in order to be able to leverage large
amounts of it. These data are called distant su-
pervised or weakly annotated, as the quality is
not great, but the quantity is. To train sentiment
embeddings, large amounts of weakly annotated
tweets are needed. This section describes the ap-
proach of extracting weak labels from a corpus of
collected tweets (about 547 million), and explains
each of the sentiment analysis methods that are
compared for distant supervision use.

The outputs are ranked using SemEval’s mea-
sures F{'V (the average of the F;-scores for pos-
itive and negative samples) and AvgRec (the av-
erage of the recall scores for the three classes).
While FZ'Y and AvgRec have been used in Sem-
Eval for both binary and ternary classification, it is
debatable how representative they are for the lat-
ter. Hence, the Macro F; metric used by Tang et al.
(2016) will also be calculated. It extends Ff N by
averaging the Fy-scores of all three classes.

Emoticons and Emojis: Go et al. (2009) auto-
matically classified tweet sentiment using distant
supervision based on a few positive (*:)’, :-)’, 1 )’,
“:D’, ‘=)’) and negative (*:(’, “:-(’, ‘: (") emoticons,
while removing tweets containing both a positive
and negative emoticon. This method was reim-
plemented in Python and adapted to the ternary
task by classifying tweets containing none of the
emoticons as neutral. Further, since the sets of
emoticons used by Go et al. are quite sparse com-
pared to the vast amount of emojis and emoticons
available today, extended sets (“Emojis+”) were
also created, as shown in the Appendix.



Dataset Class. Dist. Pos. Neg. Neut.
2013-dev 1,228 959 353 198 408
2013-test 2,695 | 1,839 827 318 694
2013-train 7,109 | 5411 2,171 878 2,362
2014-sarcasm 56 52 20 26 6
2014-test 1,460 997 556 134 307
2015-test 1,865 | 1,363 610 249 504
2015-train 352 281 103 39 139
2016-dev 1,657 | 1,051 453 207 391
2016-devtest 1,645 | 1,171 574 193 404
2016-test 16,771 | 12,072 4,328 1,899 5845
2016-train 4,893 | 3256 1,714 515 1,027
2013-2016-all ‘ 39,731 ‘ 28,452 11,709 4,656 12,087

Table 1: Sentiment distribution in the datasets

AFINN, TextBlob and VADER: These meth-
ods respectively use the AFINN (Nielsen, 2011),!
TextBlob,? and VADER (Hutto and Gilbert, 2014)
libraries to count tweet sentiment scores. For
AFINN, tweets with a O sentiment score were clas-
sified as neutral, while those with scores greater
and lower than 0 were classified as positive and
negative, respectively. For TextBlob, tweets with
subjectivity score less than a threshold 6 were de-
fined as neutral; a threshold 6, was set to clas-
sify tweets with polarity < —0,, as negative and
those with polarity > 6, as positive. VADER re-
turns a 3D vector where each element represents a
score for each sentiment class. The vector is nor-
malized so that positiveScore+negativeScore+
neutralScore = 1. Setting a confidence thres-
hold 6. > 0.5 acertains that the other scores are be-
low 0.5. If no score is > 0., the tweet is skipped.
VADER also gives a compound score, a single
sentiment score from —1 to 1 (most positive).
The methods’ hyperparameters were tuned
through grid searches, testing each value in in-
creasing steps of 0.1. VADER struggled to classify
positive and negative tweets as the threshold in-
creased, and performed best at 8. =0.1. TextBlob
performed best with a low subjectivity threshold,
with 6, = 0.1 and 6, = 0.3 chosen for the final
classifier, as these values gave the best Macro F;.

Combo Average: An ensemble of the AFINN,
TextBlob, and VADER classifiers, with scores nor-
malised to be in the [—1, 1] range. For AFINN, its
score is divided by 5 - n (the number of words in
the tweet), since |5| is the highest score a word
can get. For VADER, the compound score is used,

lgithub.com/fnielsen/afinn
2github.com/sloria/textblob
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Method F; FPN pPOS RNEG RNEU g
LC 570 532 593 472 .646  0.93
ComboB | .561 .532 .626 437 .620 227
Combo A | .557 537 628 446 598 2.26
TextBlob | .541 .502 .643 361 .619 048
AFINN | 537 .542 620 465 .526 121
VADER | .532 524 621 428 .546 0.63
Emoji+ | 259 .130 .101 .159 517 0.11
Emoticon | 251 .061 .086 .036 .630 0.09

Table 2: Distant supervision, SemEval 2013-2016

while TextBlob’s score is already normalised. The
scores are combined using a weighted average:
(a - afinn + b - vader + ¢ - textblob) /(a + b + ¢).
A threshold @ is set so that tweets with score > 6
are classified positive, those with score < —6 neg-
ative, and all others neutral. Running a grid search
as above to select the method’s four parameters,
the combination achieving the top Ff N score was
{a=0.0,6=0.4,c=0.4,0 = 0.2} (this is called
Combo A below), while the Macro F; winner was
{a=0.3,b=0.1,¢=0.1,0=0.1} (Combo B).

Lexicon Classifier (LC): A Python port of the
Lexicon Classifier of Fredriksen et al. (2018), us-
ing their best performing lexicon and parameters.’

Evaluation: All manually annotated SemEval
datasets from 2013 to 2016 were downloaded.
They contain IDs for 50,333 tweets, but 10,251
of those had been deleted, while duplicates were
removed,* leaving 39,731 tweets for later classi-
fier training (the second column of Table 1). For
the distant supervision, further filtering removed
retweets (i.e., copies of original tweets; including
retweets might lead to over-representation of cer-
tain phrases), tweets containing ° symbols (mostly
weather data), tweets containing URLS, and tweets
ending with numbers (often spam). Then 28,452
tweets remained for evaluating the distant super-
vision methods, distributed as in Table 1 (note that
only 16% of the total tweets are negative).
Comparisons of the methods with tuned param-
eters on all SemEval datasets merged into one (the
2013-2016-all dataset of Table 1) are shown in Ta-
ble 2. We see that the top Macro F; score is 0.570,
which does not seem very impressive. However,
to our knowledge no previous sentiment analysis

3github.com/draperunner/fjlc

“If duplicate tweets with the same sentiment label were
found, only one was kept. If duplicate tweets were found
with different labels, both were deleted.



research has been evaluated against the complete
set of SemEval datasets, making the results hard
to compare to other work. Evaluating each dataset
individually, a trend could be observed with de-
creasing scores for later data, with a top Macro Fy
score on the 2013-test set of 0.628 compared to
0.578 on the 2016-test set. This is consistent with
Fredriksen et al. (2018) who noted significantly
dropping scores for tests on 2016 data, attributing
this to those sets having more noise and annotation
errors than earlier datasets.

The runtimes (ms) in Table 2 were obtained on a
computer with four AMD Opteron 6128 CPUs and
125 GB RAM running Ubuntu 16.04 (note that the
given runtimes do not include saving to file). The
emoticon-based methods are very fast (0.09 and
0.11 ms/tweet), but their scores are substantially
worse than the others. The ensemble methods are
slow (2.26 and 2.27 ms/tweet), since they have to
calculate the score of each component method.

S Optimising the Model

In order to find the best performing configuration
of the Ternary Sentiment Embedding Model, the
hyperparameters were tested one-by-one through
a search of manually selected values.

More than 500 million tweets had been col-
lected at the time of the start of the experiments,
with URLs, mentions, reserved words and num-
bers removed. The tweets were lower-cased and
elongated words reduced to contain a maximum
of three repeating characters. Using the distant
supervision methods described above, the col-
lection was iterated through, and the resulting
datasets saved. To create even datasets for each
method and label, three sets of 1M tweets from
each sentiment class were extracted from the total
datasets for each method (except for the Emoti-
con method, which only annotated 151,538 tweets
as negative, so its datasets were limited to 150k
tweets for each label). The model hyperparameter
searches were performed using the dataset created
by the Lexicon Classifier, since it was the top per-
former in Table 2. The following paragraphs give
the results for each of the hyperparameters.

Context Window Size: Testing with window
sizes in the range [1, 9] showed the best perform-
ing size to be 3 (Macro F1 = 0.6325). Tweets are
typically short texts with informal language. It is
possible that larger context windows will lead to
the model considering excerpts that are too long
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for tweet lingo, and would fit better for more for-
mal texts. However, the differences in the results
were too small to draw any conclusions.

Embedding Length is the dimension of each
word embedding vector. The larger the dimen-
sion, the more fine-grained information the vec-
tors can hold. {50, 75,100, 125,150} dimensions
were tested, with 150 performing best (Macro F;
= 0.6249), indicating that larger embeddings re-
sult in better scores for the model. This is no sur-
prise, as word embeddings as GloVe and word2vec
are commonly trained with dimensions of 200 or
300. However, a length of 100 was selected, since
larger embeddings only gave minor improvements
but severely increased processing time.

Hidden Layer Size: For the Ternary Sentiment
Embedding Model, the hidden layers are the Lin-
ear Layer and the HardTanh Layer. Experiments
show a minimal impact of varying the hidden
layer size ({10,20,30,50,100} neurons), hav-
ing a range on the score values of only 0.0046.
The best performance (Macro F; = 0.6201) was
achieved with size 100. These results correspond
well to the claim by Collobert et al. (2011) that
the size of the hidden layer, given it is of sufficient
size, has limited impact on the generalisation per-
formance. However, the size of the hidden lay-
ers has a significant impact on training runtime, so
since the difference in score values were small, a
hidden layer size of 50 was used in the final model.

Alpha is the weighting between the sentiment
loss and the context loss in the combined loss
function (Eqn. 3) used when training the model.
a-values in the range [0.1, 1.0] were explored. The
best score (Macro F1 = 0.6310) was achieved for
a = 0.2. This indicates that the contexts of the
words are more important than the sentiment of the
tweets. However, leaving out sentiment informa-
tion altogether (v =0) gave the by far worse score
(0.5400). Interestingly, leaving out context infor-
mation (a=1) did not perform as badly (0.6069).

Learning Rate states how fast the neural net-
work parameters are updated during backpropa-
gation. A small rate makes the network slowly
converge towards a possible optimal score, while
a large rate can make it overshoot the optimum.
Testing on values from 0.001 to 1.1, the best learn-
ing rate was 0.01 (Macro F; = 0.6231), although
the total range of the scores was only 0.0412.
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Margin defines how the scores should be sepa-
rated in the loss functions of Eqn. 1 and Eqn. 2.
Larger margins lead to similar scores for each sen-
timent class giving a larger total loss, with the
model parameters being updated by a larger value
during backpropagation. Experimenting with mar-
gins in the range [0.5,10.0], a value of 2.0 ob-
tained the best Macro F; (0.6188). It is hard to
predict the impact of higher margins, but since the
loss is greater when sentiment scores are close,
this appears to give a better separation of words
from tweets belonging to each sentiment class.

Distant Supervision Method: Using the above-
selected hyperparameter values, the Ternary Sen-
timent Embedding Model was trained on the 3M
tweet datasets created by using each distant super-
vision method (450k tweets for the Emoticon
method). Performance over 1-20 epochs is shown
in Figure 2. A top Macro F; score of 0.6440 was
obtained for LC after 10 epochs, but the scores
vary notably for each epoch. For a more robust
comparison, the Macro F; scores were averaged
over epochs 10 to 20, with LC again perform-
ing best (0.6383), but followed closely by the en-
semble methods (Combo B: 0.6361, Combo A:
0.6352), VADER (0.6339), and AFINN (0.6296).

6 Evaluating the Final System

To evaluate the performance of the Ternary Sen-
timent Embedding Model, it was compared to the
Hybrid Ranking Model by Tang et al. (2016) us-
ing different distant supervision methods, as well
as to a range of baselines, among them other pop-
ular word embeddings models. Finally, the per-
formance of the total Twitter Sentiment Analysis
system was evaluated against the state-of-the-art.
The Twitter Sentiment Analysis system com-
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Method F, FPY  F{9S  EYEC iU
ComboB | .609 595 .668 .522  .637
Combo A | .608 596 .667 .524 .633
LC 604 587 665 509 637
AFINN 602 589 660 518  .628
VADER | 596 583 .656 511 623
TextBlob | .584 571 .657 486 .608
Emoji+ 548 525 630 419 594
Emoticon | .504 481 595 368 .550

Table 3: Distant supervision method comparison

prises the Ternary Sentiment Embedding Model
and a linear kernel Support Vector Machine
(SVM). The C' parameter of the SVM classifier
was set through a coarse search on values ranges
from 0.001 to 1000 with the word embeddings
produced by the Ternary Sentiment Embedding
Model using the LC distant supervision dataset
and trained for 20 epochs, followed by two finer
searches around the best value of 0.01, cover-
ing value ranges of [0.001, 0.009] and [0.01, 0.09],
with a C' value of 0.006 giving the best performing
classifier. A small C' means the classifier favours
more misclassified samples over separating sam-
ples by a large margin, indicating that it is hard to
avoid misclassifying some samples. However, the
differences in scores were very low even for large
variations of the parameter, meaning the samples
to classify are not easily linearly separable.

6.1 Comparing Distant Supervision Methods

The Ternary Sentiment Embedding Model was
trained for 20 epochs using the different distant
supervision methods and the produced sentiment
embeddings tested using the SVM classifier using
10-fold cross validation on the unfiltered 39,731
tweets from the 2013-2016-all dataset (i.e., all the
combined 2013-2016 SemEval datasets), 15,713
of which were positive (39.5%), 5,945 negative
(15.0%), and 18,073 neutral (45.5%). Table 3
shows different metrics for the tests, sorted by de-
scending Macro F; score.

The Combo methods perform best in this com-
parison. By averaging over three methods, they
can overcome weaknesses of their components.
While the combo methods were not the top per-
formers in the comparison of the distant super-
vision methods in Table 2, the ability to balance
other weak classifiers seems to be important when
used as distant supervision method for the pro-
posed model. The results show that the Ternary
Sentiment Embedding Model performs best when



trained on data from a distant supervision method
that is good at classifying all tweets into all
three sentiment classes. The emoticon methods
and TextBlob have weaknesses when classifying
tweets into one or more of the classes, hence yield-
ing the worst results for the total system.

6.2 Comparison to Baselines

In order to see how well the final TSA system
performs, it was compared to some existing sen-
timent analysis methods. The systems were also
tested using 10-fold cross-validation on the unfil-
tered 2013-2016-all dataset (39,731 tweets). Ta-
ble 4 shows the results for each TSA system using
the Macro F; metric.

‘Random Uniform’ and ‘Random Weighted’ are
two simple baselines, respectively created by pick-
ing a random label from a uniform probability dis-
tribution and by picking a random label from the
same distribution as in the training set. The distant
supervision classifiers are as above, except that the
Emoticons and Emoji+ methods add the variation
that tweets containing both negative and positive
emoticons are regarded as neutral.

The word embeddings for Ternary Sentiment
Embedding Model, GloVe and word2vec were all
trained on the same set of 3M tweets, with 1M
from each of the sentiment classes, assigned by
the Lexicon Classifier distant supervision method.
The GloVe model (Pennington et al., 2014) was
used to train word embeddings of dimension 100.
The word2vec (Mikolov et al., 2013) embeddings
were trained using both the Continuous Bag-of-
Words (CBOW) and the Continuous Skip-gram
model, also with 100 dimensions. Word embed-
dings were also produced using the Hybrid Rank-
ing Model of Tang et al. (2016) trained on a set
of 3M tweets classified with the LC method, but
using only tweets labelled as positive or nega-
tive when training word embeddings, with 1.5M
tweets of each class. All the word embeddings
were fed to the SVM classifier specified above.

As the results in Table 4 shows, the best Macro
F; scores were achieved by the word embed-
ding systems. The word embeddings produced
by the Ternary Sentiment Embedding Model gave
slightly better results than the word embeddings
produced by the Continuous Bag-of-Words model,
however, the difference is small.

One of the strengths of the word2vec models
is that they require much less training time than
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Model ‘ F,

Ternary Sentiment Embedding Model | .6036
word2vec (CBOW) .6015
Hybrid Ranking Model (w/LC) 5919
word2vec (Skip-gram) .5886
LC .5706
GloVe .5662
Combo B 5621
Combo A .5579
AFINN .5381
VADER .5286
TextBlob .3826
Random Weighted 3315
Random Uniform 3174
Emoji+ 2542
Emoticon 2462

Table 4: The final Ternary Sentiment Embedding
Model compared to baselines (Macro F;-scores)

larger neural network models such as the Collobert
and Weston model and the Ternary Sentiment Em-
bedding Model. The word2vec models used ap-
proximately three minutes, while the Ternary Sen-
timent Embedding Model used 24 hours to train
on 3M tweets. This advantage of the word2vec
models means that they could be trained using a
much larger dataset, which would likely yield an
even better performance.

The word2vec models do not utilise sentiment
information of the tweets, which is necessary
to create sentiment embeddings with the Ternary
Sentiment Embedding Model. This is another ad-
vantage of the word2vec models, as they have no
need for a separate distant supervision method.
The word2vec models are, however, slightly out-
performed by the Ternary Sentiment Embedding
Model in terms of the final score, and with further
optimisation the difference could increase.

6.3 Comparison to Hybrid Ranking Model

In order to compare the distant supervision per-
formance of the sentiment embeddings produced
by the Ternary Sentiment Embedding Model and
the Hybrid Ranking Model of Tang et al. (2016),
both architectures were trained for 20 epochs on
3M tweets weakly annotated using the different
distant supervision methods of Section 4. The
Ternary Sentiment Embedding Model was trained
on tweets labelled as positive, negative or neu-
tral, with 1M of each, with the hyperparameters
stated in Section 5. The Hybrid Ranking Model
only utilises tweets labelled as positive or neu-
tral, and was as a result trained on 1.5M tweets
of each sentiment class, using the hyperparameters



Dataset ‘ Ternary Embedding  Hybrid Ranking
AFINN .602 578
Combo A 608 .587
Combo B .609 592
Emoticon .504 528
Emoji+ 548 .536
LC 604 592
TextBlob 584 575
VADER .596 .596
TSA system | .655 634

Table 5: Ternary Sentiment Embedding Model vs.
Tang et al.’s Hybrid Ranking (Macro F;-scores)

given by Tang et al. (2016). The produced senti-
ment embeddings were fed to the SVM classifier
and tested using 10-fold cross-validation over the
2013-2016-all SemEval dataset.

The results in Table 5 show that the Ternary
Sentiment Embedding Model outperforms the Hy-
brid Ranking Model using all but two of the eight
tested distant supervision methods. The Hybrid
Ranking Model only performs significantly better
than the proposed model on the Emoticon dataset.
The Hybrid Ranking Model is trained using only
tweets labelled as positive or negative, while the
Ternary Sentiment Embedding Model also utilises
neutral tweets. The Emoticon method performs
well for classifying tweets as positive or negative,
but not for neutral, meaning that the quality of the
positive and negative tweets is likely higher than
for neutral tweets. This possibly explains why the
Hybrid Ranking Model performs better when us-
ing this method.

When using the more sophisticated distant
supervision methods, the Ternary Sentiment Em-
bedding Model outperforms the Hybrid Ranking
Model, with the exception of VADER where the
scores are identical. This indicates that the pro-
posed model is able to better take advantage of
sentiment information from a larger set of tweets,
increasing performance when used for the ternary
sentiment classification task.

To compare the entire Twitter Sentiment Anal-
ysis system performance to that of Tang et al.
(2016), the unfiltered datasets from SemEval
2013 were chosen for the classifier optimisation,
with training on the 7,109 tweet 2013-train set
(distributed 2,660-1,010-3,439 positive-negative-
neutral) and testing on the 2013-dev set (1,228
tweets distributed 430-245-553), as this was the
validation set of the 2013 workshop.
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Year | Top SemEval result | Ternary Embedding

2013 .6902 61789
2016 .633 .580512
2017 .685 62919

Table 6: Comparison to top results from differ-
ent SemEvals (FY'V scores). Subscripts denote the
ranking the system would have achieved each year.

Tang et al. (2016) trained sentiment embed-
dings on 5M positive and 5SM negative distant-
supervised tweets, publishing the results produced
by their model when tested with a SVM classi-
fier on the SemEval 2013 test dataset, as presented
in the last line of Table 5° The results indi-
cate that the Ternary Sentiment Embedding Model
performs better on the ternary classification task
than the Hybrid Ranking Model, even though Tang
et al.’s embeddings were trained on a much larger
dataset than those used in the present work.

6.4 Comparison to SemEval

To see how the final Twitter Sentiment Analysis
system fares against the state-of-the-art, its perfor-
mance was compared to the published results of
SemEval 2013 Task 2B (Nakov et al., 2013), Sem-
Eval 2016 Task 4A (Nakov et al., 2016), and Sem-
Eval 2017 Task 4A (Rosenthal et al., 2017).

The system was trained using the training sets
provided by the respective workshop. For 2013,
the model was trained on 2013-train-A and tested
on 2013-test-A. SemEval 2016 and 2017 allowed
training on the training and development datasets
of previous years, so for 2016, the model was
trained on a combined 2013-2016-train-dev-A
dataset and tested on 2016-test-A, while for 2017,
the model was trained on all 2013-2016 datasets
and tested on 2017-test-A.

The results in Table 6 show that the Ternary
Sentiment Embedding Model does not match the
top systems of the different years. There are some
possible reasons to this: The SemEval systems
might have trained on other or more data than here.
As tweets have been deleted, not as many could be
downloaded as were available at the time of each
workshop. Also, the model is optimised for Macro
Fy score. Had it been optimised for FI'V, better
scores for this metric could have been obtained.

3Only the most similar systems are compared here; Tang
et al.’s results improved by using additional lexical features.



7 Conclusion and Future Work

The paper has proposed the Ternary Senti-
ment Embedding Model, a model for training
sentiment-specific word embeddings using dis-
tance supervision. The model is based on the Hy-
brid Ranking Model of Tang et al. (2016), but
considers the three classes positive, negative and
neutral instead of just positive and negative. Ex-
periments show the Ternary Sentiment Embedding
Model to generally perform better than the Hybrid
Ranking Model, and that the quality of the distant-
supervised dataset greatly impacts the quality of
the produced sentiment embeddings, and transi-
tively the Twitter Sentiment Analysis system.®

The Hybrid Ranking Model only performed sig-
nificantly better than the proposed model on the
Emoticon dataset. Tang et al. (2016) use a dis-
tant supervision method similar to the Emoticon
method, due to the high precision that method can
give. For a ternary model, however, it is not suffi-
cient to only find some tweets that are likely pos-
itive or negative, and a more sophisticated dis-
tant supervision method is essential. This also
means that a much larger and more varied corpus
of distant supervised tweets can be used for train-
ing, since no tweets are discarded. Consequently,
the Ternary Sentiment Embedding Model outper-
formed the Hybrid Ranking Model when using
more sophisticated distant supervision methods.

Both Hybrid Ranking and Ternary Sentiment
Embedding assume that all senses of a word are
synonyms and that all words in a tweet have the
same sentiment, ignoring their prior sentiment po-
larity. Ren et al. (2016) proposed a model for
training topic-enriched multi-prototype word em-
beddings that addresses the issue of polysemy,
significantly improving upon the results of Sem-
Eval 2013 on the binary classification task. Xiong
(2016) addressed the prior polarity problem by ex-
ploiting both a sentiment lexicon resource (Hu and
Liu, 2004) and distant supervised information in
a multi-level sentiment-enriched word embedding
learning method. Further work could look at ex-
tending the Ternary Sentiment Embedding Model
with the ability to discriminate sentiment of pol-
ysemous words in three classes, and to use word-
sense aware lexica in order to combine the works
of Ren et al. (2016) and Xiong (2016).

8To perform the experiments, several tools and programs
were developed, most of these are open sourced. See:
github.com/draperunner
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Appendix:
Positive and negative emoticons and emojis

The character combinations and Unicode charac-
ters used in the ‘Emoticons’ and ‘Emojis’ distant
supervision methods described in Section 4.
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Abstract

Social media’s popularity in society and re-
search is gaining momentum and simultane-
ously increasing the importance of short tex-
tual content such as microblogs. Microblogs
are affected by many factors including the
news media, therefore, we exploit sentiments
conveyed from news to detect and classify sen-
timent in microblogs. Given that texts can deal
with the same entity but might not be vastly re-
lated when it comes to sentiment, it becomes
necessary to introduce further measures en-
suring the relatedness of texts while leverag-
ing the contained sentiments. This paper de-
scribes ongoing research introducing distribu-
tional semantics to improve the exploitation
of news-contained sentiment to enhance mi-
croblog sentiment classification.

1 Introduction

In our increasingly digital society, we are subject
to a deluge of unfiltered information not always
objective or unbiased. The popularity of social
media has made it a gateway to digital news con-
tent with 23% of the population in 2017 preferring
this medium as a source of news'. A particular
case is Twitter and with the rise in popularity of
this medium, short texts rich in information and/or
sentiment are becoming a relevant source of infor-
mation for the sharing of news stories (Mitchell
and Page, 2015). However, traditional news are
still important and at least as influential as digital
media; in 2017, 32% of the people worldwide ac-
cessed digital news directly on a news website!.
In Twitter, over 85% of the retweets contain news
mentions (Kwak et al., 2010). The diffusion of in-
formation is also crucial; people view what friends
share leading to a fast diffusion of information
with 75% of the total retweets occurring within a

'nttps://www.statista.com/chart/10262/

day (Lerman and Ghosh, 2010; Kwak et al., 2010).
This effect, combined with a higher perceived trust
of shared information by friends, can lead to the
construction of opinions based on already opin-
ionated content (Zhao et al., 2011; Turcotte et al.,
2015).

The importance of microblogs and news arti-
cles, their similar instantaneous availability, and
their topic intersections lead us to explore how
news articles and microblogs affect each other
and, in detail, how the sentiments contained in
both affect each other. This paper presents on-
going research dealing with this question and
utilises distributional semantics, in detail, word
embeddings, the cosine similarity, and the word
mover’s distance, to improve the modeling of the
conveyance of news-contained sentiment on mi-
croblogs, aiming to enhance microblog sentiment
classification.

2 Background

In the financial domain, prior research has shown
the connection between sentiments and the mar-
ket dynamics, exposing the financial domain as a
relevant area for sentiment analysis in text (Van
De Kauter et al., 2015; Kearney and Liu, 2014).
Sentiments are contained in various forms of text
including news and microblogs. It has been shown
that positive news tend to lift markets whereas bad
news tend to lower the markets (Schuster, 2003;
Van De Kauter et al., 2015). Past research mainly
focuses on news, particularly news titles (i.e head-
lines) (Nassirtoussi et al., 2014; Kearney and Liu,
2014). However, not only sentiment contained in
news is an important factor for the markets. For
example, Bollen et al. (2011) linked changes in
public mood to value shifts in the Dow Jones In-
dustrial Index three to four days later. With an in-

selected-gateways—to-digital-news-content/ creasing magnitude of instantly available informa-
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tion, factors affecting people’s sentiment rise. This
includes other people’s textually-expressed senti-
ment since information is not always presented in
a neutral manner. However, the relation between
sentiments across different data sources, how they
affect each other, and how this can be leveraged for
sentiment classification has not been investigated
yet.

2.1 Linking Sentiments Across Data Sources

Daudert et al. (2018) goes a step in this direction
and exploits news sentiment to improve microblog
sentiment classification. Their work utilises an
entity-based approach which, given data anno-
tated with sentiment, an entity e, and a period
p, calculates the average sentiment for entity e
in period p. The authors used a news dataset
and calculated an average sentiment per company
for news published between March 11*" and 18"
2016 which was then used as additional informa-
tion. Their assumption that within a certain pe-
riod sentiments regarding the same entity should
be similar across different data sources was ex-
amined. Using the average news sentiment per-
forms well in periods when there is an overall
sentiment other than neutral; in periods when the
overall sentiment is neutral or balanced, a more
sophisticated approach is needed. A neutral over-
all sentiment is achieved when positive and neg-
ative sentiment counteract with each other, inde-
pendently of the number of news where each senti-
ment is expressed, whilst a balanced overall senti-
ment is achieved when the number of positive and
negative news regarding a certain entity is similar.
Given this, it becomes important to take a deeper
look at news and microblogs as not all news are
equally important to each microblog dealing with
the same entity. Therefore, this research employs a
distributional semantics approach to remove noise
in terms of microblog-unrelated news sentiment
although dealing with the same entity. To the
best of our knowledge, only the previously men-
tioned work has started investigating the relations
between the sentiments and leveraged them for mi-
croblog sentiment classification, hence, there is no
research on the use of distributional semantics for
sentiment linking. On the other hand, research tar-
geting the field of semantic enrichment is avail-
able and it is particularly relevant when address-
ing the linking of news and microblogs (e.g. Guo
et al. (2013); Wei et al. (2014); Abel et al. (2011);
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Tsagkias et al. (2011)). Abel et al. (2011) sug-
gests five different approaches of linking news to
tweets: 1) a strict URL-based strategy, 2) a lenient
URL-based strategy, 3) a bag-of-words strategy,
4) a hashtag-based strategy, and 5) an entity-based
strategy. Strategy 5) comes close to what has been
explored by Daudert et al. (2018) whereby our ap-
proach is inspired by 3), employing it as an add-
on to 5). Other related research considering the
combination of semantic similarity and sentiment
analysis are (Tang et al., 2016; Poria et al., 2016).
Poria et al. (2016) developed a Latent Dirichlet Al-
location algorithm considering the semantic simi-
larity between word pairs, instead of only utilis-
ing a word frequency measure, thus, capable of
capturing opinions and sentiments that are implic-
itly expressed in a text and, overall, contributing
to improved clustering. Tang et al. (2016) focused
on learning word embeddings defined not only by
context but also by sentiment. Their approach is
able to better capture nearest neighboring vectors
not only through their semantic similarity but also
favoring the same sentiment polarity. This novel
idea of utilising word embeddings to better cap-
ture polarity in documents was initially brought up
by Maas et al. (2011).

The work described in this paper aims to ad-
dress the existing knowledge gap concerning the
application of distributional semantics for senti-
ment linking and assigning.

3 Methodology

The work performed is divided into two parts:
the preparation of the data, and its use in a Ma-
chine Learning (ML) prediction model. Through-
out this paper, we implement the methodology de-
scribed by Daudert et al. (2018), utilising the same
datasets (section 3.1) and experimental setup (sec-
tion 3.4). We extend their previous work by im-
proving the method to link a news sentiment to a
microblog as well as to assign a news sentiment to
a microblog (section 3.2).

The aim of this research is to explore the rela-
tion of sentiments between news and microblogs,
hence, the linking of both data types becomes nec-
essary. To fulfill this task, we leverage a microblog
and a complimentary news dataset covering the
same period and entities. For each microblog in
the dataset, we model the sentiment conveyance
between the news sentiment and the microblogs
sentiment by assigning one news sentiment ac-



cording to each of the different methods as de-
scribed in 3.2; these are then used as additional
features for the Support Vector Machine (SVM).
This SVM is trained and tested with the datasets
mentioned in section 3.1, aiming to explore
whether the consideration of textual similarities
for modeling the conveyed news sentiment can
add value to the microblog sentiment classifica-
tion. To investigate this, we compare a classi-
fication (1) purely based on microblog messages
(table 2, MT) with (2) a classification based on
microblog messages and entity-based news sen-
timent (table 2, ES Agg.), and (3) classifications
based on microblog messages and context-based
news sentiment (table 2, columns highlighted in

gray).

Dataset M Dataset MRN

Subset B /

Figure 1: Representation of dataset M and MRN,
subset A and B. The two links represent matching
entities in the datasets.

3.1 Data

This research makes use of two datasets: a mi-
croblog dataset (M) and a microblogs-related news
dataset (MRN), represented in Figure 1. Dataset
M contains microblogs from Twitter? as well as
StockTwits® and was initially created for the Se-
meval 2017 Task 5 - subtask 1 (Cortis et al., 2017);
dataset MRN contains the news titles, urls, time
and date, a sentiment score within the five classes
[-1.0, -0.5, 0.0, 0.5, 1.0], and, if available, a de-
scription. All news in MRN are related to at
least one microblog in dataset M. In total, MRN
contains 106 news covering 18 unique entities in
463 microblogs (defined as subset A below). For
dataset M, the sentiment scores are processed to
cluster data in three classes by transforming sen-
timent scores above 0.0 to 1.0, and scores lower
than 0.0 to -1.0. Moreover, two subsets of dataset
M were created according to the microblogs’ re-

https://twitter.com
Shttps://stocktwits.com
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Type Dataset M | Subset A | Subset B
Training | 1,694 298 185

Test 794 165 92

Total 2,488 463 277

Table 1: Number of microblogs in dataset M, sub-
set A, and subset B. Subset A and B are extracted
from Dataset M.

lation to dataset MRN (see Table 1 and Figure 1).
Subset A contains microblogs which have a rela-
tion to one or multiple news; subset B contains mi-
croblogs from subset A which are retrieved from
Twitter. Subset B is necessary as dataset M con-
tains StockTwits not specifically collected in the
same period as the tweets. Figure 2 contains addi-
tional information regarding the annotation of both
dataset as well as subsets.

3.2 Assigning a News Sentiment to
Microblogs

All news in dataset MRN correspond to compa-
nies referred to in a minimum of one microblog
in dataset M. With this information, our goal is to
determine how to model the sentiment conveyance
between the news-contained sentiment and each
microblog given that news and microblogs might
contain the same entities but not be vastly related.
Considering the following example of two news
articles, one about Apple and Tim Cook’s private
life, and another one about Apple and the new
iPhone, the latter one’s sentiment should have a
higher impact on a microblog’s sentiment about
Apple’s new products since they are more related.
Using a purely entity based approach, both news
articles would be linked to the microblog and the
influence of both news on the assigned sentiment
would be equal as they deal with Apple.

This work considers the assumption that
“within a certain period, sentiments regarding the
same entity should be similar across different data
sources” (Daudert et al., 2018) and refines it with
the assumption that sentiments are particularly
similar if the textual context is similar. To lay the
foundation for future research applications and to
ensure a coherent understanding of the terminol-
ogy applied throughout this work, we define core
concepts as follows:

Linking - The linking of sentiment describes the
creation of relations between sentiments,
particularly their literal representations, by



Dataset MRN

Total: 106 news

W -1.0<5<-0.5 [l -0.5<5<0.0 [ 0.0 [ 0.0<s<0.5 [] 0.5<s<1.0

Subset A

Total: 463 microblogs

W -1.0<5<-0.5 [l -0.5<5<0.0 [ 0.0 [ 0.0<s<0.5[]0.5<s<1.0

Dataset M

Total: 2488 microblogs

W -1.0<5<-0.5 [l -0.5<5<0.0 [ 0.0 [ 0.0<s<0.5 [] 0.5<s<1.0

Subset B

Total: 277 microblogs

W -1.0<5<-0.5 [l -0.5<5<0.0 [ 0.0 [ 0.0<s<0.5[]0.5<s<1.0

Figure 2: Distribution of the annotated sentiment for dataset MRN, dataset M, subset A, and subset B.

The sentiment is represented by s.

matching pieces of text according to prede-
fined criteria such entities, text intersections,
or a degree of textual similarity. Hereby, we
assume that linked sentiments are either in-
fluenced by the same cause or affecting each
other.

Conveyance - The conveyance of sentiment de-
scribes the influence of the sentiment of one
text on the sentiment of another. Sentiment is
(indirectly) fully or partially transfered from
a piece of text A to a piece of text B.

Assigning - The assigning of sentiment models
the conveyance of sentiment from a text to
another. Given two linked sentiments and
the hypothesis that one is affecting the other,
or both are affected by the same cause, we
model the influence of text A’s sentiment on
text B’s sentiment; improvements of this as-
signment can be measured by an enhanced
sentiment detection for text B.
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The aim behind this is the removal of noise in
terms of microblog-unrelated news, although deal-
ing with the same entity, as well as the reduction
of the impact of less-related news on the assigned
sentiment. To explore this, we compare four
context-based approaches with the entity-based
approach. The two context-based approaches em-
ploying a threshold for determining the relevance
of a news to a microblog’s sentiment (approach
1 and 3) aim at improving the sentiment linking
since they fully discard news below a certain simi-
larity value. The remaining two context-based ap-
proaches using a weighting scheme are reducing
the impact of less relevant news on a microblog’s
sentiment and are, hence, aiming at improving
the assigning of sentiment. This occurs in mul-
tiple steps: First, URLs in microblogs as well as
news titles and descriptions are removed. Second,
microblogs are tokenised employing the NLTK
TweetTokenizer (Bird and Loper, 2004); news ti-
tles and descriptions are tokenized using the Stan-
ford CoreNLP Tokenizer (Manning et al., 2014).



Features ES TS Wgt. | WMD-S | WMD-S
m MT Agg. TS Thr. Agg. Thr. Agg. | Wgt. Agg.

Micro F1-Score 0.8048 | 0.8060 | 0.8073 | 0.8060 | 0.8060 0.8060

% Macro F1-Score 0.6349 | 0.6357 | 0.6369 | 0.6357 0.6357 0.6357

% Weighted F1-Score | 0.8018 | 0.8030 | 0.8044 | 0.8030 | 0.8030 0.8030

E Euclidean Distance | 23.9165 | 23.8328 | 23.7487 | 23.8328 | 23.8328 23.8328
Mean Error Squared | 0.7204 | 0.7154 | 0.7103 | 0.7154 | 0.7154 0.7154
Micro F1-Score 0.6485 | 0.6545 | 0.6606 | 0.6545 | 0.6485 0.6485

f Macro F1-Score 0.5547 | 0.5583 | 0.5633 | 0.5597 | 0.5547 0.5547

_%) Weighted F1-Score | 0.64167 | 0.6471 | 0.6539 | 0.6485 | 0.6416 0.6416

& | Euclidean Distance | 14.9332 | 14.7986 | 14.6629 | 14.7986 | 14.9332 14.9332
Mean Error Squared | 1.3515 | 1.3273 | 1.3030 | 1.3272 1.3515 1.3515
Micro F1-Score 0.7283 | 0.7283 | 0.7283 | 0.7391 0.75 0.7391

A | Macro F1-Score 0.6917 | 0.6917 | 0.6917 | 0.701 0.7077 0.701

%’ Weighted F1-Score | 0.7241 | 0.7241 | 0.7241° | 0.7363 | 0.7463 0.7363

& | Euclidean Distance | 9.8489 | 9.8489 | 9.8489 | 9.6437 | 9.434 9.6437
Mean Error Squared | 1.0543 | 1.0543 | 1.0543 | 1.0109 | 0.9674 1.0109

Table 2: Scores obtained by the SVM model for dataset M, subset A, and B. MT abbreviates the message
text, ES the entity-based news sentiment, TS the news title and description text similarity, WMD-S the
word mover’s distance similarity. Thr. represents threshold, Wgt. weighted, and Agg. aggregated. A
p-value < 0.01 is achieved for all models with the exception of TS Thr. on subset B (marked with *)
which achieves a p-value < 0.05. The classifications based on microblog messages and context-based
news sentiment are represented in gray (columns 4-7).

We choose different tokenizers for microblogs and
news as the TweetTokenizer is specifically made
for microblogs while news require a tokenizer
adapted to a different structure and length. Third,
we convert the Stanford GloVe Twitter model
(Pennington et al., 2014) to Word2Vec (Mikolov
et al., 2013a) and obtain the word embeddings.
Having the word embeddings for microblogs and
news in place, the subsequent processing varied
depending on the context-based approach.

3.3 Context-based Approaches

We define context-based as an approach which
utilises the textual similarity between two data ar-
tifacts as a factor to modify the sentiment of one
of these, aiming at the generation of a sentiment
to be assigned for the other artifact, necessary to
model the sentiment conveyance.

In this work, we use microblog messages and
a concatenation of the news titles and descrip-
tions, if available, as our textual information. We
then measure the textual similarity and utilise it
as a factor to modify the news sentiment and sub-
sequently generate the news sentiment to be as-
signed (NSTBA). This generated sentiment is then
applied to model the sentiment conveyance be-
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tween a news and a microblog.

NSTBA,, = Sm)fsln) (1)

The first context-based approach generates the
NSTBA as an average of the sentiments of the
microblog-related news articles. Document em-
beddings are retrieved for each microblog and
news by averaging the word embeddings (Kart-
saklis, 2014). We employ the cosine similarity as
measure since vector offsets have been shown to
be effective (Mikolov et al., 2013b). To be con-
sidered as context-related, a cosine similarity of
at least 0.5 is required. For example, if two news
articles (n1,ng) are context-related to microblog
m, the two news sentiments (s) are added together
and then divided by 2.

NSTBAm = S(nl)*sim(nl7m);5(n2)*87;m(n27m)
2

In contrast, the second context-based approach
does not exclude relations with a cosine similarity
lower than 0.5 but it uses the similarity score as
a weighting factor multiplying it with the respec-
tive news sentiment score. Thus, an average of
the similarity-weighted sentiments of the related-
news is created. As an example, if two news arti-
cles (n1,n2) are context-related to microblog m,




for our data.

news.

each news sentiment s(n;) is multiplied with the
respective similarity (sim) score of n, and m and
then divided by 2. The NSTBA is then aggregated
into the classes [-1.0, 0.0, 1.0] as this enhanced the

results.

The third approach utilises the word mover’s
distance (WMD) as described in (Kusner et al.,
2015). We choose the WMD as it is a promis-
ing, recently developed function to measure the
dissimilarity between two text documents. In our
data, the WMDs d are within the range of [3.5,
9.5]. In spirit of equation 1, we use a threshold of
6.5 which is located halfway between both turn-
ing points as a requirement to be considered as
context-related. As previously, the NSTBA has
been aggregated into three classes.

The fourth approach is also based on the WMD.
Since the WMD is not a similarity score but a dis-
tance theoretically ranging from O to unlimited, we
transformed it into a similarity score (WMD-S).
For WMDs ranging between [3.5, 9.5] in our data,
we converted them into a similarity score within
[0, 0.955] using the following formula:

sim(d) =1 — m—RT :

“oa@9spr1 O

Initially, we also experimented with other func-
tions such as 1 —d/9.5, however, function 3 repre-
sented a better approximation of a similarity score
First, word embeddings are used
to create the WMD between each microblog and
Then, this distance is transformed into a
similarity score using the formula above. Third
and in the spirit of equation 2, news sentiments are
weighted with the WMD-based similarity score.
However, here we also aggregated the NSTBA.

3.4 Experimental Setup

For consistency, we utilise a similar setup to Daud-
ert et al. (2018) for the preprocessing of the mi-
croblog texts, as well as for the SVM, and perfor-
mance measures. The preprocessing steps are as

follows:

1. URLs were replaced with < url >
2. Numbers were replaced with < number >
3. With WORD representing the original
hastag:
(a) hastags in upper case were replaced with
< hashtag > WORD < allcaps >

(b) the remaining cases were replaced with
< hashtag > WORD
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4. Smileys and emoticons
with a  description
slightly_smiling_face) *

were replaced
(e.g.© becomes

The processed text was then transformed into a un-
igram tf-idf representation.

The SVM model is trained and tested in six dis-
tinct approaches whereby approach three to six
utilise different methods to model the context-
based news sentiment: (1) a feature matrix repre-
senting the microblog messages; (2) a feature ma-
trix representing the microblog messages enriched
with the assigned entity-based news sentiment for
each microblog, and (3)-(6) a feature matrix repre-
senting the microblog messages enriched with the
assigned context-based news sentiment for each
microblog. We chose to balance the class weight
to get as close as possible to a neutral sentiment
setting; the iterations are set to 500 and the ran-
dom state to 42.

To test for statistical significance of the models,
we apply a permutation test under the null hypoth-
esis that the model has no effect in microblog sen-
timent classification (Ojala and Garriga, 2010).

4 Results

Table 2 shows the classification results on dataset
M, subset A, and subset B. Although the use
of an entity-based sentiment is already beneficial
to the results, the addition of textual similarity
measures further improves them. As the table
shows, utilising context-based approaches to in-
fluence to-microblogs-assigned news sentiments
enhances all measures in comparison to only us-
ing an entity-based average news sentiment. The
weighted F1-Score for dataset M is increased by
0.17% and the Euclidean distance is decreased by
7.04%. In comparison to only using the mes-
sage text (MT), the same scores are improved by
3.13% and 13.99%. For the subsets A and B the
weighted F1-Score increases by 1.06% and 3.07%,
and the Euclidean distance is decreased by 1.82%
and 8.25%, respectively. For subset A, in con-
trast to only using MT, the weighted F1-Score and
Euclidean distance are improved by 1.91% and
3.59%. This suggests the benefit of applying dis-
tributional semantics to the linking and assigning
of news sentiment to microblogs, shown by the
improvement on microblog sentiment classifica-

*http://www.unicode.org/emoji/charts/
full-emoji-list.html



tion. Additionally, all scores improve on dataset
M although only around 18.6% of the microblogs
in the dataset are related to news. Surprisingly,
utilising WMD-S improves all measures for sub-
set B, whereas the cosine similarity between the
document embeddings, together with the applica-
tion of a threshold of 0.5, delivers the best re-
sults for dataset M and subset A. Furthermore, our
approach outperforms the best score achieved in
the SemEval 2017 Task 5 - Track 1 competition
in which microblog sentiment analysis on a con-
tinuous scale was performed. Although our fo-
cus is to show the benefit of leveraging sentiment
across news and microblogs, classifying the sen-
timent into 3 classes, our model reaches a cosine
similarity of 0.869 on dataset M (table 2, column
TS Thr.) whereas Jiang et al. (2017) reach a cosine
similarity of 0.778.

5 Conclusion and Future Work

In this work, we utilise distributional semantics to
model the conveyance of sentiment between news
and microblogs. The achieved results suggest the
benefit of using textual similarities and word em-
beddings to enhance the sentiment linking and as-
signing, culminating in an improved microblog
sentiment classification. Our contributions are
threefold: First, we present novel research util-
ising distributional semantics, specifically, word
embeddings, the cosine similarity, and the word
mover’s distance, for the linking and assigning of
news-contained sentiment to microblogs; second,
we explore the use of the word mover’s distance as
similarity measure and; third, we suggest the bene-
fit of leveraging news sentiment together with sim-
ilarity methods for microblog sentiment classifi-
cation. Comparing the additional use of an entity-
based news sentiment with only the microblog text
as features (columns MT versus ES Agg.), our re-
sults show an improvement on microblog senti-
ment classification on dataset M and subset A,
while achieving a p-value<0.01. In case of sub-
set B, which has the most related news but the
least news in quantity, the performance remains
unchanged (columns MT versus ES Agg.). How-
ever, models utilising context-based news senti-
ment for an enhanced sentiment linking and as-
signing (columns 7S Thr. and WMD-S Thr. Agg.)
improve the performance for subset B and also
reach the best scores for all three datasets. This
suggests that applying distributional semantics is
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particularly fruitful when entity-based news senti-
ments have less impact on the sentiment analysis
on microblogs; this can be true in three cases:

1. The overall sentiments are neutral or bal-
anced. We balanced all sentiment classes,
however, the classifiers trained on context-
based sentiment outperform the one trained
on average entity-based news sentiment.

Only sparse related news exist. A classifier
utilising the average entity-based sentiment
as features achieves better results for dataset
M and subset A than one with only the mes-
sage text as features, however, on the smaller
subset B this does not occur. Furthermore,
when context-based sentiment is used as fea-
ture, the improvement on subset B becomes
the largest. This suggests that each mislead-
ing news sentiment, present on dataset M and
subset A, would have a noticeable impact on
the results.

. Related news are noisy and contain, apart
from matching entities, unrelated informa-
tion. Nonetheless, training our classifier on
context-based sentiment outperforms the one
trained on the average entity-based senti-
ment, suggesting that more-related news have
a higher influence.

As future work, we aim to create a larger
dataset, referring to a single defined period, link-
ing microblogs and news. In addition, hybrid
models taking into account not only a threshold
for discarding noise but also a weighting scheme
could potentially improve the classification. In
this paper, we utilise the word mover’s distance
and the cosine similarity to measure the similar-
ity between two texts, however, other potentially
adequate methods for this task still require explo-
ration.
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Aspect Based Sentiment Analysis into the Wild
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Abstract

In this paper, we test state-of-the-art Aspect
Based Sentiment Analysis (ABSA) systems
trained on a widely used dataset on actual data.
We created a new manually annotated dataset
of user generated data from the same domain
as the training dataset, but from other sources
and analyse the differences between the new
and the standard ABSA dataset. We then anal-
yse the results in performance of different ver-
sions of the same system on both datasets. We
also propose light adaptation methods to in-
crease system robustness.

1 Introduction

The aim of Aspect Based Sentiment Analysis
(ABSA) is to detect fine-grained opinions ex-
pressed about different aspects of a given entity,
on user-generated comments.

Aspects are attributes of an entity, e.g. the
screen of a cell phone, the service for a restau-
rant, or the picture quality of a camera, and can be
described by an ontology associated to the entity.
ABSA includes therefore to identify aspects of an
entity, and the sentiment expressed by the writer
of the comment about different aspects. For exam-
ple, from a sentence extracted from a review about
a museum, an ABSA system could extract the fol-
lowing information: This museum hosts remark-
able collections, however, prices are quite high
and the attendants are not always friendly.
“collections”: aspect=museum#collection, polarity=positive;
“prices”: aspect=museum#fprice, polarity=negative;
“attendants”: aspect=museumdservice, polarity=negative;

ABSA receives now a specific interest from the
scientific community, especially with the SemEval
dedicated challenges, (Pontiki et al., 2014), (Pon-
tiki et al., 2015), (Pontiki et al., 2016), that pro-
vided a framework to design and evaluate ABSA

Both authors contributed equally.
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systems, for different domains, initially on English
but for 8 languages in the 2016 (last) edition. Be-
sides SemEval, other challenges focussing on the
task have been also launched recently, for exam-
ple TASS, dedicated to Spanish, (Villena-Romén
et al.,, 2015b), (Villena-Roman et al., 2015a),
(Cumbreras et al., 2016), or GermanEval, dedi-
cated to German ABSA, (Wojatzki et al., 2017).

Following this particular interest, the technol-
ogy performing ABSA becomes more and more
mature, however, experiments and evaluation are
restricted to a small number of academic datasets,
in relatively favorable settings. The goal of this
paper is to test a state-of-the-art ABSA system on
actual data, to evaluate the performance loss in
real-world application conditions, and to experi-
ment potential solutions to it. To achieve this goal,
we’ve created a new ABSA annotated dataset, de-
veloped on Foursquare data. We also performed
evaluation of the full ABSA processing chain (as
opposed to sub-tasks evaluation which is tradition-
ally performed). We also propose a weakly super-
vised method for aspect-based lexical acquisition
designed to improve the robustness of our initial
system.

2 Related Work

Most of the systems dedicated to ABSA use ma-
chine learning algorithms such as SVMs (Wag-
ner et al., 2014; Kiritchenko et al., 2014), or
CRFs (Toh and Wang, 2014; Hamdan et al., 2015),
which are often combined with semantic lexi-
cal information, n-gram models, and sometimes
more fine-grained syntactic or semantic informa-
tion. For example, (Kumar et al., 2016) proposed
a very efficient system on different languages of
SemEval2016. The system use information ex-
tracted from dependency graphs and distributional
thesaurus learned on the different domains and
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languages of the challenge. Deep Learning meth-
ods are also emerging: for example, (Ruder et al.,
2016) proposed a method using multiple filters
CNNs and obtained competitive results on both
polarity and aspect detection tasks. However,
ABSA datasets are very costly to annotate by hu-
mans, and they are usually small, which is a prob-
lem for Deep Learning supervised methods.

3 Datasets

Usually, ABSA systems are tested on the same
dataset as they are developped on. One of the
widely used ABSA datasets was released in Se-
meval2016 challenge (Pontiki et al., 2016), in par-
ticular the dataset for restaurant domain. It is
based on the dataset of (Ganu et al., 2009) who ex-
tracted restaurant reviews from City Search New
York over year 2006. Since then, the notion of the
user review has evolved. Many factors may im-
pact the linguistic structure of a review, e.g. the
support it was written on (computer vs. smart-
phone), the age of the user, the location (US vs.
UK English), the user mother tongue (native vs.
non-native speakers), etc. How would a system
trained on Semeval2016 dataset perform on a new
data coming from different sources?

In order to assess ABSA real-world perfor-
mances, we manually annotated a completely new
dataset from Foursquare' comments. We have ac-
cess to about 215K user reviews of restaurants all
over the world in English?. The reviews were writ-
ten during the period between 2009 to 2018. From
these reviews, we randomly selected 585 sam-
ples, which contain 1006 sentences and annotate
these sentences with the SemEval2016 annotation
guidelines for the restaurant domain. The annota-
tions have been performed by a single annotator,
expert linguist with a very good knowledge of the
SemEval2016 annotation guidelines, using BRAT,
(Stenetorp et al., 2012).

Each sentence contains annotations about:
1. Opinion Target Expression (OTE), i.e. the lin-
guistic expression (term) used in the text to re-
fer to the reviewed entity, annotated as “NULL”
if the aspect is implicit; 2. Aspect Categories,
i.e. the semantic categories of the opinionated as-
pects, which are part of a predefined ontology (12
semantic classes for the restaurant domain from

'https://foursquare.com/

Countries with most of English comments include US,

UK, Australia, Canada, Indonesia, Malaysia, Philippines, In-
dia, Thailand
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Dataset #Rev | #S #W/S | #A/S
Semeval 92 676 12.8 1.27
Foursquare | 585 | 1006 | 8.0 1.15

Table 1: Dataset statistics: Semeval 2016 test set and
Foursquare dataset. #Rev: number of reviews, #S:
number of sentences, #W/S : number of words per
sentence, #A/S: number of <OTE, Aspect Category,
Polarity> tuples per sentence

(Pontiki et al., 2016)); 3. Sentiment Polarities: po-
larities (positive, negative or neutral) associated to
the tuple <OTE, Aspect Category>. An illustra-
tion of such annotation is given on figure 1.

<text>Their sake list was extensive,
but we were looking for Purple Haze,
which wasn’t listed but made for us
upon request!</text>

<Opinions>

<Opinion target="sake list"
category="DRINKS#STYLE_OPTIONS"
polarity="positive"/>
target="NULL"
category="SERVICE#GENERAL"
polarity="positive"/>
</Opinions>

<Opinion

Figure 1: ABSA: an annotated sentence from the
Semeval-2016 training corpus

Table 1 gives some statistics about the
Foursquare and Semeval2016 datasets. One may
notice, that in average, Foursquare reviews are
shorter and therefore contain less aspects per sen-
tence. We believe this is due to the generalisation
of smart-phones (and other mobile devices) usage
over the world in the last decade, which influenced
the way users write. We release the Foursquare
dataset to the community in order to better assess
robustness of ABSA systems>.

4 Evaluation Procedure

We consider different evaluation measures. First,
we re-use the SemEval2016 ABSA evaluation
paradigm and scripts, where the evaluation was
run in two phases, phase A and phase B. In phase
A, raw reviews have to be annotated with aspects
(slot 1 of the challenge) and OTE (slot 2 of the
challenge). In phase B, gold annotations for phase
A, ie. tuples <OTE, aspect>, have to be an-
notated with polarities (slot 3 of the challenge).

*http://www.europe.naverlabs.com/Research/Natural-
Language-Processing/Aspect-Based-Sentiment-Analysis-
Dataset



Thus, we evaluate separately the OTE detection,
aspect detection and finally, we evaluate the po-
larity of opinion detection on the ground truth of
phase A. The advantage of this evaluation proce-
dure is of course to assess the quality of the sys-
tems on each of the different subtasks involved
in the full ABSA system. However, these mea-
sures do not reflect the overall results such sys-
tems would obtain on the full chain of annotations
starting from raw data, in end-to-end application
settings. Therefore, we also propose to evalu-
ate the results obtained with the complete anno-
tation chain, i.e. computing Fl-measure on the
triplets <OTE, Aspect, Polarity>. In addition,
we compute the F1-measure on the pairs <Aspect,
Polarity> at sentence level. This last measure can
be useful to assess ABSA general Aspect-Polarity
performance since many ABSA applications may
not require the OTE step. In what follows, we refer
to these measures as slotl,3 and slot1,2,3 to make
connection with the challenge tasks.

S Baseline ABSA Systems

In our experiments, we use several baseline sys-
tems. Each of the systems consists in the follow-
ing pipeline of different components: 1. Opinion-
ated domain term extraction (OTE); 2. aspect cat-
egorization, for opinionated term (OT), and whole
sentence level; final aspect is predicted as a com-
bination of both; 3. polarity classification of each
aspect identified in the previous step. The differ-
ence between baselines lies in the implementation
of each component of the pipeline, and the level of
external resources involved.

5.1 Baseline-1

The first system is resource-rich system relying
on available syntactic and semantic parser, and
domain-specific semantic lexicons. It is based
on composite models combining sophisticated lin-
guistic features with machine learning algorithms.
The linguistic features are extracted via a NLP
pipeline (based on in-house parser) comprising
lexical semantic information, POS tagging, syn-
tactic parsing and a partial semantic parsing that
outputs semantic relations between polarity pred-
icates and their opinionated targets (OTE). These
linguistic features are then used by classifiers to
perform each step of the pipeline.

The OTE detection is performed with Condi-
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tional Random Fields (implemented with CRF++*
toolkit), trained with some standard features (POS,
lemma, presence of upper-case letters, features
combining syntactic/semantic dependencies with
semantic lexicons, embedding-based features).

Aspect and polarity classification components
rely on the same features as for OTE, exclud-
ing embedding-based features, but extended with
bi-grams features. In addition, polarity classi-
fier feature representation is extended with entity
and attribute of aspect category (e.g. RESTAU-
RANT#PRICES results in two additional features:
(restaurant, prices)). Classification is performed
with CoreNLP (Manning et al., 2014) implemen-
tation of Maximum Entropy.

5.2 Baseline-2

The second baseline system (baseline-2) replaces
each component of the previous pipeline with neu-
ral network classifiers. Aspect classification and
polarity classification components are based on
multiple filters CNNs as in (Ruder et al., 2016).
OTE component is based on Bidirectional GRU
architecture (similar to (Jebbara and Cimiano,
2016)). All the components are implemented with
the keras (Chollet et al., 2015) library.

Since the size of the training data is relatively
small, we attempt to enrich an input with prior
knowledge to help the system to generalize bet-
ter. In order to do so, we enrich word representa-
tion with semantic lexicon features>, which are en-
coded as one-hot vector of dimension 100 and con-
catenated with word embedding. These new word
representations are fed to the same pipeline as
baseline-2. We’ll refer to this system as baseline-
2’

Both baseline-2 and baseline-2’ are initialised
with pre-trained word embeddings.

5.3 Baseline Results

Common ressources between all baselines are pre-
trained word embeddings and semantic lexicon.
We use word2vec (Mikolov et al., 2013) 300-
dimensional Google News word embeddings, on
which some“noise” filtering has been performed.
Semantic lexicon was created semi-automatically
using existing polarity lexicons and capitalizing on
the annotated vocabulary present in the SemEval

“https://taku910.github.io/crfpp/

SThis is close to the idea of sentic features (Jebbara and
Cimiano, 2016), integrating aspect categories and polarities,
rather than sentics.



Model Foursquare

s2 sl s3 s1,3 | s1,2,3
baseline-1 | 68.9 | 63.8 | 88.7 | 56.9 | 33.6
baseline-2 | 47.9 | 629 | 86.0 | 52.5 | 9.1
baseline-2’ | 47.7 | 62.7 | 86.1 | 52.6 | 8.8

Semeval

baseline-1 | 75.3 | 704 | 87.3 | 63.0 | 37.1
baseline-2 | 61.1 | 69.9 | 80.2 | 549 | 12.0
baseline-2’ | 61.0 | 68.8 | 78.7 | 53.8 | 11.8

Table 2: Performance of various baseline systems.
sl: Aspect Category detection (F1), s2: Opinion
Target Expression (F1), s3: Sentiment Polarity (Ac-
curacy). sl,3: Aspect,Polarity (F1), s1,2,3: As-
pect,OTE,Polarity (F1).

ABSA datasets. It contains ~1000 words with as-
pect categories and/or polarities associated to each
word.

Results for all the baselines are summarized in
the table 2. Note, that for baseline-2,2°, we report
an average performance after executing the whole
pipeline 10 times.

First, we observe an important performance
drop in aspect prediction (tasks s2, s1) for the new
Foursquare dataset for both baselines. This is of
course related to the fact that this dataset is differ-
ent from the one the training has been performed
on. Thus, the aspects may not be expressed in
the same way, style of the reviews are different®.
However, for polarity prediction we observe bet-
ter results on Foursquare dataset than on Semeval
dataset. It can be explained by shorter length
of Foursquare comments, resulting in less aspect
mentions per sentence (rarely more that one opin-
ionated term per sentence), and thus less ambigu-
ity in polarity prediction.

The second observation is a pretty low overall
pipeline performance (s1,3 and s1,2,3). Although
our baseline-1 has pretty good performances on
each individual task (best, or close to best official
SemEval2016 results) when putting all together, it
results in 63.0 F1-score on aspect-polarity tuples.
The performance on <OTE, Aspect, Polarity> tu-
ples drops down to F1 of 37.1. This evaluation
procedure allows us to get an idea on what would
be “real-world” system performance, and also in-
dicates the capacities and limitations of the sys-
tem.

%a lot of emojis are used in Foursquare dataset, but not in
Semeval dataset
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Finally, we note that baseline-1 (“ressource
rich” baseline) has the best performances from all
the baselines we explored (as expected). The per-
formances of baseline-2 and baseline-2’ are pretty
close on the Semeval dataset, but baseline-2 seems
to perform slightly better.

6 Exploring Additional Ressources for
Adaptation

One of the natural resources to explore for system
adaptation is a set non-annotated reviews. In our
case, we exploit all Foursquare reviews in English
we have access to.

6.1 Domain Specific Embeddings

First, we learn domain dependent words embed-
dings (300-dimensional) on the Foursquare restau-
rant data using Gensim (Rehtifek and Sojka, 2010)
implementation of word2vec. We filtered out the
words occurring less than 5 times, and used a con-
text window of 10 words, which resulted in 60K
word embeddings.

6.2 Weakly Supervised Lexical Acquisition

Among other components, our system relies on
semantic lexical ressources encoding domain as-
pect and polarity vocabulary, that were developed
semi-automatically, based on SemEval2016 train-
ing datasets. In order to enrich these lexicons,
we have adapted a semantic clustering method de-
scribed in (Pelevina et al., 2016)”. The core idea
of this approach is to induce a sense inventory
from existing word embeddings via clustering of
ego-networks of related words. An ego network
consists of a single node (ego) together with the
nodes they are connected to and the edges between
the connected nodes. Words referring to the same
sense tend to have a large number of connections,
and to be clustered together. The clustering is done
with the Chinese Whispers algorithm (Biemann,
2006).

In the case of the present experiments, we ini-
tialize the algorithm with a set of seed words to-
gether with their semantic aspect (e.g cider:drink,
tikka:food), in order to obtain clusters of aspect
words. We used 60 seed words randomly selected
from our existing semantic lexicon and learned
clusters from Foursquare embeddings. Table 4

"This method was initially experimented for word sense
disambiguation, but we directly adapted it for domain aspect
lexicon creation



Model Foursquare Semeval
2 [ sl [ s3 [s13[s123 ] s2 | sl | s3 [s1,3[s123
baseline-1
baseline-1 68.9 | 63.8 | 88.7 | 569 | 33.6 || 753 | 70.4 | 87.3 | 63.0 | 37.1
f_lex 69.2 | 64.1 | 88.8 | 57.1 | 33.8 || 76.4 | 70.4 | 86.6 | 63.5 | 38.1
f_emb 66.7 | 63.8 | 88.7 | 57.3 | 34.1 || 753 | 70.5 | 87.1 | 634 | 374
flex +femb | 67.1 | 64.3 | 88.8 | 57.3 | 339 || 758 | 70.7 | 86.6 | 63.5 | 37.7
baseline-2
baseline-2 479 | 629 | 86.0 | 525 | 9.1 61.1 | 69.9 | 80.2 | 549 | 12.0
f_emb 545 | 66.4 | 87.1 | 56.7 | 9.1 61.7 | 69.7 | 80.6 | 54.7 | 11.3
baseline-2’
baseline-2’ 47.7 | 62.7 | 86.1 | 52.5 | 8.8 61.1 | 68.8 | 78.7 | 53.8 | 11.8
f lex 4777 | 624 | 86.1 | 52.6 | 8.7 61.0 | 689 | 78.7 | 539 | 114
f_emb 53.8 | 659 | 86.7 | 56.2 | 9.2 624 | 70.0 | 80.5 | 558 | 114
flex+femb | 53.8 | 65.8 | 86.7 | 56.2 | 9.2 62.4 | 699 | 80.5 | 558 | 114

Table 3: Experimental results with foursquare embeddings and automatically acquired lexicon

Seed:Aspect
kimchi:food

Aspect Cluster

kimchee, bulgogi, galbi,
bibimbap, jigae, chigae, ...
waitress, server, hostess,
nikki, melissa, kyle, kelly, ...
over-priced, pricey, costly
pricy, cheap, spendy, ...

waiter:service

expensive:price

Table 4: Clusters learnt on Foursquare embeddings

gives some cluster examples. It’s interesting to ob-
serve that we obtain a cluster of first names, often
used to mention a waiter in Foursquare data, with
semantic class service.

We use these clusters of aspect words by con-
catenating them to the existing lexicon of the sys-
tem.

6.3 Experimental Results

We’ve performed following series of experiments
(summarized in table 3): 1. fllex: foursquare
lexicon extending existing lexicon (for systems
using lexicons); 2. f.emb: all baselines with
foursquare embeddings replacing generic embed-
dings (GoogleNews-based) 3. f_lex +f_emb: com-
bination of the previous two. We observe light
improvements for baseline-1 which are especially
due to lexicon enrichment experiments. We
think that Foursquare embeddings didn’t bring
expected improvements for baseline-1 (embed-
dings are used only for OTE/s2 task, which in
it’s turn impacts sl task), mostly because these

embeddings are much smaller and we lose some
non domain-specific knowledge when they replace
GoogleNews embeddings.

The impact of embedding is opposite for
baseline-2 experiments. Foursquare pretrained
embeddings bring important gains on Foursquare
dataset thus moving baseline-2 system above
baseline-1 for sl evaluation. It also improves
(although less) system performance on Semeval
dataset.  Automatically acquired lexicon on
baseline-2 systems seems to be very low. We plan
to explore other ways to integrate this knowledge
into deep learning framework.

7 Conclusion

In this work, we release a new ABSA dataset,
in order to better assess state-of-the-art systems
robustness; we also evaluate a full ABSA chain
of various systems, to reflect end-to-end perfor-
mances. We show that even for the systems with
good performances on individual ABSA subtasks,
an overall aspect/polarity F1 score drops down
to 63.0. Evaluation of various baselines on the
new dataset have shown that standard ABSA sys-
tems may suffer a significant decrease in perfor-
mance, especially for aspect detection. We’ve ex-
perimented with light adaptation methods integrat-
ing in-domain embeddings and automatically ac-
quired lexicons, and showed their impact on dif-
ferent systems. Both the new Foursquare ABSA
dataset and the evaluation script of the full pipeline
are distributed with the paper.
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Abstract

We explore the hypothesis that emotion is one
of the dimensions of language that surfaces
from the native language into a second lan-
guage. To check the role of emotions in native
language identification (NLI), we model emo-
tion information through polarity and emotion
load features, and use document representa-
tions using these features to classify the native
language of the author. The results indicate
that emotion is relevant for NLI, even for high
proficiency levels and across topics.

1 Introduction

Native Language Identification (NLI) is the task
of identifying the native language (L1) of a person
based on his/her writing in the second language
(L2). NLI can inform security, marketing and ed-
ucational applications by tuning pedagogical ma-
terials to L1s, and for this it is important to un-
derstand the phenomena that get transfered from
L1 to L2 (native language interference). Emotion
is one of these. Linguistics research (Dewaele,
2010) has focused on the way emotions are en-
coded in different text types and in different lan-
guages. How to express emotion appropriately is
related to the origin of the speaker (country, re-
gion), situational context in which social norms
might be different (formal vs. informal setting),
interlocutors (age, gender, social distance), topic.

As emotions are psychological constructions
of cultural meaning, there may be a misfit be-
tween emotions and social context when individ-
uals change cultural contexts or live two cultural
models (Leersnyder et al., 2011). The use of emo-
tions is considered both culture- and language-
specific (Wierzbicka, 1994, 1999). We hypothe-
size that this leads to different emotion signals in
writings in a second language, by authors with dif-
ferent native languages.

si
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We test this hypothesis through multi-class clas-
sification of the L1 of the authors of essays writ-
ten in L2 in different experimental set-ups that
take into account proficiency levels and topics of
the written essays. We encode emotion infor-
mation using polarity and sentiment information
from the NRC Word-Emotion Association Lexi-
con (NRC emotion lexicon) (Mohammad and Tur-
ney, 2013), taking into account not only the fine-
grained (word-level) emotion information, but
also general aspects of the written material (over-
all high- or low-emotion load). The results show
that emotional information contributes to detect-
ing the native language of the speaker.

2 Related Work

Caldwell-Harris (2014) shows that emotion usage
depends on the language by focusing on differ-
ences in emotion usage in L.1 and L2. The author
states that there is a correlation between the usage
of emotions and proficiency levels and the age a
language is acquired.

While emotion-based features have been used
in other NLP tasks, such as sentiment analy-
sis (Sidorov et al., 2013), classification of doc-
uments into the corresponding emotion cate-
gory (Wen and Wan, 2014), deception detec-
tion (Newman et al., 2003), among others, they are
an underexplored area of second language writing.

Torney et al. (2012) use psycholinguistic fea-
tures extracted by the Linguistic Inquiry and
Word Count (LIWC) tool (Pennebaker et al.,
2007) to identify the first language of an author,
where emotion-based features are included as part
of the feature vector, e.g., percentage of posi-
tive/negative emotion words. The LIWC feature
set used in the paper also contains other types of
features, e.g., personal concern categories (work,
leisure), paralinguistic dimensions (assents, fillers,
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nonfluencies), which obscure the contribution of
the actual emotion features.

Rangel and Rosso (2013; 2016) investigate and
confirm the hypothesis that the use of emotions
depends on author’s age and gender. The au-
thors used a graph-based approach, where each
node and edge were represented by the corre-
sponding part-of-speech (POS) tag, then the repre-
sentation was enriched with semantic information,
emoticons, and with emotion information, which
included polarity of words (polarity of common
nouns, adjectives, adverbs or verbs in a sentiment
lexicon) and emotionally charged words (replac-
ing common nouns, adjectives, adverbs or verbs
with the emotion information from the Spanish
Emotion Lexicon (Sidorov et al., 2013)). The rep-
resentation combining all the features described
above was used with a SVM classifier.

Rangel and Rosso (2013; 2016) suggest that
there are commonalities in the use of emotions
across author age and gender. We examine the hy-
pothesis that there are commonalities in the use of
emotions in L2 across different L1s, suggested by
the linguistic and psycholinguistic studies (Leer-
snyder et al., 2011; Wierzbicka, 1999). We test
this by evaluating the impact of emotion-based
features on classifying the L1 of the authors of es-
says written in L2.

3 Emotion features for NLI

The best performing features for NLI are word
and character n-grams (Jarvis et al., 2013). They
cover — and obscure — a wide range of phenomena,
because language usage has multiple dimensions
that can reveal information such as age, gender,
cultural influences. In this study, we investigate
the impact of words that have an emotion signal,
since studies have shown that emotion is culture
specific (Wierzbicka, 1994, 1999), and thus could
be indicative of the native language of a speaker.

3.1 Datasets

We conduct experiments on two datasets com-
monly used in NLI research:

TOEFL11 (Blanchard et al., 2013): the ETS
Corpus of Non-Native Written English (TOEFL11)
contains 1,100 essays in English (avg. 348 to-
kens/essay) for each of the 11 L1s: Arabic (ARA),
Chinese (CHI), French (FRE), German (GER),
Hindi (HIN), Italian (ITA), Japanese (JPN), Ko-
rean (KOR), Spanish (SPA), Telugu (TEL), and
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Turkish (TUR). The essays were written in re-
sponse to eight different writing prompts, all of
which appear in all 11 L1 groups. The dataset con-
tains information regarding the proficiency level
(low, medium, high) of the authors.

ICLE (Granger et al., 2009): the ICLEv2
dataset consists of essays written by highly-
proficient non-native college-level students of En-
glish. We used a 7-language subset of the cor-
pus normalized for topic and character encod-
ing (Tetreault et al., 2012; Ionescu et al., 2014) to
which we refer as ICLE. This subset contains 110
essays (avg. 747 tokens/essay after tokenization
and removal of metadata) for each of the 7 lan-
guages: Bulgarian (BUL), Chinese (CHI), Czech
(CZE), French (FRE), Japanese (JPN), Russian
(RUS), and Spanish (SPA).

3.2 Experiment setup

We used the (pre-)tokenized version of
TOEFL11 and tokenized ICLE with the Nat-
ural Language Toolkit (NLTK)' tokenizer.

ICLE metadata was removed in pre-processing.
Each essay was represented through the sets of
features described below, using term frequency
(tf) and the liblinear scikit-learn (Pedregosa
et al., 2011) implementation of Support Vector
Machines (SVM) with OVR (one vs. the rest)
multi-class strategy. We report classification
accuracy on 10-fold cross-validation experiments.

3.3 Features

3.3.1 Part-of-speech tags and function words

POS tag n-grams and function words (FWs) are
considered core features in NLI research (Mal-
masi and Dras, 2015), not susceptible to topic bias,
unlike word and character n-grams (Brooke and
Hirst, 2011).

POS n-grams, n=1..3 POS features capture the
morpho-syntactic patterns in a text, and are in-
dicative of the L1, especially when used in com-
bination with other types of features (Cimino and
Dell’ Orletta, 2017; Markov et al., 2017). POS tags
were obtained with TreeTagger (Schmid, 1999),
which uses the Penn Treebank tagset (36 tags).

Function words (FWs) n-grams, n=1..3 Func-
tion words clarify the relationships between the
content-carrying elements of a sentence, and intro-
duce syntactic structures like verbal complements,

"http://www.nltk.org



relative clauses, and questions (Smith and Witten,
1993). They are considered one of the most impor-
tant stylometric features (Kestemont, 2014). The
FW feature set consists of 318 English FWs from
the scikit-learn package (Pedregosa et al., 2011).
With respect to emotion features, FWs can ap-
pear as quantifiers, intensifiers (e.g., very good) or
modify the emotion expressed in other ways.

3.3.2 Emotion words

We use the 14,182 emotion words and their asso-
ciations with eight emotions (anger, fear, antici-
pation, trust, surprise, sadness, joy, and disgust)
and two sentiments (negative and positive) from
the NRC emotion lexicon (Mohammad and Tur-
ney, 2013). Table 1 presents the emotion words
statistics for our data.

TOEFL11 ICLE
L1 No. L1 P L1 No. L1 %o
HIN 96,184 | KOR 2493 | CZE 20,162 | CHI = 26.81
TEL 88,979 | HIN 2462 | RUS 20,142 | BUL 25.06
GER 88,268 | CHI 2432 | BUL 18,939 | JPN 2474
CHI 87486 | TEL 24.19 | SPA 17,187 | RUS 24.72
TUR 83,945 | JPN 24.15 | CHI 16,794 | FRE 23.88
KOR 82,878 | TUR 2390 | FRE 16,750 | CZE 23.81
FRE 82,454 | FRE 2330 | JPN 16,234 | SPA 2333
SPA 81,497 | GER 23.21
ITA 75339 | ITA 23.16
JPN 73,7740 | SPA  22.40
ARA 69,156 | ARA 2191

Table 1: Emotion words statistics (absolute number and
frequency) sorted from the highest to the lowest.

Before committing to analyzing emotion fea-
tures, we want to test whether emotion-loaded
words have any impact on the NLI task. The bag-
of-words (BoW) representation covers a variety of
phenomena, without distinguishing them and giv-
ing us insight into their individual impact on the
task. We represent our data using BoW varia-
tions — including and excluding words that have
an emotional dimension. To verify that the ef-
fect in classification is not just due to a smaller
feature set, we match the BoW size by removing
a selection of random words. Table 2 presents
the 10-fold cross-validation results (accuracy, %)
on the TOEFL11 and ICLE datasets, when using
emotion words and random words of such that the
BoW representations have the same size, as well
as the results when excluding emotion words and
the random words.”

The results in Table 2 show that emotion words
have higher impact on classification accuracy than
random words when evaluated in isolation. More-
over, the accuracy drop is higher when excluding

*Random words accuracy was calculated as average over
five experiments with five different sets of random words.
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TOEFL11 ICLE
Features Acc., % No. Acc., % No.
BoW 68.65 61,339 80.65 20,032
Random words 36.15 8,187 70.21 6,465
Emotion words 46.75 8,187 72.86 6,465
BoW w/o random words 66.68 53,152 76.83 13,567
BoW w/o emotion words 63.11 53,152 75.19 13,567

Table 2: Performance of emotion words.

emotion words from the BoW approach than when
excluding random words, confirming that emotion
is a useful dimension for L1 classification, and not
just an effect of having additional features.

3.3.3 Emotion features

Having confirmed that due to cultural identity and
linguistic habits of an author’s native language, we
can distinguish the L1 of the author of an essay, we
proceed with a deeper analysis, for which we build
two types of emotion features.

Emotion polarity features (emoP) In the NRC
emotion lexicon, binary associations are provided
for each emotion word for 8 emotions (anger, fear,
anticipation, trust, surprise, sadness, joy, or dis-
gust) and two sentiments (negative or positive) —
e.g., good = “0100101011”. This representation is
used as a categorial feature (not a 10-dimensional
binary vector). It performed best compared to
other ways of encoding the emotion information
we tried, e.g., using a 10-dimensional binary vec-
tor or excluding the sentiment information.

The emoP features are added to the POS
and to POS & FW representations: the phrase
This is very good is represented through POS
& emoP unigrams as ‘DT’, ‘VBZ’, ‘RB’, ‘JJ-
0100101011°, or as 3-grams ‘DT_VBZ_RB’,
VBZ_RB_1J-0100101011°, and as POS & FW
& emoP 3-grams as ‘This_is_very’, ‘is_very_JJ-
0100101011°.

Emotion load features (emoL) Speakers of dif-
ferent L1s may use a higher or lower number of
emotionally charged words than speakers of other
L1s, reflecting cultural customs or linguistic habits
of the respective cultures. We modeled this infor-
mation using three types of emotion load features:
(i) two binary features, emoL (binary) that capture
whether an essay has a high or low emotional load:
(a) we compute the average ratio of emotion words
in all essays in each dataset: for TOEFL11 this was
0.236 and for ICLE 0.246; (b) if the ratio of emo-
tion words in an essay was higher/lower than the
average, assigned it a “highly-emotional”/“low-
emotional” feature. We used this representation



to examine whether the polarity as such is infor-
mative. We also used more fine-grained emoL fea-
tures: (ii) the ratio of the emotion words in each
essay as a numeric feature (1 feature, emoL (1)),
and (iii) the ratio of each emotion/sentiment in
each essay (10 numeric features: 8 emotions and
2 sentiments, emoL (10)). Overall, three different
types of emoL features are examined.

4 Results and Discussion

Following previous studies on NLI (Markov
et al., 2018) and author profiling (Rangel and
Rosso, 2016), we provide the results when adding
emotion-based features to POS tag feature set. We
also experiment with POS and FW feature sets
similarly to, e.g., (Malmasi and Dras, 2015).

The 10-fold cross-validation results in terms of
accuracy (%) on the TOEFL11 and ICLE datasets
for POS and POS & FW n-gram (n = 1-3) rep-
resentations are shown in Tables 3 and 4, respec-
tively. The number of features (No.) is included.
Statistically significant gains/drops according to
McNemar’s statistical significance test (McNe-
mar, 1947) with « < 0.05 are marked with “*’.

The experimental results show that emotion fea-
tures, in particular the emoP features, significantly
contribute to the results for all the considered set-
tings, indicating that different cultures (as defined
by the authors’ L1) have different emotion word
usage. It is very interesting to note that despite be-
ing very general, the three types of emoL features —
13 features that characterize the emotional load of
a document — also improve the results in the major-
ity of settings, including when combined with the
emoP features. This supports the hypothesis that
some cultures use a bigger or smaller emotional
vocabulary. More fine grained emotional load fea-
tures could improve the results further.

To explore whether emotion usage depends on
specific topics, we conducted experiments for the
topics in the TOEFL11 dataset (Table 5).> The im-
provement brought by the emotion-based features
does seem to depend on the topic, as some top-
ics more naturally elicit emotional reactions. The
highest improvements were achieved for PS5 (car
usage) and P7 (young vs. old people comparison).
When combined with the POS & FW representa-
tion, emotion-based features are less helpful (not

3We did not conduct this experiment on the ICLE dataset,
since it has a higher number of topics, with a fewer number
of documents per topic, which would not allow us to learn
informative topic-specific models.
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statistically significant improvements) for the top-
ics discussing traveling (P1), ideas vs. facts (P3),
and education (P4). Overall, adding emotion-
based features to POS and POS & FW represen-
tations leads to accuracy improvement for all the
topics present in the dataset.

The ability to choose the proper words to ex-
press oneself increases with the proficiency level.
From this perspective, identifying the L1 of au-
thors of essays in L2 using emotion words infor-
mation should be performed with better results.
On the other hand, we expect other linguistic char-
acteristics to become closer to a native L2 speaker,
and thus make identifying L1 harder. We exper-
iment with L1 classification separating the data
based on the three different proficiency levels in
TOEFL11. The results are included in Table 6.
With respect to the emotion features, medium and
high proficiency levels have a much better perfor-
mance. As postulated above, this could be ex-
plained by the different ability of the L1 speakers
to choose the words that express closely the mes-
sage and nuances they wish to convey.

5 Conclusions

We investigated the hypothesis that the use of
emotions is indicative of an author’s native lan-
guage. We used two types of emotion-based fea-
tures — one that captures the types of sentiments
expressed, the other captures the frequency of
emotion words in documents. We expected these
features to capture cultural characteristics and lin-
guistic habits from the authors’ L1. The fact that
adding these features to POS and function word
n-grams leads to improvements in predicting a
text’s author’s native language leads us to con-
clude that emotion characteristics from a native
language are “imported” into the production of L2.
The overall goal of this paper was to understand
the influence of various facets of L1 speakers’ lan-
guage and culture on their acquisition (and pro-
duction) of L2. These influences from L1 are not
under the author’s conscious control, and it is very
interesting to understand their nature. Emotion is
one of these. The fact that we explore the use of
emotions on learner corpora (“controlled environ-
ment”), with a specific task and specific require-
ment — and a (implied, not specifically requested)
more neutral style — should probably lower the ef-
fect of emotional influences from the L1 and its
culture. From that point of view, it is even more
remarkable that such an effect is detected.



Features TOEFL11 ICLE
Acc., % No. Acc., % No.

POS 1-3-grams (baseline) 40.16 17,483 62.86 11,755

POS 1-3-grams + emoL (binary) 40.60 17,485 62.86 11,757

POS 1-3-grams + emoL (1) 40.19 17,484 62.86 11,756

POS 1-3-grams + emoL (10) 40.41 17,493 62.99 17,765

POS 1-3-grams + emoL (binary) + emoL (1) + emoL (10) 40.65 17,496 62.60 11,768

Difference: 0.49* -0.26

POS 1-3-grams + emoP 50.36 216,090 67.66 90,920

Difference: 10.20%* 4.80%*

POS 1-3-grams + emotion-based features 50.28 216,103 67.79 90,933

Difference (with POS 1-3 + emoP): -0.08 0.13

Difference (with baseline): 10.12* 4.93*

Table 3: 10-fold cross-validation accuracy for POS 1-3-grams combined with emotion-based features. “*’ marks
statistically significant differences.
Features TOEFL11 ICLE
Acc., % No. Acc., % No.

POS 1-3-grams 40.16 17,483 62.86 11,755
POS & FW 1-3-grams (baseline) 64.06 411,599 74.42 138,170
Difference: 23.90* 11.56*
POS & FW 1-3-grams + emoL (binary) 64.10 411,601 74.42 138,172
POS & FW 1-3-grams + emoL (1) 64.10 411,600 74.42 138,171
POS & FW 1-3-grams + emoL (10) 64.09 411,609 74.42 138,180
POS & FW 1-3-grams + emoL (binary) + emoL (1) + emoL (10) 64.13 411,612 74.42 138,183
Difference: 0.07 0.00
POS & FW 1-3-grams + emoP 67.73 880,595 77.92 268,605
Difference: 3.67* 3.50*
POS & FW 1-3-grams + emotion-based features 67.85 880,608 78.31 268,618
Difference (with POS & FW 1-3 + emoP): 0.12 0.39
Difference (with baseline): 3.79%* 3.89*

Table 4: 10-fold cross-validation accuracy for POS & FW 1-3-grams combined with emotion-based features. ‘*’

marks statistically significant differences.

PO P1 P2 P3 P4 P5 P6 P7
POS 1-3-grams 3374 39.26 38.54 39.89 42.40 38.29 42.08 38.15
POS 1-3-grams + emotion-based features 41.14  47.34 44.79 46.02 49.12 49.55 49.01 47.19
Difference: 7.40*  8.08* 6.25* 6.13* 6.72% 11.26* 6.93* 9.04*
POS & FW 1-3-grams 50.54  56.54 53.28 55.62 60.34 56.84 57.79 55.31
POS & FW 1-3-grams + emotion-based features ~ 53.18 57.66 56.56 57.04 62.28 62.40 61.46 58.66
Difference: 2.64* 1.12 3.28* 1.42 1.94 5.56* 3.67* 3.35%
No. of emotion words: 99,606 75308 116,795 118,427 122,741 129,837 107,924 139,288
Ratio: 0.213  0.239 0.222 0.226 0.238 0.239 0.243 0.274

Table 5: 10-fold cross-validation accuracy for each topic in the TOEFL11 dataset. ‘*’ marks statistically significant
differences.

Low Medium High
Acc., % No. Acc., % No. Acc., % No.

POS 1-3-grams 41.10 9,751 43.07 15,334 34.65 14,454
POS 1-3-grams + emotion-based features 44.56 51,108 52.64 152,059 42.58 136,783
Difference: 3.46%* 9.57* L 7.93*

POS & FW 1-3-grams 52.40 91,340 66.52 288,658 54.25 242,880
POS & FW 1-3-grams + emotion-based features 54.13 155,725 69.09 585,083 57.20 491,342
Difference: 1.73 2.57* 2.95%

No. of emotion words: 62,223 475,665 372,025

Ratio: 0.228 0.235 0.242

Table 6: 10-fold cross-validation accuracy for each proficiency level. ‘*’ marks statistically significant differences.
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Abstract

Sentiment Analysis has seen much progress
in the past two decades. For the past few
years, neural network approaches, primarily
RNNs and CNNs, have been the most suc-
cessful for this task. Recently, a new cat-
egory of neural networks, self-attention net-
works (SANSs), have been created which uti-
lizes the attention mechanism as the basic
building block. Self-attention networks have
been shown to be effective for sequence model-
ing tasks, while having no recurrence or convo-
lutions. In this work we explore the effective-
ness of the SANs for sentiment analysis. We
demonstrate that SANs are superior in perfor-
mance to their RNN and CNN counterparts by
comparing their classification accuracy on six
datasets as well as their model characteristics
such as training speed and memory consump-
tion. Finally, we explore the effects of various
SAN modifications such as multi-head atten-
tion as well as two methods of incorporating
sequence position information into SANs.

1 Introduction

Sentiment analysis, also know as opinion mining,
deals with determining the opinion classification
of a piece of text. Most commonly the classifi-
cation is whether the writer of a piece of text is
expressing a position or negative attitude towards
a product or a topic of interest. Having more than
two sentiment classes is called fine-grained sen-
timent analysis with the extra classes represent-
ing intensities of positive/negative sentiment (e.g.
very-positive) and/or the neutral class. This field
has seen much growth for the past two decades,
with many applications and multiple classifiers pro-
posed [Mintyld et al., 2018]. Sentiment analy-
sis has been applied in areas such as social media
[Jansen et al., 2009], movie reviews [Pang et al.,
2002], commerce [Jansen et al., 2009], and health
care [Greaves et al., 2013b] [Greaves et al., 2013a].
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In the past few years, neural network approaches
have consistently advanced the state-of-the-art tech-
nologies for sentiment analysis and other natural
language processing (NLP) tasks. For sentiment
analysis, the neural network approaches typically
use pre-trained word embeddings such as word2vec
[Mikolov et al., 2013] or GloVe[Pennington et al.,
2014] for input, which get processed by the model
to create a sentence representation that is finally
used for a softmax classification output layer. The
main neural network architectures that have been
applied for sentiment analysis are recurrent neural
networks(RNNSs) [Tai et al., 2015] and convolu-
tional neural networks (CNNs) [Kim, 2014], with
RNNs being more popular of the two. For RNNS,
typically gated cell variants such as long short-term
memory (LSTM) [Hochreiter and Schmidhuber,
19971, Bi-Directional LSTM (BiLSTM) [Schuster
and Paliwal, 1997], or gated recurrent unit (GRU)
[Cho et al., 2014] are used.

Most recently, Vaswani et al. [Vaswani et al.,
2017] introduced the first fully-attentional archi-
tecture, called Transformer, which utilizes only
the self-attention mechanism and demonstrated
its effectiveness on neural machine translation
(NMT). The Transformer model achieved state-of-
the-art performance on multiple machine transla-
tion datasets, without having recurrence or con-
volution components. Since then, self-attention
networks have been successfully applied to a vari-
ety of tasks, including: image classification [Par-
mar et al., 2018], generative adversarial networks
[Zhang et al., 2018], automatic speech recognition
[Povey et al., 2017], text summarization [Liu et al.,
2018], semantic role labeling [Strubell et al., 2018],
as well as natural language inference and sentiment
analysis [Shen et al., 2018].

In this paper we demonstrate that self-attention
is a better building block compared to recurrence or
convolutions for sentiment analysis classifiers. We
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extend the work of [Barnes et al., 2017] by explor-
ing the behaviour of various self-attention architec-
tures on six different datasets and making direct
comparisons to their work. We set our baselines
to be their results for LSTM, BiLSTM, and CNN
models, and used the same code for dataset pre-
processing, word embedding imports, and batch
construction. Finally, we explore the effectiveness
of SAN architecture variations such as different
techniques of incorporating positional information
into the network, using multi-head attention, and
stacking self-attention layers. Our results suggest
that relative position representations is superior to
positional encodings, as well as highlight the effi-
ciency of the stacking self-attention layers.
Source code is publicly available!.

2 Background

The attention mechanism was introduced by [Bah-
danau et al., 2014] to improve the RNN encoder-
decoder sequence-to-sequence architecture for
NMT [Sutskever et al., 2014]. Since then, it has
been extensively used to improve various RNN and
CNN architectures ([Cheng et al., 2016]; [Kokki-
nos and Potamianos, 2017]; [Lu et al., 2016]). The
attention mechanism has been an especially popu-
lar modification for RNN-based architectures due
to its ability to improve the modeling of long range
dependencies ([Daniluk et al., 2017]; [Zhou et al.,
2018]).

2.1 Attention

Originally [Bahdanau et al., 2014] described atten-
tion as the process of computing a context vector
for the next decoder step that contains the most
relevant information from all of the encoder hidden
states by performing a weighted average on the en-
coder hidden states. How much each encoder state
contributes to the weighted average is determined
by an alignment score between that encoder state
and previous hidden state of the decoder.

More generally, we can consider the previous
decoder state as the query vector, and the encoder
hidden states as key and value vectors. The output
is a weighted average of the value vectors, where
the weights are determined by the compatibility
function between the query and the keys. Note that
the keys and values can be different sets of vectors
[Vaswani et al., 2017].

'nttps://github.com/Artaches/SSAN-

self-attention-sentiment-analysis—
classification
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The above can be summarized by the following

equations. Given a query g, values (v1, ..., v, ), and
keys (k1, ..., kn) we compute output z:
n
z= Z a;(vj) (1)
j=1
exp f(kj, q

Z?:l exp f(ku Q)

aj is computed using the softmax function where
f (ki q) is the compatibility score between k; and
q,

For the compatibility function, we will be us-
ing using the scaled dot-product function from
[Vaswani et al., 2017]:

(k)(0)"
e
where dy, is the dimension of the key vectors. This
scaling is done to improve numerical stability as
the dimension of keys, values, and queries grows.

f(k,q) =

3)

2.2 Self-Attention

Self-attention is the process of applying the atten-
tion mechanism outlined above to every position of
the source sequence. This is done by creating three
vectors (query, key, value) for each sequence posi-
tion, and then applying the attention mechanism for
each position x;, using the x; query vector and key
and value vectors for all other positions. As a result,
an input sequence X = (z1, 2, ..., Z,,) of words
is transformed into a sequence Y = (y1,¥2, ..., Yn)
where y; incorporates the information of x; as well
as how x; relates to all other positions in X. The
(query, key, value) vectors can be created by ap-
plying learned linear projections [Vaswani et al.,
2017], or using feed-forward layers.

This computation can be done for the entire
source sequence in parallel by grouping the queries,
keys, and values in Q, K, V matrices[Vaswani et al.,
2017].

QK"
Vi

Furthermore, instead of performing self-
attention once for (Q,K,V) of dimension dodel,
[Vaswani et al., 2017] proposed multi-head atten-
tion, which performs attention h times on projected
(Q.K,V) matrices of dimension dpoge1/h. For each
head, the (Q,K,V) matrices are uniquely projected

Attention(Q, K, V') = softmax( W 4)



to dimension dpedel/h and self-attetnion is per-
formed to yield an output of dimension dpoege/ -
The outputs of each head are then concatenated,
and once again a linear projection layer is applied,
resulting in an output of same dimensionality as per-
forming self-attention once on the original (Q,K,V)
matrices. This process is described by the follow-
ing formulas:

MultiHead(Q, K, V) =

Concat(heady, ..., headh)WO (5)
where head; =
Attention(QWZ, KW/ VWY)  (6)

Where the projections are parameter matrices

Q Ainodel X d K Ainodel X i 1%
Wo € Rfmodd™% WH € Rfmedl = WV €
RdmodeIde and WO c thu deodel.

2.3 Position Information Techniques

The attention mechanism is completely invariant
to sequence ordering, thus self-attention networks
need to incorporate positional information. Three
main techniques have been proposed to solve this
problem: adding sinusoidal positional encodings or
learned positional encoding to input embeddings,
or using relative positional representations in the
self-attention mechanism.

2.3.1 Sinusoidal Position Encoding

This method was proposed by [Vaswani et al.,
2017] to be used for the Transformer model. Here,
positional encoding (P E) vectors are created using
sine and cosine functions of difference frequen-
cies and then are added to the input embeddings.
Thus, the input embeddings and positional encod-
ings must have the same dimensionality of dyogel-
The following sine and cosine functions are used:

PE(pos,Qi) = Sin(pos/l()oo(]?i/dmodel)
PE(pos2it1) = cos(pos/loo()()?i/dmodel)

where pos is the sentence position and ¢ is the di-
mension. Using this approach, sentences longer
than those seen during training can still have posi-
tional information added. We will be referring to
this method as PE.
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2.3.2 Learned Position Encoding

In a similar method, learned vectors of the same di-
mensionality, that are also unique to each position
can be added to the input embeddings instead of
sinusoidal position encodings[Gehring et al., 2017].
There are two downsides to this approach. First,
this method cannot handle sentences that are longer
than the ones in the training set as no vectors are
trained for those positions. Second, the further po-
sition will likely not get trained as well if the train-
ing dataset has more short sentences than longer
ones. Vaswani et al. [2017] also reported that these
perform identically to the positional encoding ap-
proach.

2.3.3 Relative Position Representations

Relative Position Representations (R P R) was in-
troduced by [Shaw et al., 2018] as a replacement
of positional encodings for the Transformer. Using
this approach, the Transformer was able to perform
even better for NMT. Out of the three discussed, we
have found this approach to work best and we will
be referring to this method as RP R throughout the
paper.

For this method, the self-attention mechanism is
modified to explicitly learn the relative positional
information between every two sequence positions.
As a result, the input sequence is modeled as a la-
beled, directed, fully-connected graph, where the
labels represent positional information. A tunable
parameter k is also introduced that limits the max-
imum distance considered between two sequence
positions. [Shaw et al., 2018] hypothesized that
this will allow the model to generalize to longer
sequences at test time.

3 Proposed Architectures

In this work we propose a simple self-attention
(SSAN) model and test it in 1 as well as 2 layer
stacked configurations. We designed the SSAN
architecture to not have any extra components in or-
der to compare specifically the self-attention com-
ponent to the recurrence and convolution compo-
nents of LSTM and CNN models. Our goal is to
test the effectiveness of the main building blocks.
We compare directly the results of two proposed
architectures, /-Layer-SSAN and 2-Layer-SSAN, to
the LSTM, BiLSTM, and CNN architectures from
[Barnes et al., 2017].

SSAN performs self-attention only once, which
is identical to 1-head multi-head attention. SSAN
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Figure 1: SSAN Model Architecture

takes in input word embeddings and applies 3 feed-
forward layers to obtain Q,K,V representations on
which self-attention is performed. The output of
the self-attention layer is passed through another
feed-forward layer. This process is done twice
for 2-Layer-SSAN, using the output of first layer
as input for the second. The output of the last
self-attention layer is averaged and a feed-forward
layer is then applied to create a sentence represen-
tation vector of fixed dimension dy,qe]. Finally, the
sentence representation vector is passed through
an output softmax layer that has an output dimen-
sion of djasses- Dropout [Srivastava et al., 2014]
is applied on input word embeddings, output of
self-attention layers, on the sentence representa-
tion vector. The architecture is visualized in Figure
1. All feed-forward layers use ReLU [Nair and
Hinton, 2010] activation functions. For relative po-
sitional representation, we set the parameter k=10,
which is the maximum relative position considered
for each input sequence position.

Finally, we also show results for other, more
complex, self-attention architectures that are based
on the Transformer. We take a 2 layer Transformer
encoder as described by [Vaswani et al., 2017],
then just like for SSAN, average the output of the
second layer to create a sentence representation and
apply a feed-forward layer followed by an output
softmax layer. Dropout is applied as described in
[Vaswani et al., 2017] as well as on the sentence
representation vector.

4 Experiments

To reduce implementation deviations from pre-
vious work, we use the codebase from [Barnes
et al., 2017] and only replace the model and train-
ing process. We re-use the code for batch pre-
processing and batch construction for all datasets,
accuracy evaluation, as well as use the same word
embeddings?. All neural network models use cross-
entropy for the training loss.

All experiments and benchmarks were run using
a single GTX 1080 Ti with an i7 5820k @ 3.3Ghz
and 32Gb of RAM. For model implementations:
LSTM, BiLSTM, and CNN baselines are imple-
mented in Keras_2.0.8 [Chollet et al., 2015] with
Tensorflow_1.7 backend using cuDNN_5.1.5 and
CUDA 9.1. All self-attention models are imple-
mented in Tensorflow_1.7 and use the same CUDA
libraries.

4.1 Datasets

In order to determine if certain neural network
building blocks are superior, we test on six datasets
from [Barnes et al., 2017] with different properties.
The summary for dataset properties is in Table 1.
The Stanford Sentiment Treebank (SS7-fine)
[Socher et al., 2013] deals with movie reviews,
containing five classes [very-negative, negative,
neutral, positive, very-positive]. (SST-binary) is
constructed from the same data, except the neutral
class sentences are removed, all negative classes are

https://github.com/jbarnesspain/sota_
sentiment
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Average  Max Wiki 300D
Train Dev. Test # of Sent. Sent. Vo.cab. Emb. Emb.
Classes Length  Length Size Coverage Coverage

SST-fine 8,544 1,101 2,210 5 19.53 57 19,500 94.4% 89.0%
SST-binary | 6,920 872 1,821 2 19.67 57 17,539 95.0% 89.6%
OpeNER 2,780 186 743 4 4.28 23 2,447 94.2% 99.3%
SenTube-A | 3,381 225 903 2 28.54 127 18,569 75.6% 74.5%
SenTube-T | 4,997 333 1,334 2 28.73 121 20,276 70.4% 76.0%
SemEval 6,021 890 2,376 3 22.40 40 21,163 77.1% 99.8%

Table 1: Modified Table 2 from [Barnes et al., 2017]. Dataset statistics, embedding coverage of dataset
vocabularies, as well as splits for Train, Dev (Development), and Test sets. The *Wiki’ embeddings are
the 50, 100, 200, and 600 dimension used for experiments.

grouped, and all positive classes are grouped. The
datasets are pre-processed to only contain sentence-
level labels, and none of the models reported in this
work utilize the phrase-level labels that are also
provided.

The OpeNER dataset [y Montse Cuadros y Sean
Gaines y German Rigau, 2013] is a dataset of hotel
reviews with four sentiment classes: very negative,
negative, positive, and very positive. This is the
smallest dataset with the lowest average sentence
length.

The SenTube datasets [Uryupina et al., 2014]
consist of YouTube comments with two sentiment
classes: positive and negative. These datasets con-
tain the longest average sentence length as well
as the longest maximum sentence length of all the
datasets.

The SemEval Twitter dataset (SemEval) [Nakov
et al., 2013] consists of tweets with three classes:
positive, negative, and neutral.

4.2 Embeddings

We use the exact same word embeddings as [Barnes
et al.,, 2017]. They trained the 50, 100, 200,
and 600-dimensional word embeddings using the
word2vec algorithm described in [Mikolov et al.,
2013] on a 2016 Wikipedia dump. In order to com-
pare to previous work, they also used the publicly
available Google 300-dimensional word2vec em-
beddings, which are trained on a part of Google
News dataset’. For all models, out-of-vocabulary
words are initialized randomly from the uniform
distribution on the interval [-0.25 , 0.25].

*https://code.google.com/archive/p/
word2vec/

4.3 Baselines

We take 5 classifiers from [Barnes et al., 2017] and
use their published results as baselines. Two of
the methods are based on logistic regression, Bow
and Ave, and 3 are neural network based, LSTM,
BiLSTM, and CNN.

The (Bow) baseline is a L2-regularized logistic
regression trained on bag-of-words representation.
Each word is represented by a one-hot vectors of
size n = |V|, where |V| is the vocabulary size.

The (Ave) baseline is also a L2-regularized lo-
gistic regression classifier except trained on the
average of the 300-dimension word embeddings
for each sentence.

The LSTM baseline, input word embeddings are
passed into an LSTM layer. Then a 50-dimensional
feed-forward layer with ReLU activations is ap-
plied, followed by a softmax layer that produces
that model classification outputs. Dropout [Sri-
vastava et al., 2014] is applied to the input word
embeddings for regularization.

The BiLSTM baseline is the same as LSTM, ex-
cept that a second LSTM layer is used to process
the input word embeddings in the reverse order.
The outputs of the two LSTM layers are concate-
nated and passed a feed-forward layer, following by
the output softmax layer. Dropout is applied identi-
cally as in LSTM. This modification improves the
networks ability to capture long-range dependen-
cies.

The final baseline is a simple CNN network. The
input sequence of n embeddings is reshaped to an
nx R dimensional matrix M, where R is the dimen-
sionality of the embeddings. Convolutions with fil-
ter size of [2,3,4] are applied to M, following by a
pooling layer of length 2. As for LSTM networks, a
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Table 2: Modified Table 3 from [Barnes et al., 2017]. Test accuracy averages and standard deviations (in
brackets) of 5 runs. The baseline results are taken from [Barnes et al., 2017]; the self-attention models
results are ours. Best model for each dataset is given in [bold].

feed-forward layer is applied followed by an output
softmax layer. Here, dropout is applied to input
embeddings as well as after the convolution layers.

The LSTM, BiLSTM, and CNN baselines are
trained using ADAM [Kingma and Ba, 2014] with
cross-entropy loss and mini-batches of size 32. Hid-
den layer dimension, dropout amount, and the num-
ber of training epochs are tuned on the validation
set for each (model, input embedding, dataset) com-
bination.
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4.4 Self-Attention Architectures

We use /-Layer SSAN + RPR and 2-Layer SSAN
+ RPR to compare the self-attention mechanism
to the recurrence and convolution mechanisms in
LSTM, BiLSTM, and CNN models. We compare
these models using all word embeddings sizes.
Next, we explore the performance of a modified
Transformer Encoder described in 3. We do this
to determine if a more complex architecture that
utilized multi-head attention is more beneficial.
Finally, we compare the performance of using
positional encodings (+PFE) and relative positional



Model # of Parameters GPU VRAM Usage (Mb) TFammg Inference Time
Time (s) (s)
LSTM 722,705 419Mb 235.9s 7.6s
BiLSTM 1,445,405 547Mb 416.0s 12.7s
CNN 83,714 986Mb 21.1s 0.85s
1-Layer SSAN + RPR 465,600 381Mb 64.6s 8.9s
1-Layer SSAN + PE 453,000 381Mb 58.1s 8.5s
2-Layer SSAN + RPR 839,400 509Mb 70.3s 9.3s
Transformer + RPR 1,177,920 510Mb 78.2s 9.7s

Table 3: Neural networks architecture characteristics. A comparison of number of learnable parameters,
GPU VRAM usage (in megabytes) during training, as well as training and inference times (in seconds).

representations (+RPR) for the Transformer En-
coder and I-Layer-SSAN architectures. We also
test /-Layer SSAN without using any positional
information techniques.

For the self-attention networks, we simplify the
training process to only tune one parameter and
apply the same process to all models. Only the
learning rate is tuned for every (model, input em-
bedding) pair. We fix the number of batches to
train for to 100,000 and pick the model with high-
est validation accuracy. Each batch is constructed
by randomly sampling the training set. Model
dimensionality dodel 1S fixed to being the same
as the input word embeddings. Learning rate is
tuned based on the size of dmodel. FOr dmoder di-
mensions [50, 100, 200, 300, 600] we use learning
rates of [0.15, 0.125, 0.1, 0.1, 0.05] respectively,
because the larger dpoqe1 models tend to over-fit
faster. Dropout of 0.7 is applied to all models, and
the ADADELTA [Zeiler, 2012] optimizer is used
with cross-entropy loss.

5 Analysis

Table 2 contains the summary of all the experi-
mental results. For all neural network models we
report mean test accuracy of five runs as well as
the standard deviations. Macro-Avg results are the
average accuracy of a model across all datasets. We
focus our discussion on the Macro-Avg column as
it demonstrates the models general performance for
sentiment analysis.

Our results show general better performance for
self-attention networks in comparison to LSTM,
BiLLSTM and CNN models. Using the same word
embedding, all of the self-attention models receive
higher Macro-Avg accuracy than all baseline mod-
els. I-Layer-SSAN+RPR models generally perform

the best for all (input embeddings, dataset) com-
binations, and getting top scores for five out of
six datasets. Transformer Encoder+RPR also per-
forms comparatively well across all datasets, and
achieves top accuracy for the OpeNER dataset.

Using 2-Layer-SSAN+RPR does not yield bet-
ter performance results compared to I-Layer-
SSAN+RPR. We believe that one self-attention
layer is sufficient as the datasets that we have tested
on were relatively small. This is reinforced by
the results we see from Transformer Encoder +
RPR since it achieves similar accuracy as 2-Layer-
SSAN+RPR and I-Layer-SSAN+RPR while having
greater architectural complexity and more trainable
parameters, see Table 3.

Using relative positional representations for /-
Layer-SSAN+RPR increases the Macro-Avg accu-
racy by 2.8% compared to using positional encod-
ings for /-Layer-SSAN+PE, and by 0.9% compared
to using no positional information at all (/-Layer-
SSAN). Interestingly enough, we observe that using
no positional information performs better than us-
ing positional encodings. This could be attributed
once again to small dataset size, as [ Vaswani et al.,
2017] successfully used positional encodings for
larger MT datasets.

Another observation is that SenTube dataset tri-
als achieve a low accuracy despite having binary
classes. This is unexpected as generally with a low
number of classes it is easier to train on the dataset
and achieve higher accuracy. We suspect that this
is because SenTube contains longer sentences and
very low word embedding coverage. Despite this,
SSANs perform relatively well on the SenTube-A
dataset, which suggests that they are superior at
capturing long-range dependencies compared to
other models.
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Smaller djodel SSAN models perform worse for
lower dimension input embeddings on SST-fine,
SST-binary and OpeNER datasets while still per-
forming well on SenTube and SemEval. This is
caused by the limitations of our training process
where we forced the network dode1 to be same size
as the input word embeddings and use the same
learning rate for all datasets. We found that work-
ing with smaller dimensions of dpgel the learn-
ing rate needed to be tuned individually for some
datasets. For example, using a learning of 0.15
for 50D models would work well for SenTube and
SemEval, but would under-fit for SST-fine, SST-
binary and OpeNER datasets. We decided to not
modify the training process for the smaller input
embeddings in order to keep our training process
simplified.

5.1 Model Characteristics

Here we compare training and test efficiency, mem-
ory consumption and number of trainable param-
eters for every model. For all models, we use the
SST-fine dataset, hidden dimension size of 300,
Google 300D embeddings, batch sizes of 32 for
both training and inference, and the ADAM opti-
mizer [Kingma and Ba, 2014]. The Training Time
test is the average time it takes every model to
train on 10 epochs of the SST-fine train set ( 2670
batches of size 32). The Inference Time test is the
average time it takes a model to produce predictions
for the validation set 10 times ( 344 batches of size
32). Table 3 contains the summary of model char-
acteristics. The GPU VRAM usage is the amount
of GPU video memory that is used during training.

CNN has the lowest number of parameters but
consumes the most GPU memory. It also has the
shortest training and inference time, which we at-
tributed to the low number of parameters.

Using relative position representations compared
to positional encoding for /-Layer-SSAN increases
the number of trainable parameters by only 2.7%,
training time by 11.2%, and inference time by 4.7%.
These findings are similar to what [Shaw et al.,
2018] reported.

BiLSTM has double the number of parameters
as well as near double training and inference times
compared to LSTM. This is reasonable due to the
nature of the architecture being two LSTM lay-
ers. Much like BiLSTM, going from /-Layer-SSAN
to 2-Layer-SSAN doubles the number of trainable
parameters. However, the training and inference

times only increase by 20.1% and 9.4% respec-
tively. This demonstrates the efficiency of the self-
attention mechanism due to it utilizing only matrix
multiply operations, for which GPUs are highly-
optimized.

We also observe that self-attention models are
faster to train than LSTM by about 3.4 times, and
5.9 times for BiLSTM. However, inference times
are slower than LSTM by 15.5% and faster than
BiLSTM by 41%.

6 Conclusion

In this paper we focused on demonstrating that self-
attention networks achieve better accuracy than
previous state-of-the-art techniques on six datasets.
In our experiments, multiple SSAN networks per-
formed better than CNN and RNN architectures;
Self-attention architecture resulted in higher ac-
curacy than LSTMs while having 35% fewer pa-
rameters and shorter training time by a factor of
3.5. Additionally, we showed that SSANs achieved
higher accuracy on the SenTube datasets, which
suggests they are also better at capturing long-term
dependencies than RNNs and CNNs. Finally, we re-
ported that using relative positional representation
is superior to both using positional encodings, as
well as not incorporating any positional informa-
tion at all. Using relative positional representations
for self-attention architectures resulted in higher
accuracy with negligible impact on model training
and inference efficiency.

For future work, we plan to extend the SSAN net-
works proposed to achieve state-of-the-art results
on the complete SST dataset. We are also interested
to see the behaviour of the models explored in this
work on much larger datasets, we hypothesize that
stacked multi-head self-attention architectures will
perform significantly better than RNN and CNN
counterparts, all while remaining more efficient at
training and inference.
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Abstract

In sentiment analysis (SA) of product reviews,
both user and product information are proven
to be useful. Current tasks handle user pro-
file and product information in a unified model
which may not be able to learn salient fea-
tures of users and products effectively. In this
work, we propose a dual user and product
memory network (DUPMN) model to learn
user profiles and product reviews using sepa-
rate memory networks. Then, the two repre-
sentations are used jointly for sentiment pre-
diction. The use of separate models aims to
capture user profiles and product information
more effectively. Compared to state-of-the-
art unified prediction models, the evaluations
on three benchmark datasets, IMDB, Yelpl3,
and Yelp14, show that our dual learning model
gives performance gain of 0.6%, 1.2%, and
0.9%, respectively. The improvements are also
deemed very significant measured by p-values.

1 Introduction

Written text is often meant to express sentiments
of individuals. Recognizing the underlying sen-
timent expressed in the text is essential to under-
stand the full meaning of the text. The SA commu-
nity is increasingly interested in using natural lan-
guage processing (NLP) techniques as well as sen-
timent theories to identify sentiment expressions
in the text.

Recently, deep learning based methods have
taken over feature engineering approaches to gain
further performance improvement in SA. Typi-
cal neural network models include Convolutional
Neural Network (CNN) (Kim, 2014), Recursive
auto-encoders (Socher et al., 2013), Long-Short
Term Memory (LSTM) (Tang et al., 2015a), and
many more.

Attention-based models are introduced to high-
light important words and sentences in a piece
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of text. Different attention models are built us-
ing information embedded in the text including
users, products and text in local context (Tang
et al., 2015b; Yang et al., 2016; Chen et al., 2016;
Gui et al., 2016). In order to incorporate other
aspects of knowledge, Qian et al. (2016) de-
veloped a model to employ additional linguis-
tic resources to benefit sentiment classification.
Long et al.(2017b) and Mishra et al.(2016) pro-
posed cognition-based attention models learned
from cognition grounded eye-tracking data.

Most text-based SA is modeled as sentiment
classification tasks. In this work, SA is for prod-
uct reviews. We use the term users to refer to
writers of text, and products to refer to the tar-
gets of reviews in the text. A user profile is de-
fined by the collection of reviews a user writes.
Product information defined for a product is the
collection of reviews for this product. Note that
user profiles and product information are not in-
dependent of each other. That is one reason why
previous works use unified models. By common-
sense we know that review text written by a person
may be subjective or biased towards his/her own
preferences. Lenient users tend to give higher rat-
ings than finicky ones even if they review the same
products. Popular products do receive higher rat-
ings than those unpopular ones because the aggre-
gation of user reviews still shows the difference
in opinion for different products. While users and
products both play crucial roles in sentiment anal-
ysis, they are fundamentally different.

Reviews written by a user can be affected by
user preference which is more subjective whereas
reviews for a product are useful only if they are
from a collection of different reviewers, because
we know individual reviews can be biased. The
popularity of a product tends to reflect the general
impression of a collection of users as an aggre-
gated result. Therefore, sentiment prediction of a
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product should give dual consideration to individ-
ual users as well as all reviews as a collection.

In this paper, we address the aforementioned is-
sue by proposing to learn user profiles and prod-
uct review information separately before mak-
ing a joint prediction on sentiment classification.
In the proposed Dual User and Product Memory
Network (DUPMN) model, we first build a hi-
erarchical LSTM (Hochreiter and Schmidhuber,
1997) model to generate document representa-
tions. Then a user memory network (UMN) and
a product memory network (PMN) are separately
built based on document representation of user
comments and product reviews. Finally, sentiment
prediction is learned from a dual model.

To validate the effectiveness of our proposed
model, evaluations are conducted on three bench-
marking review datasets from IMDB and Yelp
data challenge (including Yelpl3 and Yelpl4)
(Tang et al., 2015a). Experimental results show
that our algorithm can outperform baseline meth-
ods by large margins. Compared to the state-of-
the-art method, DUPMN made 0.6%, 1.2%, and
0.9% increase in accuracy with p-values 0.007,
0.004, and 0.001 in the three benchmark datasets
respectively. Results show that leveraging user
profile and product information separately can be
more effective for sentiment predictions.

The rest of this paper is organized as follows.
Section 2 gives related work, especially memory
network models. Section 3 introduces our pro-
posed DUPMN model. Section 4 gives the evalua-
tion compared to state-of-the-art methods on three
datasets. Section 5 concludes this paper and gives
some future directions in sentiment analysis mod-
els to consider individual bias.

2 Related Work

Related work includes neural network models and
the use of user/product information in sentiment
analysis.

2.1 Neural Network Models

In recent years, deep learning has greatly im-
proved the performance of sentiment analysis.
Commonly used models include Convolutional
Neural Networks (CNNs) (Socher et al., 2011),
Recursive Neural Network (ReNNs) (Socher et al.,
2013), and Recurrent Neural Networks (RNNSs)
(Irsoy and Cardie, 2014). RNN naturally bene-
fits sentiment classification because of its ability to
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capture sequential information in text. However,
standard RNNs suffer from the so-called gradi-
ent vanishing problem (Bengio et al., 1994) where
gradients may grow or decay exponentially over
long sequences. LSTM models are adopted to
solve the gradient vanishing problem. An LSTM
model provides a gated mechanism to keep the
long-term memory. Each LSTM layer is gen-
erally followed by mean pooling and the out-
put is fed into the next layer. Experiments in
datasets which contain sentences and long docu-
ments demonstrate that LSTM model outperforms
the traditional RNNs (Tang et al., 2015a,c). At-
tention mechanism is also added to LSTM mod-
els to highlight important segments at both sen-
tence level and document level. Attention mod-
els can be built from text in local context (Yang
et al., 2016), user/production information (Chen
et al., 2016; Long et al., 2017a) and other infor-
mation such as cognition grounded eye tracking
data (Long et al., 2017b). LSTM models with at-
tention mechanism are currently the state-of-the-
art models in document sentiment analysis tasks
(Chen et al., 2016; Long et al., 2017b).

Memory networks are designed to handle larger
context for a collection of documents. Memory
networks introduce inference components com-
bined with a so called long-term memory compo-
nent (Weston et al., 2014). The long-term memory
component is a large external memory to represent
data as a collection. This collective information
can contain local context (Das et al., 2017) or ex-
ternal knowledge base (Jain, 2016). It can also be
used to represent the context of users and products
globally (Tang et al., 2016). Dou uses (2017) a
memory network model in document level senti-
ment analysis and makes comparable result to the
state-of-the-art model (Chen et al., 2016).

2.2 Incorporating User and Product
Information

Both user profile and product information have
crucial effects on sentiment polarities. Tang et
al. (2015b) proposed a model by incorporating
user and product information into a CNN network
for document level sentiment classification. User
ids and product names are included as features in
a unified document vector using the vector space
model such that document vectors capture impor-
tant global clues include individual preferences
and product information.



Nevertheless, this method suffers from high
model complexity and only word-level preference
is considered rather than information at the seman-
tic level (Chen et al., 2016). Gui et al. (2016) in-
troduce an inter-subjectivity network to link users
to the terms they used as well as the polarities
of the terms. The network aims to learn writer
embeddings which are subsequently incorporated
into a CNN network for sentiment analysis. Chen
et al. (2016) propose a model to incorporate user
and product information into an LSTM with atten-
tion mechanism. This model is reported to pro-
duce the state-of-the-art results in the three bench-
mark datasets (IMDB, Yelp13, and Yelp14). Dou
(2017) also proposes a deep memory network to
integrate user profile and product information in a
unified model. However, the model only achieves
a comparable result to the state-of-the-art attention
based LSTM (Chen et al., 2016).

3 The DUPMN Model

We propose a DUPMN model. Firstly, document
representation is learned by a hierarchical LSTM
network to obtain both sentence-level representa-
tion and document level representation (Sunder-
meyer et al., 2012). A memory network model
is then trained using dual memory networks, one
for training user profiles and the other for training
product reviews. Both of them are joined together
to predict sentiment for documents.

3.1 Task Definition

Let D be the set of review documents for classi-
fication, U be the set of users, and P be the set
of products. For each document d(d € D), user
u(u € U) is the writer of d on product p(p € P).
Let U, (d) be all documents posted by v and P,(d)
be all documents on p. U, (d) and P,(d) define the
user context and the product context of d, respec-
tively. For simplicity, we use U(d) and P(d) di-
rectly. The goal of a sentiment analysis task is to
predict the sentiment label for each d.

3.2 Document Embedding

Since review documents for sentiment classifica-
tion such as restaurant reviews and movie com-
ments are normally very long, a proper method to
embed the documents is needed to speed up the
training process and achieve better accuracy. In-
spired by the work of Chen (Chen et al., 2016), a
hierarchical LSTM network is used to obtain em-
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bedding representation of documents. The first
LSTM layer is used to obtain sentence representa-
tion by the hidden state of an LSTM network. The
same mechanism is also used for document level
representation with sentence-level representation
as input. User and product attentions are included
in the network so that all salient features are in-
cluded in document representation. For document
d, its embedding is denoted as d. dis a vector rep-
resentation with dimension size n. In principle,
the embedding representation of user context of d,
denoted by U(d), and product context P(d) vary
depending on d. For easy matrix calculation, we
take m as our model parameter so that U (d) and
P(d) are two fixed n x m matrices.

3.3 Memory Network Structure

Inspired by the successful use of memory net-
works in language modeling, question answering,
and sentiment analysis (Sukhbaatar et al., 2015;
Tang et al., 2016; Dou, 2017), we propose our
DUPMN by extending a single memory network
model to two memory networks to reflect different
influences from users’ perspective and products’
perspective. The structure of the model is shown
in Figure 1 with 3 hops as an example although in
principle a memory network can have K compu-
tational hops.

The DUPMN model has two separate mem-
ory networks: the UMN and the PMN. Each hop
in a memory network includes an attention layer
Attention; and a linear addition X;. Since the
external memory U(d) and P(d) have the same
structure, we use a generic notation M to denote
them in the following explanations. Each docu-
ment vector d is fed into the first hop of the two
networks (dy=d). Each dy_1( k= 1 K-1)
passes through the attention layer using an atten-
tion mechanism defined by a softmax function to
obtain the attention weights pj. for document d:

P = Softmaz(di_, = M), (1)

And to produce an attention weighted vector d@j, by

m
@y =Y pri * M. (2)

1=0

ay is then linearly added to @_1 to produce the
output of this hop as cfk

After completing the K'th hop, the output cﬁf( in
UMN and Jj'}( in PMN are joined together using



Extemal

Memory

Attention Layer k

U(d)

(embedded by
hierarchical LSTM)

Attention Layer 3

Attention Layer 2

Attention Layer 1

a weighted mechanism to produce the output of
DUPMN, Outputpypayrn, is given below:

Output pypyn = wyWyds +wpWpdh. (3)

Two different weight vectors W, and Wp in For-
mula 3 can be trained for UMN and PMN. w;; and
wp are two constant weights to reflect the relative
importance of user profile d_'}”( and product infor-
mation J% The parameters in the model includ-
ing WU, Wp, wy and wp. By minimizing the
loss, those parameters can be optimized.
Sentiment prediction is obtained through a
Softmax layer. The loss function is defined
by the cross entropy between the prediction from
Outputpyppy N and the ground truth labels.

4 Experiment and Result Analysis

Performance evaluations are conducted on three
datasets and DUPMN is compared with a set of
commonly used baseline methods including the
state-of-the-art LSTM based method (Chen et al.,
2016; Wu et al., 2018).

4.1 Datasets

The three benchmarking datasets include movie
reviews from IMDB, restaurant reviews from
Yelp13 and Yelpl4 developed by Tang (2015a).
All datasets are tokenized using the Stanford NLP
tool (Manning et al., 2014). Table 1 lists statistics
of the datasets including the number of classes,
number of documents, average length of sen-
tences, the average number of documents per user,
and the average number of documents per product.

@—> Softmax —»

mm? (embedded by hierarchical LSTM)

Figure 1: Structure for Proposed DUPMN Model
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Sentiment
Prediction

P (d)

(embedded by
hierarchical LSTM)

IMDB | Yelpl3 | Yelpl4
#class 10 5 5
#doc 84,919 | 78,966 | 231,163
#users 1,310 1,631 4,818
#products 1,635 1,631 4,194
Av sen. len 24.56 17.37 17.25
Av docs/user 64.82 48.41 4797
Av docs/prod | 51.93 | 48.41 55.12
#p(0-50) 1,223 1,299 3,150
#p(50-100) 318 254 749
#p(100-150) 72 56 175
#p(150-200) 22 24 120

Table 1: Statistics of the three benchmark datasets

Since postings in social networks by both users
and products follow the long tail distribution (Ko-
rdumova et al., 2016), we only show the distribu-
tion of total number of posts for different products.
For example, #p(0-50) means the number of prod-
ucts which have reviews between the size of 0 to
50. We split train/development/test sets at the rate
of 8:1:1 following the same setting in (Tang et al.,
2015b; Chen et al., 2016). The best configuration
by the development dataset is used for the test set
to obtain the final result.

4.2 Baseline Methods

In order to make a systematic comparison, three
groups of baselines are used in the evaluation.
Group 1 includes all commonly used feature sets
mentioned in Chen et al. (2016) including Ma-
jority, Trigram, Text features (TextFeatures), and
AveWordvec. All feature sets in Group 1 except



IMDB Yelp13 Yelpl4
Model Acc | RMSE | MAE Acc | RMSE | MAE Acc | RMSE | MAE
Majority 0.196 | 2.495 | 1.838 | 0.392 | 1.097 | 0.779 | 0.411 | 1.060 | 0.744
Trigram 0.399 | 1.783 | 1.147 | 0.577 | 0.804 | 0.487 | 0.569 | 0.814 | 0.513
Gl | TextFeature | 0.402 [ 1.793 | 1.134 | 0.572 | 0.800 | 0.490 | 0.556 | 0.845 | 0.520
AvgWordvec | 0.304 | 1.985 [ 1.361 | 0.530 | 0.893 | 0.562 | 0.526 | 0.898 | 0.568
SSWE 0312 1973 N/A[ 0549 0.849 | N/A[0557] 0.851 | N/A
RNTN+RNN [ 0.400 | 1.734 | N/A | 0574 | 0804 | N/A | 0.582 | 0.821 | N/A
G2 | CLSTM 0421 | 1549 | N/A| 0592 0729 | N/A | 0.637 | 0.686 | N/A
LSTM+LA | 0443 | 1.465| N/A | 0.627 | 0.701 | N/A | 0.637 | 0.686 | N/A
LSTM+CBA | 0489 | 1.365 | N/A | 0.638 | 0.697 | N/A | 0.641 | 0.678 | N/A
UPNN 0435 [ 1.602 10979 [ 0.608 | 0.764 | 0.447 [ 0.596 | 0.784 | 0.464
G3 | UPDMN 0.465 | 1.351 [ 0.853 | 0.613 | 0.720 | 0.425 [ 0.639 | 0.662 | 0.369
InterSub 0476 | 1392 | N/A| 0.623 | 0.714 | N/A | 0.635| 0.690 | N/A
LSTM+UPA | 0.533 | 1.281 | N/A | 0.650 | 0.692 | N/A | 0.667 | 0.654 | N/A
New | DUPMN [ 0539 | 1.279 [ 0.734 | 0.662 | 0.667 | 0.375 | 0.676 | 0.639 | 0.351

Table 2: Evaluation of different methods; best result/group in accuracy is marked in bold; second best is underlined.

Majority use the SVM classifier.

Group 2 methods include the recently published
sentiment analysis models which only use context
information, including:

e SSWE (Tang et al., 2014) — An SVM model
using sentiment specific word embedding.

e RNTN+RNN (Socher et al., 2013) — A Re-
cursive Neural Tensor Network (RNTN) to
represent sentences.

e CLSTM (Xu et al., 2016) — A Cached
LSTM model to capture overall semantic in-
formation in long text.

e LSTM+LA (Chen et al., 2016) — A state-of-
the-art LSTM using local context as attention
mechanism at both sentence level and docu-
ment level.

e LSTM+CBA (Long et al., 2017b)— A
state-of-the-art LSTM model using cognition
based data to build attention mechanism.

Group 3 methods are recently published neural
network models which incorporate user and prod-
uct information, including:

o UPNN (Tang et al., 2015b) — User and prod-
uct information for sentiment classification at
document level based on a CNN network.

e UPDMN (Dou, 2017) — A deep memory
network for document level sentiment classi-
fication by including user and product infor-
mation in a unified model. Hop 1 gives the
best result, and thus K=1 is used.

e InterSub (Gui et al., 2016) — A CNN model
making use of user and product information.

e LSTM+UPA (Chen et al., 2016) — The
state-of-the-art LSTM including both local
context based attentions and user/product in
the attention mechanism.

For the DUPMN model, we also include two
variations which use only one memory network.
The first variation only includes user profiles in
the memory network, denoted as DUPMN-U. The
second variation only uses product information,
denoted as DUPMN-P.

4.3 Performance Evaluation

Four sets of experiments are conducted. The first
experiment compares DUPMN with other senti-
ment analysis methods. The second experiment
evaluates the effectiveness of different hop size K
of memory network. The third experiment eval-
uates the effectiveness of UMN and PMN in dif-
ferent datasets. The fourth set of experiment ex-
amines the effect of memory size m on the per-
formance of DUPMN. Performance measures in-
clude Accuracy (ACC), Root-Mean-Square-Error
(RMSE), and Mean Absolute Error (MAE) for our
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model. For other baseline methods in Group 2 and
Group 3, their reported results are used. We also
show the p-value by comparing the result of 10
random tests for both our model and the state-of-
the-art model ! in the t-test 2.

Compared to other state-of-the-art models

Table 2 shows the result of the first experiment.
DUPMN uses one hop (the best performer) with
m being set at 100, a commonly used memory size
for memory networks.

Generally speaking, Group 2 performs bet-
ter than Group 1. This is because Group 1
uses a traditional SVM with feature engineering
(Chang and Lin, 2011) and Group 2 uses more
advanced deep learning methods proven to be ef-
fective by recent studies (Kim, 2014; Chen et al.,
2016). However, some feature engineering meth-
ods are no worse than some deep learning meth-
ods. For example, the TextFeature model outper-
forms SSWE by a significant margin.

When comparing Group 2 and Group 3 meth-
ods, we can see that user profiles and product in-
formation can improve performance as most of the
methods in Group 3 perform better than methods
in Group 2. This is more obvious in the IMDB
dataset which naturally contains more subjectivity.
In the IMDB dataset, almost all models with user
and product information outperform the text-only
models in Group 2 except LSTM+CBA (Long
et al., 2017b). However, the two LSTM models in
Group 2 which include local attention mechanism
do show that attention base methods can outper-
form methods using user profile and product in-
formation. In fact, the LSTM+CBA model using
attention mechanism based on cognition grounded
eye-tracking data in Group 2 outperforms quite a
number of methods in Group 3. LSTM+CBA in
Group 2 is only inferior to LSTM+UPA in Group
3 because of the additional user profile and pro-
duction information used in LSTM+UPA.

Most importantly, the DUPMN model with both
user memory and product memory significantly
outperforms all the baseline methods including the
state-of-the-art LSTM+UPA model (Chen et al.,
2016). By using user profiles and product in-
formation in memory networks, DUPMN outper-
forms LSTM+UPA in all three datasets. In the

"We re-run experiment based on their public available
code on GitHub (https://github.com/thunlp/NSC).

“http://www.statisticshowto.com/probability-and-
statistics/t-test/
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IMDB dataset, our model makes 0.6 % improve-
ment over LSTM+UPA in accuracy with p—value
of 0.007. Our model also achieves lower RMSE
value. In the Yelp review dataset, the improvement
is even more significant. DUPMN achieves 1.2%
improvement in accuracy in Yelp13 with p—value
of 0.004 and 0.9% in Yelpl4 with p — value of
0.001, and the lower RMSE obtained by DUPMN
also indicates that the proposed model can predict
review ratings more accurately.

Effects of different hop sizes

The second set of experiments evaluates the ef-
fectiveness of DUPMN using different number of
hops K. Table 3 shows the evaluation results. The
number in the brackets after each model name in-
dicates the number of hops used. Two conclusions
can be obtained from Table 3. We find that more
hops do not bring benefit. In all the three models,
the single hop model obtains the best performance.
Unlike video and image information, written text
is grammatically structured and contains abstract
information such that multiple hops may introduce
more information distortion. Another reason may
be due to over-fitting by the additional hops.

Effects of DUPMN-U and DUPMN-P

Comparing the performance of DUPMN-U and
DUPMN-P in Table 3, it also shows that user
memory and product memory indeed provide dif-
ferent kinds of information and thus their useful-
ness are different in different datasets. For the
movie review dataset, IMDB, which is more sub-
jective, results show that user profile information
using DUPMN-U outperforms DUPMN-P as there
is a 1.3% gain compared to that of DUPMN-P.
However, on restaurant reviews in Yelp datasets,
DUPMN-P performs better than DUPMN-U indi-
cating product information is more valuable.

To further examine the effects of UMN and
PMN on sentiment classification, we observe the
difference of optimized values of the constant
weights wy and wp between the UMN and the
PMN given in Formula 3. The difference in their
values indicates the relative importance of the two
networks. The optimized weights given in Ta-
ble 4 on the three datasets show that user profile
has a higher weight than product information in
IMDB because movie review is more related to
personal preferences whereas product information

3Best results are marked in bold; second best are under-
lined in the table



IMDB Yelp13 Yelp14

Acc | RMSE | MAE | Acc | RMSE | MAE | Acc | RMSE | MAE
DUPMN-U(1) | 0.536 | 1.273 | 0.737 | 0.656 | 0.687 | 0.380 | 0.667 | 0.655 | 0.361
DUPMN-U@®) | 0.526 | 1.285 | 0.748 | 0.653 | 0.689 | 0.382 | 0.665 | 0.661 | 0.369
DUPMN-U@®) | 0.524 | 1.295 | 0.754 | 0.651 | 0.692 | 0.388 | 0.661 | 0.667 | 0.374
DUPMN-P(1) | 0.523 | 1.346 | 0.769 | 0.660 | 0.668 | 0.370 | 0.670 | 0.649 | 0.357
DUPMN-P2) | 0.517 | 1.348 | 0.775 | 0.656 | 0.680 | 0.380 | 0.667 | 0.656 | 0.364
DUPMN-P3) | 0.512 | 1.356 | 0.661 | 0.651 | 0.699 | 0.388 | 0.661 | 0.661 | 0.370
DUPMN(1) 0.539 | 1.279 | 0.734 | 0.662 | 0.667 | 0.375 | 0.676 | 0.639 | 0.351
DUPMN(2) 0.522 | 1.299 | 0.758 | 0.650 | 0.700 | 0.390 | 0.667 | 0.650 | 0.359
DUPMN(3) 0.502 | 1.431 | 0.830 | 0.653 | 0.686 | 0.382 | 0.658 | 0.668 | 0.371

Table 3: Evaluation of different memory network hops and user and product information utilization?

IMDB Yelp13 Yelpl4

wuy ‘ wp wy ‘ wp wuy ‘ wp

0.534 | 0.466 | 0.475 | 0.525 | 0.436 | 0.564

Table 4: Average weight of UMN and PMN in different
datasets

has a higher weight in the two restaurant review
datasets. This result is consistent with the evalua-
tion in Table 3 on DUPMN-U and DUPMN-P.

Performance in different memory size

0.680 s .

— =

0.655

0.630

o
w
a
o

Performance(Accuracy)

== |[MDB
== Yelpl3
-8 Yelpld

o
w
@
o

\ Y

25 50 75 100 125 150 175 200
Dimension size

Figure 2: Effect of different memory sizes

Effects of the memory size

Most social network data follows the long tail dis-
tribution. If the memory size to represent the data
is too small, some context information will be lost.
On the other hand, too large memory size which
requires more resources in computation and stor-
age may not introduce much benefit. Thus, the
fourth set of experiments evaluates the effect of di-
mension size m in the DUPMN memory networks.
Figure 2 shows the result of the evaluation for 1
hop configuration with memory size starting at 1

with 10 points at each increment until size of 75,
the increment set to 25 from 75 to 200 to cover
most postings. Results show that when memory
size increases from 10 to 100, the performance of
DUPMN steadily increases. Once it goes beyond
100, DUPMN is no longer sensitive to memory
size. This is related to the distribution of docu-
ment frequency rated by user/product in Table 1
as the average is around 50. With long tail dis-
tribution, after 75, not many new documents will
be included in the context. To improve algorithm
efficiency without much compromise on perfor-
mance, m can be any value that doubles the aver-
age. So, values between 100-200 in our algorithm
should be quite sufficient.

4.4 Case Analysis

The review text below is for a sci-fi movie which
has the golden label 10 (most positive). However,
if it is read as an isolated piece of text, identifying
its sentiment is difficult. The LSTM+LA model
gives it the rating of 1 (most negative), perhaps
because on the surface, there are many negative
words like unacceptable, criticize and sucks even
though the reviewer is praising the movie. Since
our user memory can learn that the reviewer is a
fan of sci-fi movies, our DUPMN model indeed
gives the correct rating of 10.

okay, there are two types of movie lovers: ... they expect
to see a Titanic every time they go to the cinema ... this movie
sucks? ... it is definitely better than other sci-fi ..... the audio
and visual effects are simply terrific and Travolta’s perfor-
mance is brilliant-funny and interesting. what people expect
the rating for Battlefield Earth

is below 2.5, which is unacceptable for a movie with such

from sci-fi is beyond me ...
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craftsmanship. Scary movie, possibly the worst of all time -
..., has a 6! maybe we should all be a little more subtle when
we criticize movies... especially sci-fi.., since they have be-
come an endangered genre ... give this movie the recognition

it deserves.

5 Conclusion and Future Work

We propose a novel dual memory network model
for sentiment predictions. We argue that user pro-
file and product information are fundamentally
different as user profiles reflect more on subjec-
tivity whereas product information reflects more
on salient features of products at aggregated level.
Based on this hypothesis, two separate memory
networks for user context and product context are
built at the document level through a hierarchical
learning model. The inclusion of an attention layer
can further capture semantic information more ef-
fectively. Evaluation on three benchmark review
datasets shows that the proposed DUPMN model
outperforms the current state-of-the-art systems
with significant improvements shown in p-value
of 0.007, 0.004 and 0.001 respectively. We also
show that single hop memory networks is the most
effective model. Evaluation results show that user
profile and product information are indeed differ-
ent and have different effects on different datasets.
In more subjective datasets such as IMDB, the in-
clusion of user profile information is more impor-
tant. Whereas on more objective datasets such
as Yelp data, collective information of restaurant
plays a more important role in classification.
Future works include two directions. One direc-
tion is to explore the contribution of user profiles
and product information in aspects level sentiment
analysis tasks. Another direction is to explore how
knowledge-based information can be incorporated
to further improve sentiment classification tasks.
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Abstract

Sentiment and topic analysis are common
methods used for social media monitoring.
Essentially, these methods answers questions
such as, “what is being talked about, regarding
X”, and “what do people feel, regarding X”.
In this paper, we investigate another venue for
social media monitoring, namely issue owner-
ship and agenda setting, which are concepts
from political science that have been used to
explain voter choice and electoral outcomes.
We argue that issue alignment and agenda set-
ting can be seen as a kind of semantic source
similarity of the kind “how similar is source
A to issue owner P, when talking about is-
sue X”, and as such can be measured using
word/document embedding techniques. We
present work in progress towards measuring
that kind of conditioned similarity, and intro-
duce a new notion of similarity for predic-
tive embeddings. We then test this method
by measuring the similarity between politi-
cally aligned media and political parties, con-
ditioned on bloc-specific issues.

1 Introduction

Social Media Monitoring (SMM; i.e. monitoring
of online discussions in social media) has be-
come an established application domain with a
large body of scientific literature, and consider-
able commercial interest. The subfields of Topic
Detection and Tracking (Allan et al., 1998; Srid-
har, 2015) and Sentiment Analysis (Turney, 2002;
Pang and Lee, 2008; Liu, 2012; Pozzi et al., 2016)
are both scientific topics spawned entirely within
the SMM domain. In its most basic form, SMM
entails nothing more than counting occurrences of
terms in data; producing frequency lists of com-
monly used vocabulary, and matching of term sets

“This research was supported by the Swedish Research
Council under contract 2017-02429
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related to various topics and sentiments. More so-
phisticated approaches use various forms of prob-
abilistic topic detection (such as Latent Dirichlet
Allocation) and sentiment analysis based on su-
pervised machine learning.

The central questions SMM seeks to answer are
“what do users talk about?” and “how do they feel
about it?”. Answers to these questions may pro-
vide useful insight for market research and com-
munications departments. It is apparent how prod-
uct and service companies may use such analysis
to gain an understanding of their target audience.
It is also apparent how such analysis may be used
in the context of elections for providing an indi-
cation of citizens’ opinions as manifested in what
they write in social media. There are numerous
studies attempting to use various forms of social
media monitoring techniques to predict the out-
come of elections, with varying success (Berming-
ham and Smeaton, 2011; Ceron et al., 2015).

Most notably, the recent examples of the inade-
quacy of standard opinion measuring techniques
to forecast the most recent US election and the
Brexit demonstrate that for certain questions re-
lated to measuring mass opinion, standard SMM
techniques may be inadequate. Political scientists
have used the concepts of agenda setting and is-
sue ownership to explain voter choice and elec-
tion outcomes (Kliiver and naki Sagarzazu, 2016;
Kiousis et al., 2015; Stubager, 2018). In short, the
issue ownership theory of voting states that vot-
ers identify the most credible party proponent of a
particular issue and cast their ballots for that issue
owner (Bélanger and Meguid, 2008). Agenda set-
ting refers to the media’s role in influencing the
importance of issues in the public agenda (Mc-
combs and Reynolds, 2002). Note that current
social media monitoring techniques are unable to
measure these concepts in a satisfactory manner; it
does not suffice to measure the occurrence of cer-
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tain keywords, since most parties tend to use the
same vocabulary to discuss issues, and sentiment
analysis does not touch upon the issue ownership
and agenda setting questions. What is needed for
measuring issue ownership and agenda setting is
a way to measure language use, i.e. when talking
about an issue, to which extent does the language
used align with issue owner A vs. issue owner B.

We argue that issue alignment can be seen
as a kind of semantic source similarity of the
kind “how similar is source A to issue owner P,
when talking about issue X", and as such can be
measured using word/document embedding tech-
niques. To measure that kind of conditioned sim-
ilarity we introduce a new notion of similarity for
predictive word embeddings. This method enables
us to manipulate the similarity measure by weight-
ing the set of entities we account for in the pre-
dictive scoring function. The proposed method is
applied to measure similarity between party pro-
grams and various subsets of online text sources,
conditioned on bloc specific issues. The results
indicate that this conditioning disentangles simi-
larity. We can, for example, observe that while the
Left Party representation is, overall, similar to that
of nativist media, it differs significantly on nativist
issue, while this effect is not seen to the same ex-
tent on more mainstream left wing or right wing
media.

2 Vector Similarity

Vector similarity has been a foundational concept
in natural language processing ever sine the intro-
duction of the vector space model for information
retrieval by Salton (1971). In this model, queries
and document are represented as vectors in term
space, and similarity is expressed using cosine
similarity. The main reason for using cosine sim-
ilarity in the vector space model is that it normal-
izes for vector length; the fact that a document (or
query) contains a certain word is more important
than how many times it occurs in the document.
The vector space model was the main source
of inspiration for early work on vector semantics,
such as Latent Semantic Analysis (Deerwester
et al., 1990; Landauer and Dumais, 1997) and the
works on word space models by Schiitze (1992,
1993). These works continued to embrace co-
sine similarity as the similarity metric of choice,
since length normalization is equally desired when
words are represented by vectors whose elements

encode (some function of) co-occurrences with
other words. Contemporary research on distribu-
tional semantics (Sahlgren, 2006; Bullinaria and
Levy, 2007; Turney and Pantel, 2010; Pennington
et al., 2014) still use largely the same mathemati-
cal machinery as the vector space model, and co-
sine similarity is still the preferred similarity met-
ric due to its simplicity and use of length normal-
ization. Even neural language models, which orig-
inate from the neural network community, employ
cosine similarity to quantify similarity between
learned representations (Mikolov et al., 2013; Bo-
janowski et al., 2017).

Word embeddings, as these techniques are
nowadays referred to, have been used extensively
in SMM, both for topic detection (Sridhar, 2015)
and for sentiment analysis (Severyn and Moschitti,
2015). To the best of our knowledge, only one
previous study (Dahlberg and Sahlgren, 2014) has
used word embeddings to analyze issue owner-
ship. However, that study relied on simple nearest
neighbor analysis using cosine similarity to study
language use in the Swedish blogosphere.

We believe that prediction-based word embed-
dings such as Word2Vec are amenable to another
notion of similarity, which we call predictive sim-
ilarity.

2.1 Predictive Similarity

Given a function f : A x B — R, we define the
predictive similarity of two items x,y € A as the
correlation of f(x,b), and f(y,b), where b is a
random variable of type B:

psim(a.y) — VU D) f (1.1))
Vvar (f (z,b)) var (f (y,b))
ey
At a very general level, prediction based word
embeddings such as Word2Vec or FastText con-
sists of a scoring function s : C' x T" — R with an
objective function taking the following form:

Yo Do Us(et)+ D U(=snt)| @

txCeD |ceC neNt, e

where [ is the logistic loss function [(x) = log(1+
e~ ") and s being the model-specific scoring func-
tion that relates to the probability of observing the
target ¢ in the context c. For the Skipgram vari-
ant of Word2Vec, this function s is simply the dot
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orange

paint juice county
1 deep-red cranberry siskiyou
2 fuschia lime calaveras
3 lime-green caraway ventura
4 hand-woven fanta osceola
5 blue clove yolo
6 yellow zests mendocino
7 ocher coconut  bernardino
8 linoleum peppercorns  okanogan
9 duck-egg lemons okfuskee
10  rust-colored peach  tuolumne

Table 1: Examples of predictive similarity neigh-
borhoods of “orange” conditioned on “paint”,
“juice”, and “county”, respectively. >

product between a vector representation of the tar-
get word ¢, and a vector representation of the con-
text word c.

The predictive similarity has several interpreta-
tions for the Skipgram model, but the simplest one
is the one where we let f = s, i.e. we say that the
similarity of two words = and y is the correlation
between the scores they assign to target words b,
i.e. corr(s(z,b),s(y,b)). Since s is linear, this
correlation takes a fairly simple form: !

cov(s(z,b), f(s,b))
—B[(«"b—#7B) (s"b — 47D)]

B[ (b-5) (" (b~ )]

—2"E|(b-b) (b-b)"|y .
= xTvar(b)y
‘ B xTvar(b)y
pszm(él?,y) = \/xTvar(b)J; yTvar(b)y

We argue that we can get a a notion of condi-
tioned similarity by estimating a weighted correla-
tion, where the weighting acts as the conditioning.

Table 1 shows a small example where we
queried the neighborhood of the word “orange”,
conditioned such that a single word (“paint”,
“juice”, and “county”, respectively) accounts for
half the