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Abstract

While the development of children’s literacy
is of large interest to researchers, few stud-
ies have yet been based on corpora of chil-
dren’s texts. We investigate the development
of text complexity in freely-written texts of
German primary school children between 2nd
and 4th grade based on the longitudinal Litkey
Corpus (Laarmann-Quante et al., 2019b) us-
ing NLP methods. These texts are retellings
of given picture stories. Although the pic-
ture stories may constrain the vocabulary and
grammar, our hypothesis is that complexity in-
creases over time. We measure complexity us-
ing various lexical and syntactic features. The
results show that our hypotheses are largely
confirmed but that there are outliers that might
arise because some picture stories could be
more stimulating than others.

1 Introduction

An important goal of primary school education is
the acquisition of written language skills. In addi-
tion to the teaching of spelling, this also includes
the acquisition of a sufficiently extensive vocabu-
lary and an arsenal of sufficiently complex syntac-
tic constructions.

Studies of how children’s (written) language
abilities develop have typically been either cross-
sectional or based on the development of only few
children. The reason is that not many large cor-
pora of children’s text productions are available,
especially longitudinal ones. One exception for
German is the Litkey Corpus (Laarmann-Quante
et al., 2019b), which contains texts collected from
the same 251 children at 10 test points between the
2nd and 4th grade (see Section 2 for details).

The goal of this paper is to investigate whether
and to what extent the complexity of vocabulary
and syntax increases in the course of primary
school, as reflected by the texts collected in the
Litkey Corpus. Since such large corpora cannot

be analyzed by hand, we apply Natural Language
Processing (NLP) methods for automatic process-
ing in this investigation.

One particularity of the corpus is that the texts
are based on picture stories. This means that the
vocabulary and potentially also particular syntac-
tic constructions are to some extend bound by the
picture stories. We hypothesize that with increas-
ing written language skills over time, one can nev-
ertheless measure an increase in linguistic com-
plexity in the texts.

There are yet few studies that analyze chil-
dren’s retellings of picture stories and the ones
that are available focus on oral rather than writ-
ten retellings. For example, Rahayu et al. (2020)
analyzed the retellings of children aged six to
nine and found that their lexical diversity increases
with age. Heilmann et al. (2010) analyzed the
narrative macrostructure of children aged five to
seven and found that narrative (macrostructure)
skills are correlated with their vocabulary, gram-
mar, and productivity skills. Bulut-Ozsezer and
Canbazoglu (2018) examined the comments that
seven-year-old children made on the pictures in
story books and divided them into different cate-
gories (description, superficial and imaginative in-
terpretation, and critical understanding), conclud-
ing that most of them are descriptions.

The Litkey Corpus provides the opportunity to
study written retellings of picture stories. So far,
the corpus has mainly been analyzed with regard
to its general composition (e.g. Laarmann-Quante
et al., 2019b; Laarmann-Quante et al., 2019a)
and research based on the corpus has focused on
spelling errors (Röhrig, 2020; Laarmann-Quante,
2021). The Litkey Corpus has not yet been used to
analyze children’s development concerning their
lexical and syntactic complexity. This paper in-
tends to close this gap.

To measure vocabulary complexity, we use dif-
ferent standardized measures for lexical diversity
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and additionally apply a new IDF-based measure.
To measure syntactic complexity, we compare the
distribution of part-of-speech (POS) n-grams and
compute perplexity on POS n-grams based on a
language model trained on a children’s lexicon
written by adults. We hypothesize that over time,
the perplexity decreases as the children’s syntax
gets more similar to the one used by adults.

The main contributions of this paper are:

• A corpus-based study of the complexity of
texts written by children and its development
during primary school

• IDF-LDist, a new IDF-based measure of lex-
ical distinctiveness

2 Data

This section describes the Litkey Corpus, which
contains the texts produced by primary school
children that we analyze, and the Klexikon Cor-
pus, which we use as a reference corpus of texts to
compare the Litkey texts with.

2.1 Litkey Corpus
The texts of the Litkey Corpus (Laarmann-Quante
et al., 2019b) were collected by Frieg between
2010–2012 (Frieg, 2014). The texts were pro-
duced by 251 children in primary schools in
Northrhine-Westfalia between the second half of
the 2nd grade and the end of the 4th grade, i.e.
the end of primary school in Germany. In total,
there are 1,922 individual texts. Over the course
of 10 different test points in time, children were
advised to write stories retelling given picture sto-
ries.

At each test point, a different picture story was
used except for test points TP02, TP06 and TP10
(i.e., at the end of each grade), where the same
story was used. At testing time, it was first made
sure that the children understood the basic sto-
ryline of the pictures before they wrote a story
retelling the picture story. All stories feature two
children, Lea and Lars, and a dog, Dodo.

The length of the texts varies greatly
(Laarmann-Quante et al., 2019b): At the first test
point TP01, the texts are on average 65.9 tokens
long (SD 20.3), at the last test point TP10 the
average is 139.2 tokens (SD 53.5).

All texts come with an orthographic target hy-
pothesis, i.e., a normalized version of the text
where each word is corrected for spelling er-
rors but not grammatical errors. In the present

study, we use this orthographic target hypothe-
sis. Among further annotations, the corpus comes
with STTS POS tags (Schiller et al., 1999) that
were created automatically using a tagger trained
on children’s texts, yielding an accuracy of about
93% (see Laarmann-Quante et al., 2019a, for fur-
ther details).

2.2 Klexikon Corpus
Klexikon1 is a German online lexicon similar to
Wikipedia, but targeted at children. It offers sim-
plified and summarized articles about various top-
ics and has been written by adults. This means
the texts contain standard language sentence struc-
tures without grammatical errors but at the same
time the use of simplified language makes them
comparable to children’s writing styles. This
makes the Klexikon articles a suitable dataset that
children’s texts can be compared with at the syn-
tactic level.

We use the Klexikon Corpus compiled by Ort-
mann and Wedig (2024) as part of the KidRef Cor-
pus, which is a collection of various German texts
written by or written for children. The Klexikon
subcorpus consists of 924 texts with 300,000 to-
kens in total. Ortmann and Wedig (2024) automat-
ically created STTS POS tags with an accuracy of
about 94%, which we use in our study.

3 Methods

In order to study the development of text com-
plexity in the primary school children’s texts, we
apply different methods measuring lexical diver-
sity (Section 3.1) and syntactic complexity (Sec-
tion 3.2). Our choice of methods largely follows
Kapusta et al. (2022), who assessed the develop-
ment of the complexity of German Abitur texts,
i.e., texts that are part of the final secondary-school
examinations, between 1963 and 2013.

3.1 Lexical Diversity
A popular measure of lexical diversity is type-
token ratio (TTR), which is calculated by divid-
ing vocabulary size by text length. However, this
measure is sensitive to text length since the longer
a text is, the higher the probability that the fol-
lowing word has already occurred (see, e.g., Cov-
ington and McFall, 2010). Since the texts in the
Litkey Corpus vary in length, we use variations of

1https://klexikon.zum.de
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TTR that are independent of text length: MATTR
and HD-D.2

Before applying these measures, we lemma-
tize the texts3 and exclude tokens that contain
non-alphabetic characters. We deliberately re-
frain from excluding function words because the
acquisition of different kinds of function words
constitutes important steps in the development
of literacy, e.g., using anaphoric expressions like
personal pronouns rather than repeating proper
names.

MATTR Covington and McFall (2010) propose
MATTR (“Moving Average Type-Token Ratio”).
It is calculated by first choosing a window size W
(e.g. 500 tokens) and then computing the TTR for
each moving window: words 1 to 500, then 2 to
501, then 3 to 503, and so on until the end of
the text. After that, the mean of all calculated
TTRs is the MATTR of the entire text. The higher
the MATTR, the higher a text’s lexical diversity.
Covington and McFall (2010) suggest a window
size W that is smaller than the shortest text in the
data, in our case 16 words. Hence, we set W to 15.

HD-D McCarthy and Jarvis (2007, 2010) pro-
pose HD-D (“Hypergeometric Distribution D”).
HD-D is based on the probability of finding a type
at least once in a random sample of N words,
which can be estimated with the hypergeometric
distribution function. The probability of occur-
rence is calculated for all types in a text and then
summed up to make up the HD-D index of that
text. McCarthy and Jarvis (2007) propose a sam-
ple size of N = 42, however, multiple texts in the
Litkey Corpus have less than 42 words, with the
shortest text having 16 words only. Therefore, we
decided for a sample size of 15.

IDF-LDist In addition to the two TTR variants,
we define a custom measure, IDF-LDist (“IDF-
based lexical distinctiveness”), to analyze whether
all children use roughly the same vocabulary to de-
scribe a picture story or to what extend a child uses
distinctive words that are not used by many others.

For each child/text, we first calculate the IDF
values of their word types 𝑤 per test point as

2Another commonly-used length-independent measure is
MTLD (“Measure of Textual Lexical Diversity”, McCarthy
and Jarvis, 2010). However, this measure only provides reli-
able values for texts with at least 100 words.

3Most of the tokens in the Litkey Corpus come with
lemma information. We added missing lemmas using
simplemma (Barbaresi, 2024).

shown in (1):4

IDF(𝑤) = 𝐷

𝑑𝑓𝑤
(1)

where 𝐷 is the total number of texts at that test
point and 𝑑𝑓𝑤 is the number of texts containing 𝑤.

We next look at all IDF values of one child and
determine how many of them lie above the average
value for this test point (across children), which
would show to what extent the child uses more dis-
tinctive words than children use on average. We
calculate the average IDF value of a test point 𝑡 as
in (2), where 𝑉𝑡 is the set of words at test point 𝑡:

IDF𝑎𝑣𝑔 (𝑡) = 1
|𝑉𝑡 |

∑︁
𝑤∈𝑉𝑡

IDF(𝑤) (2)

Finally, we calculate for each child the percent-
age of IDF values above the test point’s average, as
a measure of how different the vocabulary of this
child is compared to the other children, as shown
in (3):

IDF-LDist(𝑐, 𝑡) =
1

|𝑉𝑐,𝑡 |
∑︁

𝑤∈𝑉𝑐,𝑡

𝟙{IDF(𝑤) > IDF𝑎𝑣𝑔 (𝑡)} (3)

where 𝑉𝑐,𝑡 is the set of words of child 𝑐 at
test point 𝑡. The notation 𝟙{𝑥} means “1 if x is
true, and 0 otherwise” (Jurafsky and Martin, 2024,
p. 178).

The IDF-LDist measure has the following prop-
erties: If all children used the same words, the
IDF-LDist score for all children would be 0. Like-
wise, if all children used different words, the score
for all children would also be 0 but this is not re-
alistic since at least some function words and im-
portant words in a story, e.g. the names Lea, Lars,
and Dodo will be shared by most texts. The IDF-
LDist score of a specific child is high when most
other children share the same vocabulary but this
child uses different words.

3.2 Syntactic Complexity
To estimate syntactic complexity, measures are
typically used that measure the complexity of con-
stituents (e.g. embedding depth) or the length of
certain constituents (cf., e.g., Chen and Meurers,
2016). However, this presupposes that a syntactic

4Since each child contributed at most one text to each test
point, the terms “child” and “text” can be used interchange-
ably here.
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Figure 1: Development of the lexical diversity across test points measured as the mean values of MATTR (left)
and HD-D (right).

annotation exists, e.g. in the form of phrase struc-
ture trees or dependency relations. However, the
Litkey Corpus is not syntactically annotated ex-
cept for the POS tags. Our syntactic measures are
therefore based on POS tags.

Top POS n-grams We first look at the most fre-
quent POS n-grams for each test point. This al-
lows us to see whether the children use different
constructions in different acquisition phases and
which type of construction becomes more frequent
with increasing literacy.

Perplexity In addition, we apply perplexity of
POS-based language models. Perplexity is a stan-
dard metric in natural language processing (Juraf-
sky and Martin, 2024). It is usually used to assess
the performance of language models, by compar-
ing perplexity of two models on a test set. The
model with the lower perplexity score fits the test
data better.

In our study, we train a language model on the
Klexikon corpus and investigate how the perplex-
ity of this model changes over time when applied
to texts from different test points, reflecting the
evolving writing skills and practice of the children.

We hypothesize that the texts from the Litkey
Corpus show decreasing perplexity over time as
children’s linguistic abilities improve with age
and experience. This assumption is based on
the premise that a language model trained on the
Klexikon corpus, which shows no grammatical er-
rors and contains more complex sentence struc-
tures, would yield higher perplexity scores when
applied to texts written by elementary school chil-
dren at the beginning of learning how to write,

compared to the same children at the end of el-
ementary school. To measure the syntactic com-
plexity of the texts, we use a POS trigram language
model with Kneser-Ney smoothing.5

4 Results

4.1 Lexical Diversity
We calculated both measures of lexical diversity,
i.e. MATTR and HD-D, per text. Figure 1 shows
the mean value at each test point (TP).

Both measures show that overall the lexical di-
versity increases over time, proving the initial hy-
pothesis right that we can see an increase in spite
of different picture stories used. However, the in-
crease is rather small and not homogeneous. Both
measures show similar patterns: There is a drop
in each measure at TP03 and TP05 and another
drop for HD-D at TP08 and for MATTR at TP09.
It is likely that these drops are indeed caused by
the different picture stories used in that some of
them elicited a more diverse vocabulary than oth-
ers. This assumption is supported by the obser-
vation that we see a clear upward trend between
TP02, TP06 and TP10 where the same picture sto-
ries were used. The results emphasize the impor-
tance of taking into account the stimulus material
with which texts are elicited when interpreting the
results in a longitudinal study.

IDF-LDist The results for our new measure
IDF-LDist are shown in Figure 3. For each test
point, we see the distribution of the percentage of

5We used the NLTK module nltk.lm with default set-
tings for calculating the model and perplexity.
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Example 1 (IDF-LDist = 0.50):
Dodo ist verschwunden
An einem schönen warmen Sommertag ging Lea unten auf dem Bürgersteig hektisch umher. Sie sah
ziemlich traurig aus. Sie klebte an jedem Baum, Haus, oder am einer Mauer Zettel auf.
‘Dodo has disappeared. On a beautiful warm summer’s day, Lea was walking frantically along the
sidewalk below. She looked quite sad. She stuck notes on every tree, house, or on a wall.’

Example 2 (IDF-LDist = 0.07):
Lea sucht Dodo. sie klebt Bilder von Dodo.
‘Lea is looking for Dodo. She sticks pictures of Dodo.’

Figure 2: Two (normalized) example texts from TP02 describing the same situation of a picture story: the dog Dodo
has disappeared and the girl Lea hangs up ‘missing dog’ posters. Example 1 is the text with the top IDF-LDist
score of TP02, Example 2 has a very low score.
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Figure 3: Distribution of the children’s IDF-LDist
scores per test point.

words above the test point’s average IDF value.
Figure 2 shows two example texts, one with a

very high IDF-LDist score and one with a very low
score. The IDF-LDist score of a specific text be-
comes high when most other texts share the same
vocabulary but this text uses different words. We
see such outliers at almost each test point, most
notably at TP01. At later test points, the vari-
ance and the outliers tend to decrease. This means
that the distinctiveness of the children’s vocabu-
lary tends to become more homogeneous in that
either the children all tend to use more similar
words or – more likely given the increase in lex-
ical variation reported above – all children tend
to write in a more distinctive manner so that in-
dividual texts do not stick out anymore. One ex-
planation could be that at early test points, some
children start off with a broader or more different

Rank TP01 TP10

1 NE 17.54 VVFIN 11.24
2 NN 12.55 NN 10.91
3 VVFIN 10.98 NE 10.71

Table 1: Top-frequent POS unigrams (percentages)
at TP01 and TP10 (NE: proper nouns; NN: common
nouns; VVFIN: finite verbs).

vocabulary than others, depending on their per-
sonal backgrounds. Then, the older the children
become and the longer they have attended school,
the more they reach a similar level of vocabulary.
Hence, previous advantages some children might
have had at the first test point are equalized to
some extend. Nevertheless, this is only a rather
subtle trend. Overall, we see that across all test
points some individual differences remain.

Again, we must not forget a potential influence
of the picture story. But when we compare TP02,
TP06 and TP10 where the same story was used,
we see a similar decrease in variance, especially
between TP06 and TP10, as described above for
all test points.

4.2 Syntactic Complexity
Top POS n-grams We start by comparing the
two extremes, TP01 and TP10, see Table 1. The
three most frequent POS tags are the same in both
cases but appear in different order. It is noticeable
that in TP01 NE, i.e. proper names, are by far the
most frequent POS, with 17.54% of all tokens. It
is obvious that the names of the two children and
the dog occur disproportionately in the early texts.
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Figure 5: Top-frequent POS unigrams across all test
points, stacked according to frequency.

Figure 5 plots the distribution of the top-
frequent POS unigrams across the ten test points.
The blue part of the bar plots corresponds to the
proper nouns (NE). Proper names are almost al-
ways the most common POS up to TP07. In TP08,
the article (ART, red part) appears as the first func-
tion word among the top three POS, and proper
nouns become less important.

Figure 4 shows the top-frequent trigrams across
all test points. TOP01 shows a special pat-
tern here: the combination NE–KON–NE (blue
part; KON for conjunction) is the most com-
mon, followed by KON–NE–VVFIN (orange) and
VVFIN–ART–NN (green). These three patterns
are typical for sentences in which the two children

and/or the dog appear as the subject, as in Exam-
ple (4). Parts of these patterns also show up in
TP02–TP04.

(4) Lars
NE

und
KON

Lea
NE

kaufen
VVFIN

ein
ART

Eis.
NN

‘Lars and Lea buy an ice cream.’

A similar pattern is the trigram $.–NE–VVFIN
(purple): These are sentence beginnings (after $.,
the period) in which only one proper noun occurs
as the subject.

From TP02 on, however, the most common con-
struction are prepositional phrases (APPR–ART–
NN, red) and it remains so until TP10. It can be
assumed that such prepositional phrases are fre-
quently used to indicate place and time.

TOP10 shows an interesting distribution: In ad-
dition to the prepositional phrases (red) and the
sentences starting with proper names (purple), a
new pattern appears here among the top trigrams:
$.–PPER–VVFIN (ligth green, PPER for personal
pronouns). Instead of mostly repeating the proper
nouns, the children now begin to start sentences
with a personal pronoun more regularly, as in Ex-
ample (5), so that this pattern shows up among the
top trigrams.

(5) Sie
PPER

sah
VVFIN

Lars
NE

mit
APPR

Dodo
NE

‘She saw Lars with Dodo’
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Figure 6: Mean perplexity (left) and perplexity distribution (right) over test points.

POS-based perplexity We calculated perplex-
ity separately for each text. Figure 6 plots the
mean values and distribution of perplexity of the
texts written at the ten different test points. Look-
ing first at the mean values (left), we observe an
overall downward trend in the perplexity scores
over time. The three test points with the same
story, TP02, TP06 and TP10, also show a clear
downward trend. As perplexity values indicate
how well the trained language model fits the sam-
ple, the overall downward trend shows that in gen-
eral the children’s texts become more similar to
the Klexikon in terms of POS trigrams. There are,
however, peaks and troughs indicating exceptions
to the overall trend. These need to be examined
further to see if, e.g., there is a story-related rea-
son for the outliers.

The boxplots (right) show that there are more
outliers at earlier test points, i.e. texts that deviate
clearly from the style of the Klexikon-based lan-
guage model. The later the test points, the more
homogeneously the children write. We could al-
ready observe such a development in Fig. 3 for the
IDF-LDist scores.

5 Conclusion

The aim of this paper was to investigate the de-
velopment of complexity in texts produced by pri-
mary school children. We measure complexity on
a lexical and syntactic level with different mea-
sures based on the Litkey Corpus.

The different measures of lexical diversity con-
firm our expectations: the children’s vocabulary
in describing the picture stories becomes increas-
ingly diverse over time, despite the fact that the
children were limited in their text production by

the given picture stories.
The new measure of lexical distinctiveness,

IDF-LDist, shows that the texts become more ho-
mogeneous overall, i.e., the older children tend to
write similarly diverse texts. We hypothesized that
personal background may play a greater role at the
beginning of elementary school, which would ex-
plain the greater variance and the extreme outliers.
At later test points, the children’s competencies
become more and more similar.

At the syntactic level, the distribution of the
POS n-grams shows that the syntactic structures
used by the children when writing are developing
further and that, for example, function words such
as articles and personal pronouns are being added.

Perplexity on POS trigrams shows an overall
downward trend, as expected. However, there are
also outliers, which require further investigations.
Similar to lexical distinctiveness, perplexity be-
comes more homogeneous over time.

Ethical Considerations

We do not see a direct harm that could follow from
the research reported in this study. However, the
analyses could inherit potential biases present in
the Litkey Corpus and not reflect all populations of
primary school children in Germany equally well.

Limitations

A limitation of the present study is that we mea-
sure linguistic complexity using only a small sub-
set of potential measures, focusing on lexical di-
versity and syntactic complexity based on POS
sequences. Incorporating further measures, e.g.
based on syntactic dependencies, would be nec-
essary in order to draw a more complete picture
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of the development of linguistic complexity in pri-
mary school children’s texts. However, this is yet
infeasible because the Litkey Corpus lacks gold-
standard annotations of structures above the word
level.
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