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Abstract: - Segmentation poses one of the most challenging problems in medical imaging. Segmentation of 

Magnetic Resonance Imaging (MRI) images is an important part of brain imaging research as it can facilitates 

the neurological diseases diagnosis. However, there are few limitations in evaluating the segmentation accuracy 

due to difficulties in obtaining the ground truth.  This research proposes an evaluation method for brain tissue 

abnormalities segmentation study. Controlled experimental data called mosaic images are used as the testing 

data. The data is designed which that prior knowledge of the size of the abnormalities is known. It is done by 

cutting various shapes and sizes of various abnormalities and pasting it onto normal brain tissues, where the 

tissues and the background are divided into three different intensities. The knowledge of the size of 

abnormalities by number of pixels are then used as the ground truth to compare with the various segmentation 

results. The validation of segmentation was done with fifty data of each category using methods of Particle 

Swarm Optimization (PSO), Adaptive Network-based Fuzzy Inference System (ANFIS) and Fuzzy c-Means 

(FCM), where the evaluation for each technique exhibits some variation of results. Therefore, the proposed 

evaluation method of ground truth formation called image mosaicing is found to be reasonable and acceptable 

to use as it produces potential solutions to the current difficulties in evaluating the brain tissue abnormalities 

segmentation outcome.  

 

Key-Words: - Mosaicing,Evaluation method, Medical imaging, Segmentation, Magnetic Resonance Imaging 

(MRI). 

 

1 Introduction 
Segmentation is the labeling of objects in image 

data and has been a crucial stage in many medical 

imaging processing tasks for operation planning, 

radio therapy or diagnostics, and studying the 

differences of healthy subjects and subjects with 

tumor. Its purpose is to subdivide an image into 

meaningful non-overlapping regions which 

analysis, interpretation or quantification can be 

performed [1]. In the past years, a large number of 

researches have focus on the development medical 

image segmentation methods as accurate 

segmentation of biomedical images can contribute 

to improve diagnosis, surgical planning and 

prognosis [2]. These leads to the increasing number 

in investigations of applications and considerable 

effort is needed to find reliable and accurate 

algorithms to solve the difficulties in evaluating the 

segmentation accuracy.  

In past several years, medical image segmentation 

problems has been approached with several solution 

methods by different levels of automation and range 

of applicability such as Particle Swarm 

Optimization [3], Genetic Algorithm [4], Region 

Growing [5], [7], Adaptive Network-based Fuzzy 

Inference System (ANFIS) [6], Self Organizing 

Map (SOM) [8] and Fuzzy c-Mean (FCM) [9]. 

However, segmenting brain internal structures 

remains a challenging task due to their small size, 

partial volume effects, anatomical variability, and 

the lack of clearly defined edges [10]. Thus, a 

thorough evaluation of its performance is necessary 

with some quantifiable measurement of its accuracy 

and variability [11]. 

Evaluation is not only used in evaluating the 

performance of segmentation algorithms. It could 

also be used in combining the results of several 

segmentation results [12], and acted as a guide in 

selecting appropriate segmentation algorithms [13]. 

Nevertheless, evaluation of segmentation 

performance has been very subjective that leaves the 

researcher in tricky situation [14]. Therefore, it may 

leads to difficulties in judging the effectiveness of 

the techniques implemented. Chabrier et al. [15] 

found that it is difficult to evaluate the segmentation 
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methods accuracy and efficiency on a single method 

as no one being optimal in all cases.  

The common standard used for validating 

segmentation results is the manual segmentation 

results done by medical experts [16], [17]. A main 

issue is that obtaining these validation data and 

comparison metrics for segmentation are difficult 

tasks due to the lack of reliable ground truth [18], 

[19]. Unfortunately, lack of reliability and 

reproducibility of manual segmentation method 

should also be addressed [20]. Thus, even if a rich 

set of manual segmentations are available, they may 

not reflect the ground truth and the true gold 

standard may need to be estimated [21]. 

Another typical technique is the use of phantoms. 

For segmentation purpose, phantoms are usually 

refers to synthetic images for which the true 

segmentation is known [22], [23]. A physical object 

can also be used as a phantom ground truth where 

the phantom is measured and imaged. The original 

true measurement and segmentation measurements 

are then compared and performance is thus assessed 

[24]. However, for many medical problems, 

phantom studies are considered insufficient for 

validation and it is exceedingly difficult to design 

phantoms that appropriately imitate the living 

tissues [11]. 

From the reviews done, it can be summarize that 

one of the biggest challenges in the medical imaging 

domain is to accurately and reliably quantify and 

optimize the clinical performance of the image 

segmentation algorithms and outcomes. Therefore, 

this study proposed evaluation method that able to 

generate synthetic ground truth of MRI images 

called image mosaicing that exhibit comparable 

segmentation challenges to real MRI brain tissue 

abnormalities. The validation of the proposed image 

mosaicing for evaluation of brain abnormalities 

segmentation is then performed using three methods 

of Particle Swarm Optimization (PSO), Adaptive 

Network-based Fuzzy Inference System (ANFIS) 

and Fuzzy c-Means (FCM). 

The organization of the rest of this paper is as 

follows: Section 2 presents our methods, including 

image mosaicing description, PSO, ANFIS and 

FCM algorithms structure. Section 3 discusses our 

results and discussions. Finally, we present our 

conclusion in Section 4. 

 

 

2 Methods 
In several previous studies done by researchers, 

image mosaicing strategy has been successfully 

employed in many research and application areas, as 

well as various representations of methods for 

image segmentation such as texture mapping [25], 

texture segmentation [26], edge detection [27], 

texturing three-dimensional modeling [28] and 

texture registration [29].  

This research emphasizes on the development of 

evaluation method in solving one of the difficulties 

of brain tissue abnormalities segmentation study. In 

this paper, controlled experimental data as the 

testing data called mosaic images is proposed. The 

data is designed which that prior knowledge of the 

size of the abnormalities are known. This is done by 

cutting various shapes and sizes of various 

abnormalities and pasting it onto normal brain 

tissues, where it consists of three basic steps. The 

pictorial representation of the proposed mosaic 

image generation process is illustrated in Fig. 1. 

 

 
 Fig. 1   Mosaic image generation process  

 

Step 1: Background tissue selection 

The background tissues are selected from normal 

area of brain tissue or so-called as membrane. There 

are three different categories of background tissues 

intensities which are low, medium and background 

as tabulated in Table 1. 
 

Table 1.   Background Images 

Background Intensity Min Max Size in pixel 

 

Low 30 114 12144 
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Medium 39 145 12144 

 

High 56 202 12144 

 

Step 2: Abnormal tissue selection 

The abnormal tissues are picked out from the 

abnormalities area. There are three possible shapes 

of selecting the abnormalities such as square, oval 

or irregular shapes as illustrated in Table 2. 

 
Table 2.   Samples of Abnormalities Images 

Shape Image Size in pixel 

Square 
 

1472 

Oval 

 

2010 

Irregular 

 

1901 

 

Step 3: Paste the abnormal tissue onto the 

background tissue 

Mosaic images are then created by pasting the 

selected abnormality tissues onto the different 

background tissues as shown in Table 3. This is 

used to test out the performance and accuracy of the 

segmentation outcome.  

 
Table 3.  Mosaic Images 

Background 
High Medium Low 

Abnormality 

Square 

   

Oval 

   

Irregular 

   

 

 

 

 

 

3 Results and Discussion 
The numbers of pixels of the raw MRI brain images 

are compared with the segmented abnormality area. 

The segmentation accuracy results are then 

measured by considering the value of false positive, 

false negative, true positive and true negative. Four 

conditions areas of false positive, false negative, 

true positive and true negative are illustrates in Fig. 

2.  

 

   
Fig. 2.  Sample of mosaic image of oval abnormality within 

medium background intensity after segmentation 

 

The four primary conditions are used for 

quantifying the qualities of segmentation outcomes. 

The descriptions, states and calculations for each 

condition are explained in Table 4. 

 
Table 4.  Conditions of accuracy 

Condition Description State Calculation 

False 
Positive 

normal areas 
that are 

incorrectly 

detected as 

abnormality 

If segmented 

area > 

abnormality 
area 

(segmented area - 

abnormality area) /      

background size in 
pixels 

If segmented 

area <= 

abnormality 
area 

0 

False 

Negative 

abnormality 

areas that are 
not detected 

If segmented 

area >= 

abnormality 
area 

0 

If segmented 

area < 

abnormality 
area 

(abnormality area - 

segmented area) /               

background size in 
pixels 

True 

Positive 

abnormality 

areas that are 
correctly 

detected 

If segmented 

area >= 
abnormality 

area 

1 

If segmented 

area < 

abnormality 
area 

1 -  (abnormality 

area - segmented 
area) /                

background size in 

pixels 

True 

Negative 

normal areas 

that are 

correctly 
undetected 

If segmented 

area > 
abnormality 

area 

1 -  (segmented 

area - abnormality 

area) /              
background size in 

pixels 

If segmented 

area <= 
abnormality 

area 

1 
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Table 5 shows a few samples of segmentation 

outcomes tested to square, oval and irregular shapes 

of abnormalities onto the high, medium and low 

background tissue intensities. Three techniques had 

been chosen for the testing purpose which are 

Particle Swarm Optimization (PSO), Adaptive 

Network-based Fuzzy Inference System (ANFIS) 

and Fuzzy c-Means (FCM). Then, every mean value 

of false positive, false negative, true positive and 

true negative is evaluated by relating the results to 

any certain circumstances. 

 
Table 5.    PSO vs ANFIS vs FCM segmentation 

Shape 
B/Ground 

Intensity 

Mosaic 

Image 
PSO ANFIS  FCM  

Square 

High 

    

Medium 

    

Low 

    

Oval 

High 

    

Medium 

    

Low 

    

Irregular 

High 

    

Medium 

  
  

Low 

    

 

Table 6 tabulates the summary of Receiver 

Operating Characteristic (ROC) analysis for PSO, 

ANFIS and FCM segmentation results which 

includes the entire four primary conditions. These 

statistical values are used to quantify the 

segmentation quality and the level of accuracy for 

each technique in three different types of 

background intensities which are high, medium and 

low background grey level value. 

 
Table 6.    Summary of ROC analysis for PSO, ANFIS 

and FCM 

Technique 

B/Ground 

Grey Level 

Value 

Mean of  

False 

Positive 

Mean of    

False 

Negative 

Mean of  

True 

Positive 

Mean of     

True 

Negative 

PSO 

High 0.837 0 1 0.173 

Medium 0.029 0 1 0.971 

Low 0.009 0.009 0.991 0.991 

ANFIS 

High 0.532 0 1 0.468 

Medium 0.006 0.006 0.994 0.994 

Low 0 0.027 0.973 1 

FCM 

High 0.469 0 1 0.531 

Medium 0.038 0.001 0.999 0.962 

Low 0 0.011 0.989 1 

 

As seen from the Table 6, PSO shows the most 

excellent segmentation result in low background 

grey level value intensity. The statistics show that 

the combination of abnormality within the low 

background grey level value produced the highest 

mean values for both true positive and true negative 

which are the most important condition in producing 

good quality of segmentation. The combination of 

abnormality within the medium background grey 

level value also cannot be underestimated since it 

produced high mean values for both true positive 

and true negative. However, small occurrence of 

mean value of false positive is observed. The 

combination of abnormality within the high 

background grey level value is seen to produce poor 

performance as it appears the highest mean value of 

false positive compared to the medium and low 

background grey level value. This is found to be 

caused by the texture similarity for both abnormality 

and high background grey level value that leads the 

neighboring pixels to grow beyond the abnormality 

areas.  

In contrast, the ANFIS produced a good 

performance of segmentation in medium 

background grey level value intensity as it produced 

the highest mean values for both true positive and 

true negative. The performance of segmentation in 

low background grey level value returns good 

segmentation outcome as it displays excellent mean 

value of true negative. However, there is slightly 

lower in mean of true positive value since it is 

affected by the small occurrence of false negative. 

Same as PSO, the segmentation of abnormality 

within the high background grey level value 

performed unsatisfactorily since it produced the 

highest mean value of false positive compared to the 

medium and low background grey level value. 

Recent Researches in Computer Science

ISBN: 978-1-61804-019-0 300



 

 

As PSO, the FCM demonstrates the best 

segmentation outcomes in low background grey 

level value intensity too. Followed by the medium 

and high background grey level value as it appears 

low values for both true positive and true negative 

respectively.  

The second analysis method employed is 

Pearson’s correlation. Pearson’s correlation is 

widely used to reflect the degree of linear 

relationship between two variables. In this paper, 

the Pearson correlation value of three categories 

between the original abnormalities area vs PSO, 

original abnormalities area vs ANFIS, and original 

abnormalities area vs FCM segmentation pixels 

value are measured so that the variation of results 

obtained can be clearly monitored. The Pearson’s 

correlation value for each categories mentioned is 

presented in Table 7: 

 
Table 7.   Pearson’s correlation for PSO, ANFIS and 

FCM 
Description B/Ground Correlation value 

Original vs PSO Correlation 

High 0.872 

Medium 0.993 

Low 0.999 

Original vs ANFIS Correlation 

High 0.894 

Medium 0.999 

Low 0.999 

Original vs FCM Correlation 

High 0.927 

Medium 0.998 

Low 0.507 

 

From the table above, it clearly noticed that PSO 

and ANFIS correlation values are almost excellent 

in abnormalities segmentation regardless of 

background. However, the correlation values of the 

FCM shows a slightly lower value in low 

background tissue intensity. 

 
  

4 Conclusion 

This paper has presented an evaluation method for 

brain tissue segmentation study. The application to 

a variety of MRI brain medical data has been 

successful. The techniques of Particle Swarm 

Optimization (PSO), Adaptive Network-based 

Fuzzy Inference System (ANFIS) and Fuzzy c-

Means (FCM) had been tested for the evaluation 

purpose, and exhibit some variation of results. 

Therefore, it can be conclude that the proposed 

evaluation method of image mosaicing is found to 

be reasonable and acceptable to use as it produces 

potential solutions to the current difficulties in 

evaluating and validating the brain tissue 

abnormalities segmentation outcome.  
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