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Abstract—At present, the link between the University and the 

industry for the generation of innovation is becoming more 

frequent. This link is achieved through cooperation projects, 

where a company presents a challenge to the university. In the 

case of computer engineering, the challenges are in the 

development of software, systems auditing or data analytics, 

among others. In this paper, we will present the work done by 

the university for a company. The objective of this project was 

to analyze a set of more than 5 million data to predict whether a 

Job (routine program to execute an executable) will be executed 

correctly or not. For the project, CRISP-DM was used as a 

methodology, and the activities carried out during the execution 

of the project range from the understanding of the business to 

the validation of the selected model. The algorithm presented 

for the proposed model was LightGBM, which has been widely 

used due to the speed of training with large amounts of data. 

Index Terms—Information system, data analytics, case study, 

data methodology, machine learning. 

I. INTRODUCTION

At present, the link between the University and the 

industry is getting stronger [1]. This link occurs through 

joint projects where the University seeks to help the 

industry generate innovation. In the case of information 

technology, projects are much more common, due to the 

fact that the industry, many times, does not have 

computer resources [2]. For example dedicated servers, 

software licensing, human resources dedicated to research. 

The industry has problems with personnel trained in 

specific topics, time for research and technological tools 

[3]. 

The industry is going through a digital revolution, 

where the company is in need of competitive advantage 

through information obtained in large amounts of data. 

This data, many times, stored by companies but not 

analyzed to obtain strategic information [4] and this is 

because companies do not have knowledge in data 

analytics. Although companies could contract the service 

of a specialist, currently there is the alternative of finding 

an ally to do innovation projects. This ally can be the 

university, because it has been generating knowledge in 
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the area of information systems, more specifically, in data 

analytics. 

Data analytics is an area of knowledge corresponding 

to the science of data and results in providing information 

to a user or machine [5]. The analysis of the data is 

divided into two activities [6]: The first, a data 

preparation activity, in which different techniques are 

performed to produce a table with data ready to be 

analyzed. The second activity has to do with the 

techniques used to obtain the expected results; from an 

exploratory analysis to a behavior prediction. These 

techniques are used by means of algorithms created in 

different programming languages. 

In this article, we are going to present the data 

analytics project. The project was carried out between the 

company Tata Consulting Services Peru and the 

Pontifical Catholic University of Peru. This project aimed 

to analyze more than 5 million data, corresponding to the 

planning and execution of Jobs of all 2017. These data 

had to be prepared to then enter a behavior that allows 

predicting if a Job is going to run correctly or will have 

some error during its execution. It is necessary to 

highlight that the variables, delivered by the company, 

were very limited and, at the stage of data preparation, it 

was necessary to supplement these variables with external 

information. For example, the date was linked to 

information on non-working days (holidays) and the 

name of the day of the week. The information of the 

predecessor job also had to be added. 

The project used CRISP-DM as a data analysis 

methodology [7], which has the facility to perform a set 

of activities in a cyclical way (once the last activity is 

finished, the first activity can be performed again 

information of the previous cycle). The cycles facilitated 

the analysis of the data because the behavior of the data 

was not known and more than one cycle had to be carried 

out to determine the correct model. For this project, 3 

cycles had to be carried out. In the first cycle a model 

with the linear regression algorithm was used, in the 

second cycle a logistic regression algorithm was used, 

and then in the third cycle, using the LightGDM 

algorithm. Among the activities considered, of each cycle, 

are:    
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 Understanding the business, in this case, the company 

had meetings every two weeks with the work team of 

the university to explain the behavior of the data. The 

team defined the objectives that were required and 

resolved the doubts about the types of variables 

presented. The objective of the project was to 

determine if a Job is going to run correctly or if it was 

going to have an error during its execution. 

 Preparation of the data, in this stage the data had to be 

complemented with external information. First, the 

name of the day of the week was added to the 

variables delivered by TCS. Second, a new variable 

was added that determined whether the day of 

execution was a working day or not (holiday). The 

objective of the new variables was to determine if one 

day was related to the execution situation of the Job. 

On the other hand, the variables corresponding to the 

execution of the predecessor Job were added, because 

in the understanding of the business, it was explained 

that on several occasions the delay of a Job could 

influence whether the next Job is executed correctly 

or not. 

 Modeling, the last algorithm used was LightGBM, 

which is a gradient improvement framework that uses 

a tree-based learning algorithm. This algorithm was 

chosen due to its high speed in handling large 

amounts of data. One of the problems of traditional 

algorithms is that their times increase while the 

amount of data to be processed increases. For the 

creation of the model, 5 million records were used, 

which correspond to the total of jobs executed during 

2017. Within the model training technique, the data 

had to be separated into 70% to train the model and 

30% to verify if the trained model is correct. We also 

had to configure the input parameters of the 

LightGBM algorithm with values that allow rapidity 

in the result, and there is no overfitting. 

 Evaluation, after finishing executing the model it is 

necessary to validate the prediction accuracy. For this, 

2 million data corresponding to 2018 will be used. As 

previously explained in the model, it was created with 

5 million records, which correspond to the history of 

job executions in 2017. The validation aims to 

compare the result of the model with the real. This 

comparison is made by means of three techniques: 

precision, recall, and accuracy. It will be satisfied if 

the model predicts more than 70% of the total of the 

jobs with erroneous execution. 

This article will be divided into three sections. The 

first is the explanation of the case study, which will 

explain the context of work that has been done between 

the company and the university. The second section will 

present the activities carried out, according to the CRISP-

DM methodology. We will show the table of the 

variables that were determined for the use of the 

algorithm. It will also present the execution of the 

algorithm, which will detail the lines of code used for the 

execution of the algorithm. Finally, the technique will be 

shown to validate the results obtained. We will describe 

the values of the prediction accuracy given by the 

LightGBM model. In the third and last section, we will 

present the conclusions of the case study, as well as 

future work to be done. 

II. DESCRIPTION OF THE CASE 

In 2018 Tata Consulting Services Company (TCS) 

signed an agreement to exchange information with the 

Pontifical Catholic University of Peru (PUCP). In this 

agreement, each of its parties is committed to providing 

information with the aim of generating new knowledge. 

Within the agreement, the data analytics project was 

generated, whose objective was to predict the 

performance of Jobs' execution through the execution 

history. The objective of this project was to obtain 

information through data mining techniques. 

It is necessary to highlight that the PUCP has a 

computer engineering section, in which there are teachers 

and students dedicated to the management, preparation, 

and management of data [8]. This group of people has 

been developing various academic projects related to the 

study of data analytics since 2016. The group consists of 

2 full-time teachers, one with the profile of information 

systems and the other with the profile of Machine 

learning techniques. Additionally, the group has the 

participation of 8 students in the computer engineering 

career, which had been doing extracurricular activities 

with respect to the use of data mining techniques. 

And in the case of the company, TCS provides 

technology services [9] and, within its services to clients, 

is the monitoring and control of the execution of routines, 

also called a job. This service has activities carried out 

manually. Therefore, a person must be available 24 hours 

a day, 365 days a year to verify the correct functioning of 

the systems. One of the difficulties that this service has is 

that the person in charge must be available at non-

conventional times, such as dawns or holidays. The 

response times, before an event, could often be affected 

by the lack of personnel available to address the problem.  

TABLE I: VARIABLES OF THE JOBS 

Variable Description 

Mesh It is the set to which a Job belongs. 

Scheduled date 
It is the date on which a Job should be 

executed. 

Initial execution date Start date and time of the execution. 

Final execution date Date and time of the end of the execution. 

Duration Time, in seconds, of the duration of the Job. 

Average 

Duration usually of Job. This duration is the 

sum of time between the amounts of the same 

Job. 

Agent 
Name of the server where the Job was 

executed. 

State 
The value that determines if the Job had an 

error or not. 
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In this context, TCS generated a collaborative project 

to identify some performance of the jobs through data 

analytics. TCS delivered to the PUCP a quantity of 

7,536,162 of data on Jobs executed. These records 

contained variables about the programming, execution, 

and status (correct execution or execution error) of the 

Jobs. Table I shows the description of each of the fields 

received by TCS. 

About the way of work, it can be described that the 

group determined weekly meetings. At each meeting, 

tasks were assigned on data preparation, preparation of 

development environments, implementation of algorithms, 

among other activities. It was also determined to have a 

meeting every two weeks with the TCS team, where the 

objective was to review the progress, verify if the 

predictive models were correct, and prepare the 

information by means of verification with data not 

considered for the training of the algorithm. 

III. METHODOLOGY 

Regarding the methodology, it should be mentioned 

that all the activities presented by CRISP-DM were used. 

Each activity had a final result. In the case of 

understanding the business, where we obtained the final 

result was the objective of the data analysis. For the 

preparation of the data, the variables necessary for the 

analysis were obtained as a result. For the modeling, the 

final model obtained from the execution of the 

LightGBM algorithm was obtained. Finally, the 

evaluation of the model, whose result was the values 

obtained in the accuracy, precision, and Recall. 

A. Business Understanding  

This activity aims to know the situation of the 

company, know the reasons why you need to predict 

behavior. In the case of TCS, he has described the need to 

modernize the traditional software factories towards 

digital software factories, using technology used in 

Industry 4.0, guaranteeing efficiency in the use of 

available resources: FTE, infrastructure, among others. In 

order to that and to make an effective follow-up and 

control the execution of Jobs, they propose the adoption 

of new tools and technology to solve the problem of 

follow up and control the execution of Jobs in the 

mainframe. It is known that this execution can be carried 

out during all 24 hours during the 365 days, so if it is 

desired to carry out an efficient control, manually, it is 

impossible. Among the alternatives to solve this problem, 

the case was presented to the PUCP, with the objective of 

analyzing the situation and defining the objective of the 

data analysis. After meetings it was determined that the 

objective of the data analysis was to predict if a Job was 

running correctly or an error was going to arise (the 

variable to be predicted was considered in a binary way, 

that is, YES in the case it was executed correctly and 

NOT in the case that there was an error). It was also 

possible to know the description of each variable and the 

possible values found in the more than 7 million records. 

B. Preparation of the Data  

Once the analysis objective was determined, the 

variables and types of data presented by TCS had to be 

reviewed. These data contained 8 variables, of which 7 

were independent variables, and we had a dependent 

variable. As a first step in the preparation of the data, the 

dependent variable (State) had to be modified. Changed 

the data of Yes or No by binary values 0 (in the case there 

was no error) and 1 (in the case there was an error). 

After this change, the average time of execution of the 

Job had to be corrected. This correction was due to the 

fact that the current value was being calculated by the 

total number of Jobs. This was an error that had to be 

corrected because the average should be determined by 

that Job's history and not by a total of Jobs, where future 

information is being considered. Fig. 1 show the error 

committed. 

 
Fig. 1. Average calculation for Job X 

The next step was to add information related to the 

behavior of the days. First a column was added where the 

first letter of the day of the week was entered. The 

objective was to know if the behavior of the day can 

affect the execution of a Job. As in the case of the name 

of the day of the week, the execution time was classified 

in four shifts: morning (6:00 am – 12:00 pm), afternoon 

(12:01 pm - 6:00 pm), night (6:01 pm - 12:00 am) and 

early morning (12:01 am - 5:59 am). This change was 

made for the same reason to the new name column of the 

day, which was to know if any range of hours affected the 

execution of the Job. 

Finally, the day and time of the predecessor Job was 

added. This information was obtained thanks to the 

information of the Jobs mesh given by the TCS during 

the second cycle of the methodology. In general, the 

model would have 8 independent variables and a 

dependent binary variable. Table II shows the list of 

variables considered for the model. 
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TABLE II: VARIABLES OF THE JOBS 

Variable Description 

Weekday scheduled 
Field in text format that gives the name of the 

week. (Monday, Tuesday, Wednesday Thursday, 

Friday, Saturday, Sunday) 

Weekdays start of 
execution 

Field in text format that gives the name of the 

week. (Monday, Tuesday, Wednesday Thursday, 

Friday, Saturday, Sunday) 

Weekdays final of 
execution 

Field in text format that gives the name of the 

week. (Monday, Tuesday, Wednesday Thursday, 
Friday, Saturday, Sunday) 

Scheduled time range 

Field in text format that provides the range of 

hours. Early morning, morning, afternoon or 
evening. 

Start time range of 

execution 

Field in text format that provides the range of 
hours. Early morning, morning, afternoon or 

evening. 

Average duration 
Field in integer format that provides the average 

time in seconds. 

Scheduled weekday 

of the previous Job 

Field in text format that gives the name of the 
week. (Monday, Tuesday, Wednesday Thursday, 

Friday, Saturday, Sunday) 

Scheduled time range 

of the previous Job 

Field in text format that provides the range of 
hours. Early morning, morning, afternoon or 

evening. 

State 
Field in integer format. 0 (correct execution) and 

1 (execution with error) 

C. Modeling 

The processing of the algorithm was done in Python. 

For this, different libraries were used, which facilitated 

the different steps necessary to execute the algorithm. 

The library that was used for the execution of LightGBM 

was LGBMCClassifier. 

For the process of modeling the data, the job history 

executed in 2017 was used, and its quantity exceeds 5 

million records. As part of the process, the 5 million were 

separated into two parts for training and verification. 

According to the theory, the training of the data can be 

done in several ways; however, for the project, the 

technique was used where 70% of the data were used to 

train the model, while the other 30% was used to validate 

the model [10]. Fig. 2 shows the source code that 

separated the data. 

 
Fig. 2. Division of records 

Once the distribution of the data has been determined, 

it is necessary to configure the parameters used in the 

LightBGM algorithm. The objective of these values was 

to perform a training quickly and avoid over-adjustment 

[11]. Within the parameters it was defined that the 

'boosting-type' would be by default the traditional 

Gradient Boosting Decision Tree 'dbdt', that the number 

of sheets would also be by default, the learning rate, 

which determines the impact of each tree in the final 

result [12], was placed with a value of 0.05 (the range of 

values goes from 0.1 to 0), `bagging_fraction`, which 

determines the training speed and its values go from 0 to 

1, a value of 0.8 was placed, `feature_fraction`, which 

determines the percentage of characteristics that will be 

used to train, in this case of placed 0.9,` bagging-frec`, 

which determines the number of iterations to carry out the 

bagging, in this case the value of 5 was placed. Figure 3 

shows the parameters placed. 

 
Fig. 3. Parameters of LightBGM 

Finally, the LightGBM algorithm had to be executed. 

The ‘Train’ method of the LGBMCClassifier library was 

used to execute the algorithm. Fig. 4 shows the execution 

of the algorithm, where the execution of 100 trees was 

placed as a parameter. 

 

Fig. 4. Training execution 

The execution gave as a result that the area under the 

ROC curve (AUC) is greater than 0.9 in all the trees. In 

Fig. 5 you can see some of the results. 

 

Fig. 5. Results of the execution of the trees 

D. Validation of the Model 

As a final step in the methodology, the model created 

by the LightGBM algorithm had to be validated and the 

data corresponding to 2018 was used. This means that the 

modeling was carried out with data from 2017 and the 

evaluation was made with data from the 2018 (records for 

2018 correspond to more than 2 million). The evaluation 
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strategy was done by verifying the accuracy, recall, 

precision and the area under the ROC curve [13]. The 

accuracy determines the percentage of the predicted with 

respect to the total of the data, recall determines the 

amount of Job correctly predicted that it was going to be 

executed with error with respect to the total of Jobs that 

was executed with error and the precision determines the 

amount of Job predicted correctly that it was going to run 

with error on the total amount of predicted values that 

were going to be a Job with error. So the first thing was 

to obtain the values predicted by the algorithm and the 

real values for this new data set. It is necessary to 

highlight that the predicted values go between 0 and 1. 

After obtaining the predicted values and the real values, 

the evaluation must be determined by different cut-off 

values. For this case 10 different cut values were made. 

Fig. 6 shows the algorithm used to obtain the verification 

results for each of the cut-off values. 

 
Fig. 6. Verification algorithm 

Execution of the algorithm resulted in a list of 

accuracy, recall and precision values. These values can be 

seen in Fig. 7. The first column being the cut-off value 

(the cut-off value is the value that will determine whether 

there was an error or not.) For example, if the cut-off 

value is 0.4, it means that the predicted values by the 

algorithm that are less than 0.4 are determined as there 

was no error while values greater than 0.4 if there was an 

error in the execution), the second column represents the 

value of the accuracy, the third column the value of the 

recall, fourth column the value of the precision and 

finally, the AUC value. 

 
Fig. 7. List of accuracy, recall and precision values. 

Then, after obtaining the results of accuracy, recall, 

and precision, it was determined that the ideal cut-off 

value by means of an analysis of the results, where it was 

decided to have a recall value greater than 0.65 and a 

precision greater than 0.85. 

IV. CONCLUSIONS 

We have made a practical case of data analytics using 

the CRISP-DM methodology in a real case of the 

company TCS. This methodology was very helpful 

because it allows ordering the work throughout the 

process of data analytics. It is also necessary to describe 

that the data received was very limited and that the 

understanding of the business helped to determine new 

variables that were not described at a glance. On the other 

hand, the analysis of the variables helped to determine 

that the average placed by TCS was poorly calculated and 

an algorithm had to be used to calculate the real average. 

It should also be concluded that the work was not done by 

a single technique, but that the linear regression and 

logistic regression techniques were used. However, this 

technique did not help in the accuracy of the predicted 

values. Finally, the parameters placed in the LightGBM 

algorithm were determined by trial and error, knowing 

that there was little documentation on ideal values in this 

regard. 

This project was a success that at present TCS is 

requesting the encapsulation of the algorithm to create a 

Web service, which will be integrated into an early 

detection system of errors. This system will allow having 

a visionary strategy on what can happen during days 

where there is a risk of little personnel and even a system 

that can correct errors automatically is being developed.  

In this way, it is possible to respond with greater 

precision and effectiveness to the alerts generated in the 

24x7 equipment, minimizing the uncertainty inherent in 

the agility of the business. Subsequently, and for future 

research linked to Analytics, a window opens in which 

the analysis of the collected data is pertinent in order to 

quantify the relationship between the real events and the 

predictive models generated in order to adjust 

appropriately to the model in search of its scalability to 

other industries. 
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