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Abstract—Traditionally, query words or key words in
spoken document classification are generated by maal. In
this paper, based on CHI-square,TFIDF and maximum
poster probability (MPP) features, a new hybrid fedure for
key information extraction is proposed. It can comine the
advantages of these three features, and the weigbt each
word in hybrid feature can be further integrated into the
classification system. Here, the weights of key wds can
reveal the relationship between words and topic tsome
extent. Furthermore, when the query words or key wrds
are not enough, key information expansion part bask on
focus score can be added to dig the latent informiain about
the topic. In the key information expansion part, ot only
the documents with key words occurring but also thether
documents with no key word participate into the expnsion
procedure. Additionally, in the classification systm,
document length as prior information is adopted wha no
query is found. The whole classification system isased on
lattice, which has more information than 1-best reslt in
speech recognition system. Among CHI-squard&FIDF and
MPP, the system performance of MPP is a little woes than
the others. CHI-square is a little better thanTFIDF when
the key words number is increasing. Among these fagae,
hybrid feature can almost obtain the best performane
under the same condition. Combined with document tegth
information, the classification system performance is
further enhanced, especially for less key informatin
condition. Experiments show that when the system is
combined weight and document length information, higrid
feature can obtain the best performance with a MAPof
0.7817 under 50 key words. When key information isiot
enough, key information expansion can improve theystem
performance when only 1, 5, 10 key words here. Inhe
proposed key information expansion approach, sinceéhe
focus factor is introduced to adjust the effect oflocuments
with no key words, some empty words can be avoideitd
some extent, and the number of expansion words came
under control.

Index Terms—hybrid feature, key information extraction,
document length, spoken document classification, tiice

|. INTRODUCTION

Nowadays, text-based searching engine has betﬂq

applied widely, and many technologies such as aaticm
summarization [1], semantic extraction [2] basedtext
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documents are studied in detail. However, how to
integrate these approaches into spoken document
processing is still a challenge. Most studies obkem
Document Retrieval (SDR) use the speech recogmizer
generate approximate transcripts and just to apipdy
text-based information retrieval techniques dined8].

But for broadcasts and conversation data, the low
recognition rate can worsen the performance of
classification system. Lattice can reduce the ihpathe
error rate to some extent by providing multiple
hypothesis [4-9]. We have shown the improvement of
lattice for spoken document classification systanfil0].
Further, in that work, spoken document length sty
applied in spoken document classification.

However, in most classification systems, the queries
of each topic are assigned by manual, and theseeque
play the same roles during classification. In féot,each
topic, some queries may be more important thanrsethe
Here, we combine the key information extractiorm itite
classification system. From the extraction stagiéerént
query words may have different weight, which can be
considered during classification. Especially whéme t
queries are not enough, a special approach is pedpm
expend the queries based on focus scores.

There are many approaches to extract the key
information from text documents, such as document

frequency (DF), y° statistics (CHI-square), term

strength (TS), mutual information (Ml), and infortioen
gain (IG). In [11], the performance of these feasuis
compared in text categorization. [12] gives the
comparison among IG, CHI and the maximum posterior
probability (MPP) measure. Analysis in [11,12] rele
that DF, IG and CHI scores of a term are strongly
correlated, and MPP can get better performancepit t
identification. So here, CHI and MPP are selectedha
baseline approaches to extract key information.
Additionally, TFIDF as the most common feature in text-
based retrieval is also adopted here.

In fact, different feature can reflect differenpast of

e key information. In order to combining thespexds
together, a hybrid feature is investigated. Différ&éom
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the queries obtained by manual, the queries ertlact (shen2 © o min2 - fa3 o Yvan2
automatically have distinct weights. That meansefee sil O\ T e 2ol

. . . g
the same topic, ldlff(_arent query word can play défe / ren2 A \O%@ \.‘
role in the classification. . mmb fa3 yuan /4
~ The whole paper is arranged as follow: sectionill w sil o »O——S»O— 5 - O sil
introduce the whole system framework and some pre- ri4 da3 yuel
processing procedure, and section Il gives sontailde Figure 2. Structure of lattice ‘ren2min2fa3yuan4’

about the spoken document classification systenh wit  aq shown in Fig.2, lattice is composed by arcs and

document length as prior information. In section, IV o4as From the start node. there are many pattiseto
some key information extraction approaches argny node. In fig.2, only the corresponding labels a
!ntroduced, based on these features, a new hybautdufg listed for arc, which represents that form stadento the
is proposed. Furthermore, a new key information,,q node of this arc, the decoded result maybeZhe
expansion approach based on factor score is prdpose gihers abels, further the probability of this case be
section V Under some conditions, query Worqls ®YU genoted by acoustic probability, language probighili
information are not ensured to be enough, this@HT  thege 1o probabilities and the information of istard
can be applied to mining the latent informatiorated 0 oy hode of this arc are also attached to thisFanceach
the topic. Lastly, the experiments and results ar@qqan there is time information.
conducted in section VI to evaluate the system Fror,n start node to end node of lattice, there aaaym
performance, and conclusion is given in section VII paths, and each one corresponds With, one recognitio
result. 1-best result is only one path in the dattvith the
Il. SYSTEM FRAMEWORK largest poster probability of whole sentence. Hoaven

The whole system has three parts, as shown inlFig. many applications as spoken document classificattun
The first one named off-line part converts the shee MOStimportant unit is not sentence, but wordsdeing
signal into lattice. The second part is for clasation ~SP€ech recognition phase, we want to keep more
based on lattice. The last part is for key infoiomat information than 1-best result to be handled int mpdrase.

extraction and expansion. In the whole framewoie t The second part is the classification system based

information extraction and expansion are combingd i lattice. Acco_rdmg to d|ffe_rent queries, the relgva
e between lattice and queries are computed. Since the
the spoken document classification system.

multi-path in lattice, expectation calculation dgithe

Broadcast ot classification is need. Furthermore, the documength
Syllabel »| Syllable Hine is combined in the classification as the prior paibity
lattice

data decode when no query is in the document.
The last part in fig. 1 is key information extractiand
key information expansion. Here, the queries ofedént

Language model

Documen Classi:i:ation T Document | topic are generated_automatically and a hybridufeais
o TG | ramework |4 ' Length prior ! proposed to combine the advantage of CHI-square,
: " Retrieval TFIDF and MPP. Then the weight of query in hybrid
oo Ruey 1 Qo) feature can be combined in classification systesfdk
Key information — key information expansion part, it can be adoptedeu
expansio Training text corpus some conditions. When the key information is naitegh
T to represent to topic information, it can be usedMtain
Key information | the latent information to topic. The more detaifstlis
extraction [ part are introduced in section IV and section V.

Figure. 1 System architecture
I1l. SPOKENDOCUMENT CLASSIFICATION WITH

In the first part, HMM model is built by syllabl&ince DOCUMENTLENGTH
there exist more than 80,000 commonly used words an ¢ ft ot _ _
more than 10,000 commonly used characters in Mamdar Given a quenyd” = (S;S;..S,,) belonging to a topie,
Chinese, it is hard to construct the recognitiondaio
based on words or characters. Furthermore, allchens
are monosyllabic, and for Chinese, there are mangetween spoken documebtand queryq' can be defined
homophones, then the total number of phonologicall o ty ;
allowed syllables with tone is only 13453]. So in our %y the probabilityP (D [q) in (1).

where st is thei-th syllable in query. Then the relation

system, the recognition model is built on syllable. ty — t t

Combined with language model smoothed by modified P(DIa’) =P |D)P(D)/P@’)

Katz, the system can output the syllable latticstdad of _ P(s18'2..8'm | D)P(D) (1)
syllable sequence known as 1-best result. Figv@sgihe - P(qt)

example of lattice of ‘ren2min2fa3yuan4’.
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Supposing the syllables in the query are inddpen AE[c(W | D,)]

each other, then (1) can be turned into (2). P(W |D,) E[ D, [ +@1-A)P(W D) (4
k

P(qut): I-l(p(Wt | D))C(Wt’qt)P(D) @) D is the text document set_with similar topic as
wh P(vvt) spoken document seD . If D is huge enough,

P(W' |D) can reflect the priori probability of syllable

in topic t. When the syllablev is seldom occurring in

belonging to topic t. Further, P(W') is always lattice, then this part of priori probability witllay more

considered as uniform distribution if there is mmifed  ole in (4). Finding a proper parametér, a good

applying region, and can be dropped for documen®alance between the real condition and the priori
ranking purpose. information can be found.

The first t in (4 flect th | effedttbe
P(w | D) is the probability of syllablev occurring in e first term in (4) can reflect the real effe

) ) ) syllable w in spoken documenD, . Since for lattice,
documentD under topict, which can be estimated by there are manv paths and in each path. the svilaiile
maximum likelihood algorithm. As for the priors y P path, y

- ) happen at certain probability, the expectatiorhef¢ount
probability of documents,P(D) is equal for every st pe considered, which can be expressed as

document since there is no prior information forSb in E[c(W |D,)] . Itis calculated as:
traditional classification systeni?(D) is also dropped in

(1) and (2). That means whether the query word  E[c(wW' |D,)]=XcW | p)P(p|Oy) ®)
occurring in document or no(D) has no effect for p

classification.

In text retrieval method, there is a view that doemt
prior probabilities depend on document length. Manys the corresponding utterance, am(w |p) is the
researches tried to establish a connection betwieen number of syllablew occurring in p. Similarly, the
likelihood of relevance and document length. Thaults  expected document length][| D, |]is computed as (6).
in [14] confirm that the prior probability is progmnal
to document length. That means, the longer docwsnent E[| D, 1=2| p|P(p|Oy) (6)
span more topics and are more likely to be relevatht P

the query, although no query has been seen in t :
document. So in our classification system, the deoant rv(\/here| p |denotes the number of syllable in ppth

length information is combined in the whole In (5) and (6),P(p|Q,)contains the effect of both
classification framework. Additionally, considerirthe acoustic model and language model during speech
size and computing speed of lattice, each speedigcognition system.
document is divided intoM segments, and (2) can be

Where ¢(W,q") is the count of syllablev in queryq

Here,p is one of the hypothesized path in latiie O,

) P(p)P(O, | P)
turned into: P(P|0,) = o i (7)
© 2 PP PO P)
M k
P(W | D, )™ ) any quer
I;lkzl W1bJ y query In (7), the normalization factof is used to adjust the
Ty ~
P(Dla)= S E[| D, I] balance of effect between acoustic model and laggua
M t
n P(W | D, )C(m),q = - no query model.
w k=1
3) IV. KEY INFORMATION EXTRACTION

WhereD, is represented as lattice &fth segment in A. Other Features

spoken documenD. L is the whole length of all o three features as CHI-square, MPP BRDF
documents. Smcebthere a_rde m?jn?: candidates indatlie 5o selected to extract the key information relatetbpic.
expectation must be considered here. Supposing that the relationship between temand

In . .(3)’. the documen_t length s co_mb|.n§ad Intopict is independent, CHI-square test can be acted)as (8
classification. When there is no query occurringgitice,

glet I_?r&?er document is more Iri]kely to relz.:\tedto mn?;:et weight. = N(K, Ky, = Ky Kop)?
ut if there are some queries happening in docu CHI + " " "
effect of document length can be ignored. (o) Chon * ko) (s + Kor) (o * o)

In order to handle the zero probabilifp(w' |D,) is ®)

computed by Jelinek-Mercer (JM) method [15], in evhi ] ] ]
an interpretation of the maximum likelihood modethw Let § =0 denote the document is not in topjcand
the priori probability of syllablev is adopted. € =1 is the other condition, that is the document
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occurring in topict. Similarly, €, ,=0 or 1 means the
document does or not contain tenmThenaccording to
the value ofg and €, , k.. denotes the number of

document under all conditiond is the sum ofkj, ,
Kio. Kop.and Ky, .

For MPP,t also means topic, and the lardéft | m)

is, the more important the term is. But if m does not
occur in topict, the probability will be zero. So here,

P, t|m) is adopted as follows, which can handle the

zero probability.
N, +a NP ()
Nm + ath

9)

weight, ., =P, (t|m) =

where Nm,t is the occurring number of termin topict,

and N, is the number of distinct topicdN,, is the
number of termm in training corpus. Furthermore,
P () isas

Ny *+a,

— (10)
Nd + aZ Nt

Pt =

Similarly, the Nd,( is the number of document in topic

t, and N, is the whole number of document.

TFIDF is a kind of widely used weight in text-
document retrieval. The valuB-IDF (m,t) is calculated

as

weight, =TFIDF(m,t) =N, xIDF(m) (11)

The inverse document frequendfDF (M) can be
calculated as:

IDF(m) =log(N/W(m)) (12)

where N is the total number of documenid/(m) is
the whole number of document containing tenn(12) is
a little different with traditionallFIDF. Here,W(m) can

also present the character of inverse informatibthis
value is large, that means this term also happehsmily

in topict, but also other classes. Thus, the effect of this 3 H H

term should be weakened.

B. Hybrid Feature

The features above are from different aspect teakv
the relationship between term and topict. TFIDF can
reflect the term’s distinction ability to other kis of

JOURNAL OF COMPUTERS, VOL. 6, NO. 5, MAY 2011

CHI-square TFIDF MPP
lao2dong4 lao2dong4 lao2dong4
fa3lv4 cao3an4 fa3iv4
cao3an4 guilding4 cao3an4
guilding4 fan4zui4 guilding4
zhonglguo2 fa3lv4 fandzuid
fan4zui4 chu3fa2 bu4men2
chu3fa2 wulran3 chu3fa2
bu4dmen2 bei3jing1shi4 zhi2fa3
zhi2fa3 zhi2fa3 bei3jing1shi4
wulran3 bu4men2 andjian4

Figure 3 Key information comparison of three ajpoiwes

All terms in Fig. 3 are sorted by descending ordier.
can be seen that not only the order of some tesmns i
different, but also some terms are distinct frorcheather,
as bold ones show. In hybrid feature, we hope tokine
all conditions together to select the most posdims to
represent the topic. Only that kind of terms whanie
important in all methods, they will play an importaole
in hybrid feature. The simplest approach is to addh
column in fig. 3 together, and then we can chobesdfitst
top ones.

Fig. 4 gives the histogram of these three featuiese,
x-axis is the region of amplified weights with*1@ndy-
axis is the number of the weight in correspondiegjan.
From this figure, it can be seen that these theetufes
are distributed in different regions, which meahg t
weights of CHI-squareTFIDF and MPP are different.
Since the ranges of values in different methods are
distinct, here, a linear function is selected topnthe
different weight into the same region. It can atsmid
the large weight weakening the effect of small \eiig
hybrid feature. The weights of all three approaches
mapped into the region from 1 to 10 by a linearcfion
as (13).L represents one kind of feature from CHI-
square ,TFIDF and MPP approaches.

weight, =a, xweight, +b, (13)

80 number

i MPP

ﬁHHEﬁHH"m I

112 13.2 60.4 1018 1846 267.474.4

HHHHHHERE

3.3 10.6

1.0 12 15 1.9 14.7

Figure 4 The histogram of log probabilities

In (13), & is the slope andd is the shift. For CHI-
square, TFIDF and MPP, these two parameters are

documents. CHI-square feature can measure thedfck

_ i ifferent. Selecting prope&. andb., all the weights are
independence between the term and the topic, and MF_’Ol -g prop ] 9
measure can combine the feature selection intoctopin the same region for different approaches. Then t
classification. Fig. 3 gives the top ten key woedsout ~Means of weights of these three features can kznelot

law corpus. as the weights in hybrid feature. After these psst®,
the topN weights in hybrid feature must be the top in all
these three features.
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weight, = %(wei ght. , +Weights,, +Weight,,n) (14)

For this weight, it can reflect the relation witbptc.
The larger of this weight is, the closer relatidpstith
topic exits. So the weight in hybrid feature canfimther
combined in the classification framework. (3) cae b
turned into (15).

> weight,, xlog(P) any query
ty M
P(Dla)= > E[|D, |
> weight,, XIog(ﬁ)xkﬂf no query
(15)

M ) _
Where 3 P(W |D, )" ) is represented a® . The
k=1

weight should be normalized as the same magnitu
aslog(P).

V. KEY INFORMATION EXPANSION

Under some conditions, if the key information ist no
enough, it can be expanded. There is a view th#tef
words occurring in the same document with ke
information, there are some kinds of relation vitie key
information. Here, this view is called
information extraction. In [16], this view is apgdi into
the intelligent expansion of query of searchingated
scientific articles. Here, it shows the shortcomafghis

related key

927

should be selected at the same time and the exadber
can be known before.

TABLE | The expansion result of topic law and pport
with one key word

Topic Key word Expansion word
Law lao2dong4 er4shi2/guilding4
sport bi3sai4 zhonglguo2/zuo2tianl

Table | gives the results of the two topics of land
sport. Under the condition of one key word eachictop
there are two expanding words. Since the empty word
which has little meaning to topic, often happeneach
document including the document which key word® als
happen, it is more possible to be selected as the
expanding word. Like the word ‘er4shi2’ in tableitlhas
little relation with topic law. In normal conditigrthis
kind of empty word should be filtered by a stop diist
before. But for the complex applying system, ihésd to

onstruct an all-sided stop word to cover all ctiods. If

Fis kind of empty words is used in classificat®ystem,
it can add the confusion among different topic, and
weaken the performance of classification system.

In the idea above, only the document with key words
are considered in information expansion. In fatte t
documents with no key words also can play somesrole
during expansion, since they are in the same ticin
next sub-section, the non-key words documents m@ a

Yeonsidered in expansion and the weight is less than

of the documents with key word.

B. Key information expansion based on focus fatcor

According to the key words occurring in the docuimen

method. Further more, a new idea in key informatioﬁ)r not, the documents in tO[Ji(I:an be classed into tow set

expansion approach based on focus factor is prdpose

A. Related key information extraction
Supposing there ardl documents in topic,

the word set of D, document, andiO[LN] . As

proposed in IV, the key information sé& has been
extracted by hybrid feature. Additionally, each kegrd
in setK is represented alsj JJO@M].

If word w is not in key information seK , and the
number of documents in which the wordand any key
word k; both happen is largest, then the wavds the

most nearest key word. It can be expressed as (16).

w= argnax|{D OA, |wOW,wOK;K nW # ¢ |
WONITILN]

W is

(16)

as definition 1.

Definition 1: given the key words s&t, the one with
key words occurring is called ‘related document get
and the other one is called ‘the other documentet

Definition 2: In setA, the number of documents in
which the wordw occurring is represented as NMRD (the
Number of the Most Relevant Document). Similarlye t
number of documents with word in setB is called
NLRD (the Number of Low Relevant Document).

For wordw, here,D(t,w) called focus score reflects

the influence in key information expansion for tpiit is
shown as (17).

D(t,w) = NMRD(t,w) + FF(t,w) x NLRD(t,w) (17)

In order to present the difference effect between
document setA and document seB, focus factor
FHt,w) is introduced here. In (17), it can be seen that

for NMFD, the weight equals to 1. It means that tloe

Here, A, is the document set that satisfies the conditiondocument sef, the effect in focus score is 100% percent.

and || is the number of the document in set.
Since the wordv is selected with maximum number of
A, in (16), the real number of expansion word is hard

Comparing with the document sét the effect of the
document seB should be weaken, which is adjust by the
focus factor. So the focus factéiHt, w) should be less

than 1. Here, it is as (18).

control. For example, if the maximum number of the

document seth, is 5, the all the words with this number

© 2011 ACADEMY PUBLISHER

FR(t,w) =[NMRD(t,w) + NLRD(t, w)]/ N(t) (18)



928 JOURNAL OF COMPUTERS, VOL. 6, NO. 5, MAY 2011

Where N(t) is the whole number of documents in topic !N the speech recognition system, HTK is employed t

. : train acoustic and language models based on “863"
itequals|A|+|B]. Since the sum oRMRD(t,w) and ™ A1 Gther part of broadcast corpus whichndb

NLRD(t,w) is less thanN(t) , it can keepFHt,w)  belong to any topic is applied as adapt corpus.iMasm

less than 1. likelihood linear regression and maximum a posterio
Combined (17) and (18), each wawdwill have a focus approach are used in adaptation. Acoustic modéhisf

score. A list will be obtained by sorting theseufsscores system is context-dependent tri-phone model, whose

as descending. Then the tdp can be selected as the topology is left-to-right with jump. Every model thifive

expansion information. Table Il gives the top 10states is jointed as syllable model according tbia@hary.
expansion words by focus score in topic law witle ey  Language model is syllable based bi-gram model, and
word. Katz approach is adopted as the smoothing algorithm

Here, the evaluation is depended on mean average

From table Il, it can be seen that NMRD of ‘er4é‘.hl2£reCision (MAP) as follow:

and ‘guilding4’ are both 3, the maximum document
number in (15). So in table |, these two wordssalected Ny R .

as the expansion words. Considering the effectldR, MAP =1/N,> W/ R)X(j/r ;) 19)
since these NLRD of two words are different, thealfi =1 =1

focus scores are also distinct. According to tadbldor o
the focus score are normally diﬁerentgeach gthlhe, Where Ny denotes the total number of queri€,s the
number of expansion word can be chosen arbitratigye, total number of documents relevant to tth query, and
if the number of expansion words is 3, then ‘erdsban 1, ; the position of thej-th relevant document in the
be dropped off. Table Il gives the correspondiagult  ranked list output by the retrieval method for theery
for topic law and sport. q, . The software used for the evaluation is the

TABLE Il focus score in topic law with one key wio trec_eval.7.0 provided by TREC, which will outpliet
WordW NMRD NLRD _ Focus score values of MAP based on the results of the spoken
quildingd 3 8 21173333 document retrieval system and the standard answers.

fa3lva 2 10 3.6 There are several experiments to test d|ffer_erit_mar
guo2jial 1 12 3.08 our system. The first one is the determination of
er4shi2 3 0 3 parameteré in (7). The second one is to evaluate the
danlwei4 2 ! 284 erformance of different feature, as CHI-squaie,DF

1zuo4 1 11 2.76 b S quarebr,

gongZt : MPP and new proposed hybrid feature. Additionatte
wen4ti2 2 6 2.64 . . . .
ren2yuan2 2 5 2 466667 document length and the weight in (13) combined in
shoulqu3 2 > 2106667 classification system as (14) are tested in thit pa

Lao2dong4zhe3 2 1 2.04 A. Selection of f

TABLE Il The expansion result based on focus ednrtopic law . .
and sport with one key word As analysis above, proper value &fwill affect the
topic Key word Expansion words performance of system. Fig. 5 gives the classificat

results of hybrid feature with 20 query words. dincbe
seen that wherf is 5, the system performance is better.
In the following experiments, the normalizationtfacé

Compared with table 1, it can be drawn that by addi s fixed at 5.
‘the other document set’ influence, some empty word

law lao2dong4 fa3lv4/guo2jial/guilding4
sport bi3sai4 xuan3shou3/guan4juni1/ti3yus4

can be filtered. Furthermore, the number of exmansi 0.745
words is under control. oza AP —
0.735 [ ] —
VI. EXPERIMENTS ANDRESULTS o073l
There are speech corpus and text corpus in the | %% ’_‘
experiments. For speech corpus, it include ‘863pus 072 ) ‘ . ‘ . ‘ " ‘ 5 &
and broadcast corpus. The ‘863’ corpus is readiyig s

pronunciation and consists of 90,821 utterances 166 _ _ ,
speakers. The broadcast corpus for classificationur Figure 5 The effect of on retr_leval results when 20 query word with
experiments is from the programs of radio, whiatitide hybrid feature

the conversation programs, news and so on. Furtiretm B .Classification results with different feature

broadcast corpus is clq55|f|ed into 6 topics a;nongt Table IV is based on the classification system euith
_defense, sport, countryside, law, economy a”d'f’@"“ the document length and weight effect in (15).

includes 5924 utterances from different kinds of From Table IV. it can be seen that no matter wirad k
br_?r;adcast r;])rogran"lns. thr text corpus, the similpicto of feature is adopted, with the increasing of thg Wwords

with speech are selected. number, MAP is increasing too. If there is enough
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information in query, keeping increasing the quenyrd  system, the effect of (3) or (15) has no obviotdferénce.
has a little influence on MAP. It can be seen inlddV, @ When the number of key words is increasing, the
that compared with the performance of 20 key wotltks,  difference is shown. With 50 key words, the system
performance of classification system only increaeut performance can be enhanced to 0.7817 with weigtht a
0.02 when key word number is added to 50 for CHIdength information in classification. It is the bessult in
square, TFIDF and MPP. For hybrid feature, it is only all experiments.

about 0.03 enhancements. Furthermore, when the erumb

of key word is only 1, in hybrid feature, therenis more
selection in the key word list. In this experimethie key Hybrid feature 30 key words 50 key words
word is the same as that in CHI-square. So the

TableV MAP with weight information for hybrid faat

. . no weight, with length 0.7579 0.7715
performance of hybrid feature and CHlI-square is the with weight, with length 0.7595 0.7817
same.
Table IV MAP of different f\z:itgrr](tas without docunbéength and C. Classification with key information expansion
=i TEDE VS hybrid Ta_b_le _VI gives results of spoken document
feature  Classification system when key words number are 1,5
and 10.
1|I(<ey Wor(;:i %'1982 %.2220 %2222 %1%882 TABLE VI MAP with document length of hybrid feariand
5 key words 4551 5125 A 5 information expansion
10 key words 0.6365 0.6358 0.6280 0.6551 " Number of key R =0 R=1 R =2 R =3
20 key words 0.7317 0.7314 0.6928 0.7410 words
30 key words 0.7338 0.7544 0.7126 0.7544 1 0.3311 0.4213 0.4587 0.4756
50 key words 0.7535 0.7546 0.7166 0.7706 5 0.5649 0.5667 0.5761 0.6042
10 0.6767 0.6781 0.6783 0.6870

Among CHl-square, TFIDF and MPP, the system |In this table, hybrid feature is adopted and doaume
performance of MPP is a little worse than thoseh& |ength is considered? means the number of expansion
others. CHI-square is a little better th&AIDF when the  words. WhenR=0, it is the same as dash line in fig. 6.
key words number is increasing. Since hybrid featan From table VI, it can be seen that wheris increased,
combine the advantage of each one, especially Wen the system performance can be enhanced. When the ke
number of key words is large, it can get the besult word set is small, the system performance can be
with a MAP of 0.7706 under 50 key words. enhanced obviously. Only with one key word, MAP can

Additionally, Fig. 6 gives the difference of MAP be increased from 0.3311 to 0.4765 with 3 expansion
between the system with and without the documenivords. But for 10 key words, the enhancement is onl

length information in hybrid feature. about 0.0003 in MAP.
The reason maybe that in the proposed approacéyof k
—«— without lengh information -=- - with length information word expansion based on factor score, expansioksvor

will not happen in key words set. Then the leskef

o7 [MAP e words are, the more relation of expansion word wafic.
o5 - With the increasing of key words set, especiallyewlthe

R key words are enough to reflect the topic inforimatithe
03 r expansion words will not play little role on cldgsation.
01 ‘ ‘ ‘  Key word number |
1 5 10 20 30 50 VII. CONCLUSION
Figure 6 The effect of document length informatiomybrid feature In this paper, we proposed hybrid feature in key

| b h ith the i , f Kk dinformation extraction and applied it into spoken
t can be seen that with the increasing of key WOrd yocument classification system. Further, the weight

number, the effect of document length mformatusn ! ybrid feature can be combined into classificasgatem,
weaken. But for less query words, the influence o

document length is notable. thu; differen.t query may play different role fpetbamg
The reason is that in (3), only when the queryds n topic. _Comblned with the document length informatio
found in the spoken document, the document lengtfiSPecially when query words are few, the system
information can be merged into the classificatipstem.  Performance can be enhanced. The best performamce c
When the number of key words is smaller, the spokeR€ achieved as a MAP of 0.7817 for hybrid featurieen
document is more possible without any key word, andheé document length information and weight are both
then the document length information can actuaket Ccombined in classification under 50 key words. dms
effect. conditions, there is not enough key information.yKe
Lastly, for the weight effect in (15), Table V gsséhe  information expansion can be applied further. Ie th
difference of MAP between the system with and witho proposed key information expansion approach, blo¢h t
weight information. When the number of key words is‘related document set’ and ‘the other document agt’
less than 30, the system performances are simienw considered during expansion. Focus factor is intced
the weight is added or not. That is, in classifwat here to weaken the influence of ‘the other docunsetit
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According to the focus score, some kinds of empayds
can be filtered to some extent. Additionally, thember
of expansion words can be easy to control. Wheretlse
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[10] Lei Zhang, Yunxia Gao, Xuezhi Xang and Dong, A new
syllable-lattice based approach for Mandarin spok@ocument
retrieval,” inWireless Communications & Signal Processing, 2009.

[11] Y-M Yang, and J. O. Pedersen. “A comparatittglg on feature

not enough information in query or key words, theselection in text categorization.” Rroc.|CML-14, 1997. pp.12-420.

expansion words can play a good role to supplyatent
information about the topic.
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