
Some lengths for which CPP interleavers have weaker
minimum distances than QPP interleavers

Lucian Trifina, Daniela Tarniceriu, Jonghoon Ryu, Ana-Mirela Rotopanescu

Abstract

In this paper we obtain an upper bound on the minimum distance of turbo codes
using true cubic permutation polynomial (CPP) interleavers of some particular
lengths. We address interleavers of lengths of the form 8p or 24p, with p a prime
number so that 3 | (p − 1), used in classical 1/3 rate turbo codes with recursive
systematic convolutional component codes having generator matrix G = [1, 15/13],
in octal form. We prove that 27 is an upper bound on the minimum distance for
these types of lengths. We also derive the coefficients of the inverse true CPP for
a true CPP of the considered lengths.
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1 Introduction1

Permutation polynomials (PPs) used as interleavers for turbo codes [1–10] have gained a2

high interest because of their advantages as low complexity and algebraic properties so3

that they are easily to be designed and implemented. Quadratic permutation polynomials4

(QPPs) have been adopted as interleavers for Long Term Evolution (LTE) standard [11].5

Other known performant interleavers, which are not fully algebraic, are dithered relative6

prime (DRP) interleavers [12] and almost regular permutation (ARP) interleavers [13,14].7

In [5] some upper bounds on the minimum distance of turbo codes with QPP inter-8

leavers have been obtained. A partial upper bound on the minimum distance of turbo9

codes with any degree PP interleavers has been obtained later in [9].10

In this paper we deal with the minimum distance of turbo codes with true cubic11

permutation polynomial (CPP) interleavers (detailed in Subsection 2.2) of lengths of the12

form 8p or 24p, with p a prime number so that 3 | (p− 1).13

1.1 Contributions14

The main contributions in this paper are:15

• we prove that for the above mentioned interleaver lengths, the minimum distance of16

a classical 1/3 rate turbo code with two recursive systematic convolutional (RSC)17

component codes having generator matrix G = [1, 15/13] in octal form, is upper18

bounded by the value of 27.19

• we prove that for the above mentioned interleaver lengths a true CPP admits a true20

inverse CPP and we derive the coefficients of this inverse CPP.21
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• we give some examples of CPPs and QPPs with optimal minimum distance for four22

small to large interleaver lengths and we make some remarks about PPs of degree23

higher than three for the conisdered interleaver lengths in the paper.24

The paper is structured as follows. In Section 2 some preliminaries about CPPs are25

presented. The main result is proved in Section 3. In Section 4 we give four examples of26

CPPs and QPPs with optimal minimum distance, with comments on their performances27

and in Section 5 some conclusions are drawn.28

2 Preliminaries29

2.1 Notations30

In the paper we use the following notations:31

• (mod L), with L a positive integer, denotes modulo L operation32

• a | b, with a and b positive integers, denotes a divides b33

• gcd(a, b), with a and b positive integers, denotes the greatest common divisor of a34

and b.35

2.2 Results about CPPs36

A CPP modulo L is a third degree polynomial37

π(x) = (f1x+ f2x
2 + f3x

3) (mod L), (1)

so that for x ∈ {0, 1, . . . , L − 1}, values π(x) (mod L) perform a permutation of the set38

{0, 1, · · · , L− 1}.39

A CPP is a true CPP if the permutation performed by it cannot be performed by a40

permutation polynomial of degree smaller than three.41

Two CPPs with different coefficients are different CPPs if they lead to different per-42

mutations.43

Conditions on coefficients f1, f2, and f3 so that the third degree polynomial in (1) is44

a CPP modulo L have been obtained in [15,16]. Because we are interested in interleaver45

lengths of the form 8p or 24p, with p a prime number so that 3 | (p − 1), in Table 1 we46

give the coefficient conditions only for the primes 2, 3, and p, with 3 | (p− 1), when the47

interleaver length is of the form48

L = 2nL,2 ·3nL,3 ·p, with nL,2 > 1, nL,3 ∈ {0, 1} and p a prime number so that 3 | (p−1).
(2)

Table 1: Conditions for coefficients f1, f2, f3 so that π(x) in (1) is a CPP modulo L of
the form (2)

1) p = 2 nL,2 > 1 f1 6= 0, f2 = 0, f3 = 0 (mod 2)
2) p = 3 nL,3 = 1 (f1 + f3) 6= 0, f2 = 0 (mod 3)
3) 3 | (p− 1) nL,p = 1 f1 6= 0, f2 = 0, f3 = 0 (mod p)
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A CPP modulo L49

ρ(x) = (ρ1x+ ρ2x
2 + ρ3x

3) (mod L), (3)

is an inverse of the CPP in (1) if50

π(ρ(x)) = x (mod L), ∀x ∈ {0, 1, · · · , L− 1}. (4)

3 Main Result51

In this section we prove that for interleaver lengths of the form52

L = 8p = 23 · p or L = 24p = 23 · 3 · p, with p a prime number so that 3 | (p− 1), (5)

a true CPP leads to a minimum distance which is upper bounded by the value of 27 for53

a classical 1/3 rate turbo code with two RSC component codes having generator matrix54

G = [1, 15/13] in octal form.55

Firstly, we prove two lemmas necessary for the main result.56

Lemma 3.1. Let the interleaver length be of the form (5). Then all true different CPPs57

have possible values for coefficients f3 and f2 equivalent to those from the second and third58

column, respectively, in Table 2. Coefficient f1 have to fulfill the necessary conditions,59

but not sufficient, from the fourth column in Table 2.

Table 2: Possible values for coefficients f3 and f2 so that π(x) in (1) is a true CPP modulo
8p or 24p. Conditions for coefficient f1 from the fourth column are necessary, but not
sufficient.

L f3 f2 f1

8p 2p 0 or 2p 1 (mod 4) or 3 (mod 4)

24p 2p 0 or 6p
1 (mod 4) or 3 (mod 4),
0 (mod 3) or 2 (mod 3)

60

Proof. For the interleaver length of the form L = 8p, a true CPP is equivalent to a61

CPP for which f2 < L/2 = 4p and f3 < L/2 = 4p. For the interleaver length of the form62

L = 24p, a true CPP is equivalent to a CPP for which f2 < L/2 = 12p and f3 < L/6 = 4p.63

Taking into account the coefficient conditions for a CPP given in Table 1, the result for64

coefficients f2 and f3 from Table 2 follows.65

We note that when L = 8p or L = 24p, from condition 1) in Table 1 f1 results odd.66

Thus, we can have only f1 = 1 (mod 4) or f1 = 3 (mod 4). When L = 24p, from condition67

2) in Table 1 it results that f1 + f3 6= 0 (mod 3). But f3 = 2p = 2 (mod 3). Thus, we68

can only have f1 = 0 (mod 3) or f1 = 2 (mod 3).69

Lemma 3.2. Let the interleaver length be of the form (5). Then, a true CPP π(x) =70

f1x+ f2x
2 + f3x

3 (mod L) has an inverse true CPP ρ(x) = ρ1x+ ρ2x
2 + ρ3x

3 (mod L),71

with ρ3 = f3, ρ2 = f2, and ρ1 being the unique modulo L solution of the congruences from72

Table 3, according to the coefficients f2 and f1.73
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Table 3: Congruences for determining coefficient ρ1 of the inverse CPP ρ(x) depending
on the coefficients f2 and f1. When the congruence has more solutions, the valid solution
for ρ1 fulfills the condition in the parenthesis in the third column.

L f2 Condition(s) for f1
Congruence for determining ρ1

(valid solution)

8p
0 -

f1ρ1 = 1 (mod 8p)
2p f1 = 1 (mod 4)
2p f1 = 3 (mod 4) f1ρ1 = 4p+ 1 (mod 8p)

24p

0 f1 = 2 (mod 3)
f1ρ1 = 1 (mod 24p)

6p f1 = 2 (mod 3) and f1 = 1 (mod 4)
0 f1 = 0 (mod 3) f1ρ1 = 8p+ 1 (mod 24p)
6p f1 = 0 (mod 3) and f1 = 1 (mod 4) (ρ1 = 0 (mod 3))
6p f1 = 2 (mod 3) and f1 = 3 (mod 4) f1ρ1 = 12p+ 1 (mod 24p)

6p f1 = 0 (mod 3) and f1 = 3 (mod 4)
f1ρ1 = 20p+ 1 (mod 24p)

(ρ1 = 0 (mod 3))

Proof. ρ(x) is an inverse CPP of π(x) if74

π(ρ(x)) = x (mod L),∀x ∈ {0, 1, . . . , L− 1}. (6)

Taking into account Lemma 3.1, after some algebraic manipulations, equation (6) is75

equivalent to76

(f1ρ1 − 1) · x+ (f1ρ2 + f2ρ
2
1) · x2 + (f1ρ3 + f3ρ

3
1) · x3 + 3f3ρ

2
1ρ2 · x4 + 3f3ρ

2
1ρ3 · x5+

+f3ρ
3
3 · x9 = 0 (mod L),∀x ∈ {0, 1, . . . , L− 1}.

(7)

Because π(x) and ρ(x) are true CPPs, from Lemma 3.1 it results that ρ3 = f3 = 2p.77

Because p is odd, we can have p = 1 (mod 4) or p = 3 (mod 4). Then 2p = 2 (mod 4).78

Thus (7) is equivalent to79

(f1ρ1 − 1) · x+ (f1ρ2 + f2ρ
2
1) · x2 + 2p · (f1 + ρ31) · x3 + 6p · ρ21ρ2 · x4 + 12p2 · ρ21 · x5+

+16p4 · x9 = 0 (mod L),∀x ∈ {0, 1, . . . , L− 1}.
(8)

Because (2p) | L, (2p) | f2, and (2p) | ρ2, from (8) we have80

(f1ρ1 − 1) · x = 0 (mod 2p),∀x ∈ {0, 1, . . . , 2p− 1}. (9)

Equation (9) is equivalent to81

f1ρ1 = 1 (mod 2p)⇔ f1ρ1 = 2p · k + 1 (mod L), with k ∈ {0, 1, 2, 3} when L = 8p,

and k ∈ {0, 1, 2, . . . , 11} when L = 24p.
(10)

According to Theorem 57 from [17], we note that congruence f1ρ1 = 2p ·k+1 (mod L)82

has only one solution modulo L when L = 8p or when L = 24p and f1 = 2 (mod 3),83

because gcd(f1, L) = 1. When L = 24p, f1 = 0 (mod 3), and k ∈ {1, 4, 7, 10}, congruence84

f1ρ1 = 2p · k + 1 (mod L) has three solutions modulo L because gcd(f1, L) = 3 and 3 |85

(2p ·k+1), but we will show that only the solution which fulfills condition ρ1 = 0 (mod 3)86

is valid and it is unique.87
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In the following we will see which values of k in (10) are valid in different cases. We88

have three cases.89

Case 1 : ρ2 = f2 = 090

In this case L = 8p or L = 24p.91

Case 1.1 : L = 8p92

For L = 8p, f2 = ρ2 = 0, f3 = ρ3 = 2p, and f1ρ1 = 2p · k + 1, (8) is equivalent to93

2p ·
(
kx+ (f1 + ρ31) · x3 + 2p · ρ21 · x5

)
= 0 (mod 8p),∀x ∈ {0, 1, . . . , 8p− 1}. (11)

Taking into account that 2p = 2 (mod 4), (11) is true only if94

kx+ (f1 + ρ31) · x3 + 2ρ21 · x5 = 0 (mod 4),∀x ∈ {0, 1, 2, 3}. (12)

Because f1 and ρ1 can take only values 1 and 3 modulo 4, we can have four possible95

cases.96

For f1 = ρ1 = 1 (mod 4), (12) is equivalent to kx = 0 (mod 4, and thus k = 0 (mod 4),97

i.e. k = 0. From (10) it means that f1ρ1 = 1 (mod 8p). We note that, because f1 = ρ1 =98

1 (mod 4) it results that f1ρ1 = 1 (mod 4), and thus the solution of f1ρ1 = 1 (mod 8p)99

is valid.100

Similarly, for f1 = ρ1 = 3 (mod 4), (12) is equivalent to k = 0, or to f1ρ1 = 1 (mod 8p).101

The solution is valid because from f1 = ρ1 = 3 (mod 4) it results that f1ρ1 = 1 (mod 4).102

For f1 = 1 (mod 4) and ρ1 = 3 (mod 4) or for f1 = 3 (mod 4) and ρ1 = 1 (mod 4),103

(12) is equivalent to kx + 2x5 = 0 (mod 4), and thus k = 2, or f1ρ1 = 4p + 1 (mod 8p).104

But in these cases f1ρ1 = 3 (mod 4) and so, the solution of f1ρ1 = 4p + 1 (mod 8p) is105

not valid.106

Concluding, the valid solution in this case is that of congruence f1ρ1 = 1 (mod 8p).107

Case 1.2 : L = 24p108

For L = 24p, f2 = ρ2 = 0, f3 = ρ3 = 2p, and f1ρ1 = 2p · k + 1, (8) is equivalent to109

2p ·
(
kx+ (f1 + ρ31) · x3 + 6p · ρ21 · x5 + 8p3 · x9

)
= 0 (mod 24p),∀x ∈ {0, 1, . . . , 24p− 1}.

(13)
(13) is equivalent to110

kx+ (f1 + ρ31) · x3 + 6p · ρ21 · x5 + 8p3 · x9 = 0 (mod 12),∀x ∈ {0, 1, . . . , 11}. (14)

(14) is true if and only if111

kx+ (f1 + ρ31) · x3 + 6p · ρ21 · x5 + 8p3 · x9 = 0 (mod 3)⇔
kx+ (f1 + ρ31) · x3 + 2 · x9 = 0 (mod 3),∀x ∈ {0, 1, 2},

(15)

and112

kx+ (f1 + ρ31) · x3 + 6p · ρ21 · x5 + 8p3 · x9 = 0 (mod 4)⇔
kx+ (f1 + ρ31) · x3 + 2ρ21 · x5 = 0 (mod 4),∀x ∈ {0, 1, 2, 3}.

(16)

For f1 = ρ1 = 0 (mod 3), (15) is equivalent to kx + 2x9 = 0 (mod 3), and thus113

k = 1 (mod 3), or k ∈ {1, 4, 7, 10}. We note that for k = 1 (mod 3), f1ρ1 = 2p · k + 1 =114

0 (mod 3), and the solution is valid.115

For f1 = ρ1 = 2 (mod 3), (15) is equivalent to kx + x3 + 2x9 = 0 (mod 3), and thus116

k = 0 (mod 3), or k ∈ {0, 3, 6, 9}. For k = 0 (mod 3), f1ρ1 = 2p · k + 1 = 1 (mod 3), and117

thus, the solution is valid.118
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For f1 = 0 (mod 3) and ρ1 = 2 (mod 3), and for f1 = 2 (mod 3) and ρ1 = 0 (mod 3),119

(15) is equivalent to kx + 2x3 + 2x9 = 0 (mod 3), and thus k = 2 (mod 3). But for120

k = 2 (mod 3), f1ρ1 = 2p · k + 1 = 2 (mod 3), and thus, this solution is not valid.121

Now we are interested in the valid solutions of k so that (16) is fulfilled.122

For f1 = ρ1 = 1 (mod 4), (16) is equivalent to kx+ 2x3 + 2x5 = 0 (mod 4), and thus123

k = 0 (mod 4), or k ∈ {0, 4, 8}. For k = 0 (mod 4), f1ρ1 = 2p · k + 1 = 1 (mod 4), and124

the solution is valid.125

For f1 = ρ1 = 3 (mod 4), (16) is also equivalent to kx+2x3+2x5 = 0 (mod 4), and thus126

k = 0 (mod 4), or k ∈ {0, 4, 8}. The solution is valid because for f1 = ρ1 = 3 (mod 4),127

f1ρ1 = 1 (mod 4).128

For f1 = 1 (mod 4) and ρ1 = 3 (mod 4), or for f1 = 3 (mod 4) and ρ1 = 1 (mod 4), (16)129

is equivalent to kx + 2x5 = 0 (mod 4), and thus k = 2 (mod 4). But for k = 2 (mod 4),130

f1ρ1 = 2p · k + 1 = 1 (mod 4), and thus, this solution is not valid.131

Taking into account that both (15) and (16) must be fulfilled, combining the above132

solutions, we have k = 0 or f1ρ1 = 1 (mod 24p) when f1 = 2 (mod 3) and f1 =133

1 or 3 (mod 4), and k = 4 or f1ρ1 = 8p + 1 (mod 24p), with ρ1 = 0 (mod 3), when134

f1 = 0 (mod 3) and f1 = 1 or 3 (mod 4).135

Case 2 : ρ2 = f2 = 2p136

In this case L = 8p and for ρ3 = f3 = 2p and f1ρ1 = 2p · k + 1 (mod 8p), (8) is137

equivalent to138

2p ·
(
kx+ (f1 + ρ21) · x2 + (f1 + ρ31) · x3 + 6p · ρ21 · x4 + 2p · ρ21 · x5

)
= 0 (mod 8p),

∀x ∈ {0, 1, . . . , 8p− 1}.
(17)

(17) holds if and only if139

kx+ (f1 + ρ21) · x2 + (f1 + ρ31) · x3 + 2 · ρ21 · x4 + 2 · ρ21 · x5 = 0 (mod 4),

∀x ∈ {0, 1, 2, 3}.
(18)

But 2 · ρ21 · x4 + 2 · ρ21 · x5 = 2 · ρ21 · x4 · (x+ 1) = 0 (mod 4), and thus, (18) is equivalent140

to141

kx+ (f1 + ρ21) · x2 + (f1 + ρ31) · x3 = 0 (mod 4), ∀x ∈ {0, 1, 2, 3}. (19)

For f1 = ρ1 = 1 (mod 4), (19) is equivalent to kx+ 2x2 + 2x3 = 0 (mod 4), and thus142

k = 0, or f1ρ1 = 1 (mod 8p), which is a valid solution.143

For f1 = ρ1 = 3 (mod 4), (19) is equivalent to kx+ 2x3 = 0 (mod 4), and thus k = 2,144

or f1ρ1 = 4p+ 1 (mod 8p), which is a valid solution.145

For f1 = 1 (mod 4) and ρ1 = 3 (mod 4), (19) is equivalent to kx + 2x2 = 0 (mod 4),146

and thus k = 2, which is not a valid solution.147

For f1 = 3 (mod 4) and ρ1 = 1 (mod 4), (19) is equivalent to kx = 0 (mod 4), and148

thus k = 0, which also is not a valid solution.149

Thus the valid solutions in this case are those of congruence f1ρ1 = 1 (mod 8p) when150

f1 = 1 (mod 4) and of congruence f1ρ1 = 4p+ 1 (mod 8p) when f1 = 3 (mod 4).151

Case 3 : ρ2 = f2 = 6p152

In this case L = 24p and for ρ3 = f3 = 2p and f1ρ1 = 2p · k + 1 (mod 24p), (8) is153

equivalent to154

2p ·
(
kx+ 3 · (f1 + ρ21) · x2 + (f1 + ρ31) · x3 + 18p · ρ21 · x4 + 6p · ρ21 · x5 + 8p3 · x9

)
=

= 0 (mod 24p),∀x ∈ {0, 1, . . . , 24p− 1}.
(20)
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(20) holds if and only if155

kx+ 3 · (f1 + ρ21) · x2 + (f1 + ρ31) · x3 + 6p · ρ21 · x4 + 6p · ρ21 · x5 + 8p3 · x9 =

= 0 (mod 12), ∀x ∈ {0, 1, . . . , 11}.
(21)

Quantity 6p · ρ21 ·x4 + 6p · ρ21 ·x5 = 6p · ρ21 ·x4 · (x+ 1), and thus it is equal to 0 modulo156

12. Then (21) is equivalent to157

kx+ 3 · (f1 + ρ21) · x2 + (f1 + ρ31) · x3 + 8p3 · x9 = 0 (mod 12),∀x ∈ {0, 1, . . . , 11}. (22)

(22) holds if and only if158

kx+ (f1 + ρ31) · x3 + 2 · x9 = 0 (mod 3),∀x ∈ {0, 1, 2}. (23)

and159

kx+ 3 · (f1 + ρ21) · x2 + (f1 + ρ31) · x3 = 0 (mod 4),∀x ∈ {0, 1, 2, 3}. (24)

For f1 = ρ1 = 0 (mod 3), (23) is equivalent to kx + 2 · x9 = 0 (mod 3), and thus160

k = 1 (mod 3), or k ∈ {1, 4, 7, 10}. Following a similar analysis as that in case 1.2, the161

solution results valid.162

For f1 = ρ1 = 2 (mod 3), (23) is equivalent to kx+ x3 + 2 · x9 = 0 (mod 3), and thus163

k = 0 (mod 3), or k ∈ {0, 3, 6, 9}, which is a valid solution.164

For f1 = 0 (mod 3) and ρ1 = 2 (mod 3), and for f1 = 2 (mod 3) and ρ1 = 0 (mod 3),165

(23) is equivalent to kx + 2x3 + 2x9 = 0 (mod 3), and thus k = 2 (mod 3), which is not166

a valid solution.167

For f1 = ρ1 = 1 (mod 4), (24) is equivalent to kx+ 2x2 + 2x3 = 0 (mod 4), and thus168

k = 0 (mod 4), or k ∈ {0, 4, 8}, which is a valid solution.169

For f1 = ρ1 = 3 (mod 4), (24) is equivalent to kx + 2x3 = 0 (mod 4), and thus170

k = 2 (mod 4), or k ∈ {2, 6, 10}, which is a valid solution.171

For f1 = 1 (mod 4) and ρ1 = 3 (mod 4), (24) is equivalent to kx + 2x2 = 0 (mod 4),172

and thus k = 2 (mod 4), which is not a valid solution.173

For f1 = 3 (mod 4) and ρ1 = 1 (mod 4), (24) is equivalent to kx = 0 (mod 4), and174

thus k = 0 (mod 4), which is not a valid solution.175

Combining the above solutions, we have176

1) k = 4 or f1ρ1 = 8p+ 1 (mod 24p), with ρ1 = 0 (mod 3), when f1 = 0 (mod 3) and177

f1 = 1 (mod 4),178

2) k = 10 or f1ρ1 = 20p + 1 (mod 24p), with ρ1 = 0 (mod 3), when f1 = 0 (mod 3)179

and f1 = 3 (mod 4),180

3) k = 0 or f1ρ1 = 1 (mod 24p), when f1 = 2 (mod 3) and f1 = 1 (mod 4), and181

4) k = 6 or f1ρ1 = 12p+ 1 (mod 24p), when f1 = 2 (mod 3) and f1 = 3 (mod 4).182

Thus, the lemma is proved.183

We note that the inverse CPP from Lemma 3.2 is a true CPP and thus the CPP π(x)184

does not admit an inverse QPP. We also note that, because the inverse CPP is a true185

CPP, then we don’t need to consider cases when f2 = 0 and ρ2 = 2p, or f2 = 2p and186

ρ2 = 0, for L = 8p, and cases when f2 = 0 and ρ2 = 6p, or f2 = 6p and ρ2 = 0, for187

L = 24p. If ρ2 6= f2 (mod L/2) then the resulted CPP ρ(x) is a true CPP different from188

the one corresponding to the inverse permutation.189

Now we give the theorem containing the main result in this paper.190
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Theorem 3.3. Let the interleaver length be of the form (5). Then the minimum distance191

of the classical nominal 1/3 rate turbo code with two recursive systematic convolutional192

codes parallel concatenated having the generator matrix G = [1, 15/13] (in octal form) is193

upper bounded by the value of 27.194

Proof. We consider the interleaver pattern of size nine from Fig. 1. We note that this195

interleaver pattern is similar to that in Fig. 2 from [5], but for true CPP-based interleavers196

it leads to other minimum distance of the turbo code.
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Figure 1: Critical interleaver pattern of size nine for CPP-based interleavers
197

The nine elements of permutation π(·) indicated in Fig. 1 are written in detail below198 

x1 → π(x1)
x1 + b→ π(x1 + b)
x1 + c→ π(x1 + c)
x2 → π(x2) = π(x1) + c
x2 + b→ π(x2 + b) = π(x1 + b) + c
x2 + c→ π(x2 + c) = π(x1 + c) + c
x3 → π(x3) = π(x1) + b
x3 + b→ π(x3 + b) = π(x1 + b) + b
x3 + c→ π(x3 + c) = π(x1 + c) + b

(25)

Writing x = ρ(π(x)), for x = x1, x = x2, and x = x3, the equations corresponding to199

points x2 + b, x2 + c, x3 + b, and x3 + c from (25) are written as200 
π(ρ(π(x2)) + b) = π(ρ(π(x1)) + b) + c (mod L)
π(ρ(π(x2)) + c) = π(ρ(π(x1)) + c) + c (mod L)
π(ρ(π(x3)) + b) = π(ρ(π(x1)) + b) + b (mod L)
π(ρ(π(x3)) + c) = π(ρ(π(x1)) + c) + b (mod L)

(26)

Using the equations corresponding to points x2 and x3 from (25) in (26), and then201

replacing π(x1) by x, we have202 
π(ρ(x+ c) + b) = π(ρ(x) + b) + c (mod L)
π(ρ(x+ c) + c) = π(ρ(x) + c) + c (mod L)
π(ρ(x+ b) + b) = π(ρ(x) + b) + b (mod L)
π(ρ(x+ b) + c) = π(ρ(x) + c) + b (mod L)

(27)
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Unlike [5] we consider both x = 0 and x = 1 in (27). For x = 0 in (27) we have203 
π(ρ(c) + b) = π(b) + c (mod L)
π(ρ(c) + c) = π(c) + c (mod L)
π(ρ(b) + b) = π(b) + b (mod L)
π(ρ(b) + c) = π(c) + b (mod L)

(28)

and for x = 1 in (27) we have204 
π(ρ(1 + c) + b) = π(ρ(1) + b) + c (mod L)
π(ρ(1 + c) + c) = π(ρ(1) + c) + c (mod L)
π(ρ(1 + b) + b) = π(ρ(1) + b) + b (mod L)
π(ρ(1 + b) + c) = π(ρ(1) + c) + b (mod L)

(29)

Equations in (28) are equivalent to205 
b · ρ(b) ·

(
2 · f2 + 3 · f3 · (b+ ρ(b))

)
= 0 (mod L)

c · ρ(c) ·
(
2 · f2 + 3 · f3 · (c+ ρ(c))

)
= 0 (mod L)

b · ρ(c) ·
(
2 · f2 + 3 · f3 · (b+ ρ(c))

)
= 0 (mod L)

c · ρ(b) ·
(
2 · f2 + 3 · f3 · (c+ ρ(b))

)
= 0 (mod L)

(30)

and equations in (29) are equivalent to206 

2 · b · f2 · (ρ(b+ 1)− b · ρ(1))+
+3 · b · f3 · (b · ρ(b+ 1) + ρ2(b+ 1)− b · ρ(1)− ρ2(1)) = 0 (mod L)
2 · c · f2 · (ρ(c+ 1)− b · ρ(1))+
+3 · c · f3 · (c · ρ(c+ 1) + ρ2(c+ 1)− c · ρ(1)− ρ2(1)) = 0 (mod L)
2 · b · f2 · (ρ(c+ 1)− b · ρ(1))+
+3 · b · f3 · (b · ρ(c+ 1) + ρ2(c+ 1)− b · ρ(1)− ρ2(1)) = 0 (mod L)
2 · c · f2 · (ρ(b+ 1)− c · ρ(1))+
+3 · c · f3 · (c · ρ(b+ 1) + ρ2(b+ 1)− c · ρ(1)− ρ2(1)) = 0 (mod L)

(31)

Because for the considered lengths, as in (5), coefficients f2 and f3 are multiples of207

2p, coefficient f2 is multiple of 3 for nL,3 = 1, then the congruences from (30) and (31)208

are fulfilled if the left hand terms are divisible by 8.209

In (30) and (31) we consider b = 1 and c = 5, for which the interleaver pattern from210

Fig. 1 leads to minimum distance of 9 + 6 · 3 = 27, because each of the six 3-weight input211

error patterns leads to a parity sequence of weight 3.212

As in the proof of Lemma 3.2 we have three cases. In each of these cases f3 =213

ρ3 = 2p = 2 (mod 4) and f1 = ρ1 = 1 (mod 4) or f1 = ρ1 = 3 (mod 4). We will214

prove that congruences from (30) and (31) are fulfilled for f1 = ρ1 = 1 (mod 4) or for215

f1 = ρ1 = 3 (mod 4). Thus the interleaver pattern from Fig. 1 appears for x = 0 or for216

x = 1, and thus, the upper bound of the minimum distance is 27.217

Case 1 : f2 = ρ2 = 0218

This case has two subcases.219

Case 1.1 : L = 8p220

In this case, for b = 1 and c = 5, the left hand terms from the four congruences from221

(30), divided by 2p, are equivalent modulo 4 to222

ρ(1) · 3 · (1 + ρ(1)) (mod 4) = 3 · ρ(1) · (1 + ρ1 + ρ2 + ρ3) (mod 4) =

= 3 · ρ(1) · (3 + ρ1) (mod 4) = 0, for ρ1 = f1 = 1 (mod 4).
(32)
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For b = 1 and c = 5, the left hand terms from the four congruences in (31), divided223

by 2p, are equivalent modulo 4 to224

3 · (ρ(2)− ρ(1)) · (1 + ρ(1) + ρ(2)) (mod 4) =

= 3 · (ρ(2)− ρ(1)) · (1 + 3ρ1 + ρ2 + ρ3) (mod 4) =

= 3 · (ρ(2)− ρ(1)) · (3 + 3ρ1) (mod 4) = 0, for ρ1 = f1 = 3 (mod 4).

(33)

Case 1.2 : L = 24p225

In this case, for b = 1 and c = 5, the left hand terms from the four congruences in226

(30), divided by 6p, are equivalent modulo 4 to227

ρ(1) · (1 + ρ(1)) (mod 4) = ρ(1) · (3 + ρ1) (mod 4) = 0, for ρ1 = f1 = 1 (mod 4). (34)

For b = 1 and c = 5, the left hand terms from the four congruences in (31), divided228

by 6p, are equivalent modulo 4 to229

(ρ(2)− ρ(1)) · (1 + ρ(1) + ρ(2)) (mod 4) =

= (ρ(2)− ρ(1)) · (3 + 3ρ1) (mod 4) = 0, for ρ1 = f1 = 3 (mod 4).
(35)

Case 2 : f2 = ρ2 = 2p (L = 8p)230

For b = 1 and c = 5, the left hand terms from the four congruences in (30), divided231

by 2p, are equivalent modulo 4 to232

ρ(1) · (2 + 3 · (1 + ρ(1))) (mod 4) = ρ(1) · (1 + 3ρ1 + 3ρ2 + 3ρ3) (mod 4) =

= ρ(1) · (1 + 3ρ1 + 2 + 2) (mod 4) = ρ(1) · (1 + 3ρ1) (mod 4) = 0,

for ρ1 = f1 = 1 (mod 4).

(36)

For b = 1 and c = 5, the left hand terms from the four congruences in (31), divided233

by 2p, are equivalent modulo 4 to234

(ρ(2)− ρ(1)) · (2 + 3 · (1 + ρ(1) + ρ(2))) (mod 4) =

= (ρ(2)− ρ(1)) · (1 + 9ρ1 + 3ρ2 + 3ρ3) (mod 4) =

= (ρ(2)− ρ(1)) · (1 + ρ1) (mod 4) = 0, for ρ1 = f1 = 3 (mod 4).

(37)

Case 3 : f2 = ρ2 = 6p (L = 24p)235

For b = 1 and c = 5, the left hand terms from the four congruences in (30), divided236

by 6p, are equivalent modulo 4 to237

ρ(1) · (2 + 1 + ρ(1)) (mod 4) = ρ(1) · (3 + ρ1) (mod 4) = 0, for ρ1 = f1 = 1 (mod 4).
(38)

For b = 1 and c = 5, the left hand terms from the four congruences in (31), divided238

by 6p, are equivalent modulo 4 to239

(ρ(2)− ρ(1)) · (2 + 1 + ρ(1) + ρ(2)) (mod 4) =

= (ρ(2)− ρ(1)) · (3 + 3ρ1) (mod 4) = 0, for ρ1 = f1 = 3 (mod 4).
(39)

Thus, the theorem is proved.240
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4 Remarks and Examples241

In this section we make some remarks about our main result in this paper. According242

to Table II from [5], for the interleaver lengths considered in (5), the minimum distance243

of the turbo codes with QPP interleavers is upper bounded by the value of 36. This244

upper bound, as that obtained in this paper, is achievable for sufficiently large interleaver245

lengths and for dual trellis termination [18]. In Table 4 we give QPPs and CPPs for four246

interleaver lengths with optimal minimum distance (denoted dmin), i.e. 36 for QPPs and247

27 for CPPs. The codeword multiplicities are also given in Table 4. In the second column248

the value of p in (5) is given. To emphasize the difference in error correction capabilities,249

frame error rates (FER) at high signal-to-noise ratio (SNR) are also provided in Table 4.250

An additive white Gaussian noise (AWGN) channel and a Max-Log-MAP algorithm, with251

a scaling coefficient of 0.7 for the extrinsec information, are considered in simulations.252

Other CPPs with optimal minimum distance equal to 27 are those given in [10] for the253

interleaver lengths 248, 296, 344, 456, and 488.254

Table 4: Simulation results for dmin-optimal QPPs and CPPs of interleaver lengths 312,
1608, 4184, and 10104

L
p SNR dmin-optimal Ndmin

FER dmin-optimal Ndmin
FER

[dB] QPP for QPP for QPP CPP for CPP for CPP

312 13 2.75 115x + 78x2 558 1.64 · 10−7 11x + 0x2 + 26x3 142 1.84 · 10−6

1608 67 2.0 701x + 402x2 3142 1.70 · 10−5 3x + 0x2 + 134x3 790 1.57 · 10−4

4184 523 2.5 13x + 1046x2 18660 3.70 · 10−6 3x + 0x2 + 1046x3 2078 4.48 · 10−4

10104 421 2.3 23x + 2526x2 104811 2.17 · 10−5 3x + 0x2 + 842x3 5038 2.85 · 10−4

Table 5: Simulation results for better 5-PPs compared to dmin-optimal QPPs of interleaver
lengths 312 and 1608

L
SNR

5-PP dmin Ndmin
FER

[dB]

312 2.75 183x+ 0x2 + 49x3 + 0x4 + 7x5 30 20 7.93 · 10−8

1608 2.0 199x+ 767x2 + 153x3 + x4 + x5 35 46 3.16 · 10−7

We note that for the interleaver lengths considered in (5) there are not true fourth255

degree PPs [19, 20]. For interleaver lengths as in (5) fifth degree PPs [21] exists only if256

p 6= 1 (mod 15) [20]. Thus, to find a PP possible better than QPP interleavers for lengths257

as in (5), we have to consider the degree of PP at least five when p 6= 1 (mod 15) and at258

least six when p = 1 (mod 15). To give a result in this direction, in Table 5 we provide259

5-PPs better than QPPs for interleaver lengths 312 and 1608. We note that for interleaver260

length of 312 the three PPs in Tables 4 and 5 were optimised by the first method given261

in [8] with the distance spectra for AWGN channel truncated at the first three terms. For262

interleaver length of 1608 the QPP was optimised selecting firstly QPPs with maximum263

metric Ω′ and then, among these QPPs, those with the best distance spectrum truncated264

at the first three terms. The CPP and the 5-PP of length of 1608 were selected choosing265

the PP of highest minimum distance and lowest multiplicity among some PPs.266
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5 Conclusions267

In this paper we have considered the interleaver lengths of the form 8p or 24p, wih p a268

prime number such that 3 | (p − 1). We have proved that the minimum distance of a269

classical 1/3 rate turbo code with component codes as those for LTE standard [11] and270

true CPP interleavers of the considered lengths is upper bounded by the value of 27.271

This upper bound is significantly weaker than that for QPP interleavers, i.e. 36 as it was272

shown in [5].273

We have obtained the coefficients of the inverse true CPP of a true CPP for the274

considered interleaver lengths.275

Finally, we have given four examples of CPPs and QPPs of small to high interleaver276

lengths with optimal minimum distance and we have compared their error rate perfor-277

mance at high SNR. We also have made some remarks about PP interleavers of degree278

higher than three. As a conclusion in this regard, to find a PP possible better than QPP279

interleavers for the interleaver lengths in the paper, a degree of PP equal to at least five280

when prime p 6= 1 (mod 15) and at least six when p = 1 (mod 15) has to be considered.281

Better 5-PPs are provided for two of the four considered interleaver lengths.282
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