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Abstract

Identifying research gap and predicting research
trend is a formidable task in the field of patent
mining. The primary step to accomplish the
task is to relate International Patent Classifica-
tion (IPC) to a research paper abstract. Naively
relating TPC to a scientific paper abstract is not
an easy task due to the generality of terms avail-
able in an abstract, the massiveness of the patent
documents and the availability of innovative new
field specific technical terminologies. Our research
proposes an efficient ontology approach to patent
mining that retrieves IPC related to a scientific
abstract by combining the data and the method-
ologies used in the field of ontology. The data
contains an ontology of IPC and terms to IPC
mapping. First, the system uses the extracted
terms to retrieve probable IPCs from the terms
to IPC mapping. We consider each of the proba-
ble IPCs as an anchor point in IPC ontology for
further analysis. Our system starts aligning terms
available in abstract to the hierarchy of the ontol-
ogy of IPC to detect correct IPCs and to remove
irrelevant one. Our system has a salient feature
of efficient computation to relate IPC to scientific
paper abstract. The way of using IPC ontology in
retrieving related IPC is a novel process.
Keywords: Ontology, ontology alignment,
Patent Mining, International Patent Classification

(IPC).

1 Introduction

The immerse growth of patent documents necessi-
tates powerful algorithms and tools that can auto-
matically perform patent mining like patent cat-
egorization to relate International Patent Classi-
fication (IPC) to a scientific abstract, identifying
research gap and predicting research trends. The
patent mining is becoming important to the po-
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Figure 1: A is a section for ‘Human Necessities’,
AO01 is class representing ‘Agriculture; Forestry;
Hunting; Fishing; etc.”, AO1B is subclass which
consists of ‘Soil working in agriculture or forestry
etc.’, AOIB 1/00 is a main group representing
‘Hand Tools’, while A01B 1/02 is a subgroup for
‘Spades; Shovels’.

tential inventors, researchers, development units
and even to the patent issuing authorities. The
primary task is the patent categorization of a
document like an abstract. In this connection,
we have a large IPC taxonomy organized by
World Intellectual Property Organization (WIPO)
and huge number of classified patent documents.
WIPO maintains IPC within an ontology in XML
format ! having concepts taxonomies and relations
like cross references. The IPC taxonomy consists
of about 80,000 categories that cover the whole
range of industrial technologies. There are eight
sections named A through H at the highest level
of the hierarchy, then 128 classes, 648 subclasses,
about 7200 main groups and 72000 subgroups at
the lower levels (See Fig. 1). The subgroups are
even classified into different levels.

Moreover, we have large collection of preclassi-
fied English patent documents of eight years from
1993 through 2000, which includes about one mil-
lion of patent documents. An average patent doc-
ument contains more than 3000 words. However,
many vague and general terminologies are often
used to avoid narrowing the scope of the inven-
tion [8]. Patent document contains even acronyms

Thttp://www.wipo.int /classifications/ipc/en/download_area/

20080101 /xml/ipcr_scheme_20080101.zip
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and many new technical terminologies [13], which
make patent mining task challenging. Therefore,
to achieve the goal of patent mining, machine
learning and text mining techniques are widely
used for patent analysis in the past. As patent
documents are huge in number, it is obviously not
worthy task to consider each of one million patent
documents while patent mining. Moreover, index-
ing of terminologies is not sufficient in patent min-
ing system as the tendency of using vague and
more general terminologies. The overriding phi-
losophy of a classification scheme is to identify a
single point for each document or abstract within
the universe of knowledge. Consequently, when
a document discloses multiple concepts of IPCs,
rules of precedence have to be applied in order
to determine the final classification of sufficient
depth [1]. Some effective technique of disambigua-
tion is necessary then.

To overcome the problems of automatic patent
classification, our system introduces a new ap-
proach. Our system uses ontology of IPC avail-
able in the WIPO official website, creates model
of taxonomy for IPCs. It also generates mapping
between terms available in patent documents to
the preclassified IPC. First, our system uses the
term to IPC mapping to retrieve probable IPCs
related to a given abstract or document. We con-
sider each of the probable IPCs as an anchor point
to start off finding further similarity between the
abstract terminologies to the description of neigh-
boring IPCs. It refines the probable IPCs taking
advantages of the locality of references. Eventu-
ally, our system can produce more relevant IPC in
sufficient depth for a scientific abstract with the
help of ontology and utilizing the techniques of
ontology alignment. Theoritically, it is capable of
generating significantly better categorization re-
sults within short elapsed time.

We organize the rest of the paper as follows:
Section 2 contains the description of the related
works. Section 3 focuses our patent mining system
for patent categorization, while Section 4 contains
the experimental results. We conclude about our
research and future works in section 5.

2 Related Works

From the late 1990s, machine learning techniques
received increasing attention in automatic catego-
rization of patent classification. The categoriza-
tion of the patent classification scheme can be per-
formed in two ways: an algorithm can either flat-
ten the taxonomy and consider it a system of inde-
pendent categories or can incorporate the hierar-
chy in the categorization algorithm. Early patent
categorizers chose the former solution, but these

were outperformed by real hierarchical classifiers.

The first hierarchical classifier was developed
by Chakrabarti et. al. [3, 4] using Bayesian hier-
archical classification system applying the Fisher’s
discriminant. The Fisher’s discriminant is a well-
known technique from statistical pattern recogni-
tion. It is used to distinguish feature terms from
noise terms efficiently. They tested the approach
on a small-scale subtree of a patent classification
consisting of 12 subclasses organized in three lev-
els. Here they found that by using the already-
known classifications of cited patents in the ap-
plication, the effectiveness of the categorization
could be much improved [5].

Larkey [17, 18] has created a tool for attribut-
ing US patent codes based on a k-Nearest Neigh-
bor (k-NN) approach. The inclusion of phrases
(multi-word terms) during indexing is reported to
have increased the systems precision for patent
searching but not for categorization [17], though
the overall system precision is not specified.

Kohonen et. al. [14] developed a self-organizing
map based PC system. Their baseline solution
achieved a precision of 60.6% when classifying
patents into 21 categories. This could be raised
to 64% when different feature selection techniques
have been applied.

A comprehensive set of patent categorization
tests is reported in [16]. These authors orga-
nized a competitive evaluation of various aca-
demic and commercial categorizers, but have not
disclosed detailed results. The participant with
the best results has published his findings sepa-
rately [15]. They implemented a variant of the
Balanced Winnow, an online classifier with a mul-
tiplicative weight updating schema. Categoriza-
tion is performed at the level of 44 or 549 cat-
egories specific to the internal administration of
the European Patent Office, with around 78% and
68% precision, respectively, when measured with
a customized success criterion.

The above listed approaches are difficult to
compare given the lack of a benchmark patent ap-
plication collection and a standard patent taxon-
omy. This lack has been at least partly alleviated
with the disclosure of the WIPO document col-
lections. First, the WIPO-alpha English collec-
tion was published in 2002 [9], and shortly after
the WIPO-de German patent application corpus
became publicly available [10]. The creators of
the WIPO-alpha collection [8] performed a com-
parative study with four state-of-the-art classi-
fiers (Naive Baye’s, NB; Support Vector Machine,
SVM; k-NN and a variant of Winnow) and eval-
uated them by means of performance measures
customized to typical PC scenarios. The authors
found that at the class level NB and SVM were the
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best (55%), while at the subclass level SVM out-
performed other methods (41%). Since then, sev-
eral works reported results on WIPO-alpha. Un-
fortunately, most authors scaled down the prob-
lem by working only on a subset of the whole cor-
pus. Hofmann et. al. [12] experimented on the D
section (Textile) with 160 leaf level categories and
obtained 71.9% accuracy. Rousu et. al. [21] eval-
uated their SVM-like maximum margin Markov
network approach also on the D section of the hi-
erarchy, and achieved 76.7% averaged overall F-
measure value. Cai and Hofman [2] tested their hi-
erarchical SVM-like categorization engine on each
section of WIPO-alpha, and obtained 32.4-42.9%
accuracy at the maingroup level. Godbole and
Sarawagi [11] presented another SVM variant that
has been evaluated on the entire hierarchy and
specifically on the F subtree (Mechanical engineer-
ing, lighting, heating, weapons, blasting) of the
corpus. They achieved 44.1% and 68.8% accuracy,
respectively.

A patent application oriented knowledge man-
agement system has been developed by Trappey
et. al. [23], which incorporates patent or-
ganization, classification and search methodol-
ogy based on back-propagation neural network
(BPNN) technology. This approach focuses on the
improvement of the patent document management
system in terms of both usability and accuracy.
The authors compared their method with a sta-
tistical and a Bayesian model and found some im-
provement in accuracy when tested again a small-
scale two-level subset of the WIPO-alpha collec-
tion (a part of B25; Power hand tools) with 9 leaf
level categories. The paper put special emphasis
on the extraction of key phrases from the docu-
ment set, which are then used as inputs of the
BPNN classifier. Other hierarchical categoriza-
tion algorithms such as in [6, 7, 22] have not been
evaluated on patent categorization benchmarks.

3 Our System

Our system uses ontology of semantic technology
in the form of taxonomy. The ontology usually
improves the performance and results of the au-
tomatic categorization of the patent classification.
Our system includes two major steps for the whole
process: preprocessing and the main processing.

3.1 Preprocessing

The preprocessing steps contains two independent
operations, such as creating IPC taxonomy from
IPC ontology available in XML format, creating
terms to IPC mapping from huge patent docu-
ments by the methods of text mining.

3.1.1 Creating Taxonomy of IPC

Our system creates the taxonomy with some sim-
ple relations of International Patent Classification
(IPC) from the IPC data available in XML format
at the WIPO site. We used DOM XML parser to
parse the IPC contents. The XML file for TPC
contains entryReference tag for referencing other
other IPCs relatively similar, but from different
group. We parsed the entryReference tag as a
relationship between IPCs. The relationship in
the taxonomy of IPC is the unique consideration,
which deals many indirect categorization of patent
classification.

3.1.2 Creating Mapping between Terms
and IPC

We also develop the efficient feature vector. Al-
most one million preclassified English patent doc-
uments are available in a dataset from the year
1993 through 2000. Our text classifier repre-
sents a document as a set of features, d =
{f1,f2, f3,...fm}, where m denotes the number
of active features that occur in the documents
and every patent document is associated with
a primary IPC. Feature, typically, represents a
word or a word-phrase (sequence of words) hav-
ing unique meaning together. The relevance of
feature f in a specific category of patent classi-
fication, ¢ is given by the weight w(f,c), which
is measured by TF — ICF (TF stands for “Term
Frequency” and ICF stands for “Inverse Category
Frequency”) model depending on the number of
times f occurs in the category and the inverse cat-
egory frequency as follows:

w(f.0) = TF(f.0) + log )

where N, denotes the total number of categories
and the denominator in the logarithm denotes
the number of categories a feature, f belongs to.
Therefore, a primary term-IPC mapping is repre-
sented by feature vector where each feature is asso-
ciated to categories with their TF — IC'F weights.
However, the vector may contain general features,
which will lead the model to misclassification. In
order to solve the problem, we consider effective-
ness of the features by modifying the weight, and
the method of Littlestone’s Positive Winnow [19].

We also measure the effectiveness of a feature.
If a feature is available into more than one doc-
ument in a specific category, and not available in
other documents of different categories is consid-
ered as the effective feature. We remove all fea-
tures which belongs to more than two categories
or available only one document in one category.
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On the other hand, ICF plays an important
role to determine generality of features. The more
general feature has lower the value of IC'F'. There-
fore, we use IC'F? to differentiate general and ef-
fective features as it will convert high value to
higher compared to the other. As a result, the
modified weight measure becomes

wlf.6) = TF(f.0) = log(rg)?

The preprocessing is only measured once and
kept as a repository. It is reused until the TPC
taxonomy is changed by WIPO or any new patent
documents come out. After the preprocessing IPC
taxonomy with relationships and the term-IPC
mapping are stored for any time of the main pro-
cessing.

3.2 Main Processing

The main processing block has two steps of opera-
tion. As a primary step, our system use term-IPC
mapping repository data for predicting probable
IPC related to a given abstract, whereas the next
step uses the taxonomy and relationships among
IPCs to narrow down the primary selection of IPC.
Let us assume that a classifiable abstract contains
features, a = {fa1, fas...fa,}. Then following
section describes both of the steps elaborately.

3.2.1 Predicting Primary Probable IPC

We use repository data for term-IPC mapping for
predicting primary probable IPC for a given ab-
stract. We have classifiers that can evaluate the
similarity between the classifiable abstract and
categories by using weight value of term-IPC map-
ping. The relevance of an abstract, a to a category,
c is defined as

¢, = Zfeaw(fac) *TF(f,(I)

where TF(f,a) is the frequency of feature f in
the abstract a. If the relevance, ®. of an abstract
a to a category c is greater than the threshold, 6,
then the category is considered as a probable rele-
vant IPC to the abstract. Hence, a set of probable
relevant IPC are extracted after applying the first
step of main processing block.

The IPCs are organized in sections, classes, sub-
classes, main groups and subgroups. We have lay-
ered model to identify section, class, subclass and
IPC as a whole. We found our experiments that
sequential identification of section, class, and sub-
class has positive impact over the results. Our
method of predicting probable IPCs can retrieve
correct sections, classes and subclasses at the

most of time. However, it has limitations retriev-
ing more specific (deeper in the hierarchy) IPCs.
Therefore the IPCs by the methods are not con-
sidered as final output, rather it is considered as
primary probable IPCs. Fig. 2 depicts the overall
flow of the methodologies.

3.2.2 Predicting Specific IPC

We use taxonomy of IPCs and their relationships
to predict more specific IPCs. In this phase of op-
eration, our system starts off each primary prob-
able IPC and looks for the similarity among the
neighbors and similarity in the referenced IPCs of
the primary probable IPCs. The similarity is mea-
sured starting off primary probable IPC to their
neighbors along their paths.

Abstract

Feature -IPC
Map

Classifier

Taxonomy

Filtered and
Ranked IPC

Ordered IPC

Figure 2: The overall block diagram of our patent
mining system which produces ranked list of pro-
posed IPCs for a scientific abstract.

For an example, if primary probable IPC is p
and the neighbor is pcy, pes...pc,, then similarity
for all paths starting off p to its neighbors is com-
puted. If the improvement in similarity value for
a specific path stops, then the deepest neighbor,
where the last improvement in similarity occurs
is considered as the selected specific IPC of that
path.

Ordered list is created from the increased num-
ber of IPCs. The most relevant IPCs from the
ordered list is further filtered to produce the final
output of related IPCs.

Therefore, ontology graph structure of taxon-
omy and simple relatiohips of reference plays an
important role in this step.
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4 Result and discussion

There were several systems, which were applied
for patent mining task. We got the retrieved re-
sult from the NTCIR-7 after formal run, we found
that it was very poor [20]. We analyzed our re-
sults and sytem and found that this was because
we used the taxonomy of IPC of version 8, whereas
the formal run of NTCIR-7 used IPC of version 6.
There were differences between IPC of version 6
and that of version 8. The millions of patent doc-
uments were also based on the IPC of version 6.
Moreover, there was no taxonomy of IPC of ver-
sion 6 available during our experiments through
the official website of WIPO.

Again, there is enough room to improve our sys-
tem focusing on the enhancement of text analyzer
part. We are still continuing to improve our sys-
tem.

5 Conclusion

In this paper, we describe a system to retrieve re-
lated ranked IPC for a scientific paper abstract
by using ontology of semantic technology. This
is a new approach which uses ontology of IPC.
Using the semantic technology, our system results
relevant IPC quickly. We measured similarities
between the sets of features from a scientific pa-
per abstract and a prototype document of a IPC
category, which contains all patent documents of
that specific category. Although our algorithm is
still naive at utilizing the essence of ontology ef-
fectively, locality of reference would help the sys-
tem run faster. Our future target is to enhance
our system to be applicable to different versions of
IPC using correspondence tables of changes made
over versions. We also focus on improving the uti-
lization of ontology and to evaluate the results to
measure further precision.
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