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Supplementary Material
7.1. Proof of Proposition 1

Proof. 1. Any symmetric tensor Q that satisfies the condi-
tions in part 1 of Proposition 1 is dual feasible. The decom-
position measure µ? is primal feasible. We also have

hQ,Ai =
rX

p=1

�phQ, xp⌦xp⌦xpi

=

rX

p=1

�pq(x
p
) =

rX

p=1

�p = µ?
(Sn�1

),

establishing a zero duality gap at the primal-dual feasible
solution pair (µ?, Q). Therefore, µ? is primal optimal and
Q is dual optimal.

For uniqueness, suppose µ̂ is another optimal solution. We
then have

µ?
(Sn�1

) = hQ,Ai

=

⌧
Q,

Z

Sn�1

x⌦x⌦xdµ̂

�

=

X

x2 supp(µ?
)

µ̂(x)q(x)

+

Z

Sn�1/ supp(µ?
)

q(x)dµ̂

<
X

xp2 supp(µ?
)

ˆ�p +

Z

Sn�1/ supp(µ?
)

1dµ̂

= µ̂(Sn�1

)

due to condition (14) if µ̂(Sn�1/ supp(µ?
)) > 0, contra-

dicting the optimality of µ̂. So all optimal solutions are sup-
ported on supp(µ?

). Since the tensors {xp ⌦ xp ⌦ xp, p =

1, . . . , r} are linearly independent, the coefficients are also
uniquely determined.

2. Denote by p
0

and d
0

the optimal values for the primal
problem (4) and the dual problem (5), respectively; and de-
note by p

1

and d
1

the optimal values for the primal-dual
problems (9) and (12) (or (10)), respectively. We next ar-
gue that these four quantities are equal under the conditions
in part 2. First, part 1 establishes p

0

= d
0

. Second, weak
duality and the construction of relaxations (9) and (12) im-
ply that d

1

 p
1

 p
0

= d
0

. Also the feasible set of (12)
projected onto the Q space is a subset of the feasible set
of (5). Since the conditions of part 2 state that the optimal
dual solution Q of (5) is also feasible to (12), we hence
conclude that Q is also an optimal solution of (12) and ob-
tain d

1

= d
0

. Therefore, p
0

= d
0

= d
1

= p
1

, and the
relaxations (9) and (12) are tight.

To show the optimality of y?, the 2k-truncation of the (in-
finite) moment vector ȳ? corresponding to the measure µ?.
We first note that y? is feasible to (9). Then zero duality

gap, as verified below

y?
0

= µ?
(Sn�1

) = p
0

= d
1

= hQ,Ai ,
establishes the optimality of y?.

3. Denote by �(x) = ⌫k(x)0H⌫k(x) the SOS polynomial
associated with H . Note ⌫k(xp

)

0H⌫k(xp
) = �(xp

) = 1�
q(xp

) = 0 for p = 1, . . . , r, implying H⌫k(xp
) = 0, p =

1, . . . , r due to H < 0. Since rank(H) = |Nn
k | � r by

the assumption, the null space of H is span{⌫k(xp
), p =

1, . . . , r}.

For any optimal solution ŷ of (9), complementary slackness
implies that

HMk(ŷ)) = 0.

So the eigen-space corresponding to the non-zero eigenval-
ues of Mk(ŷ) is a subspace of span{⌫k(xp

), p = 1, . . . , r}.
We hence write

Mk(ŷ) = V DV 0

where V =

⇥
⌫k(x1

) · · · ⌫k(xr
)

⇤
and D is an r⇥ r semidef-

inite matrix (not necessarily diagonal at this point). Note
that Mk(y?) = V ⇤V 0 where ⇤ = diag([�

1

, . . . ,�r]). We
next argue that D = ⇤.

The moment matrix Mk(ŷ) contains a known submatrix
specified by the third order moments in the tensor A, and
hence is equal to the corresponding submatrix in Mk(y?).
More precisely, Mk(ŷ) contains the block (at the location
indicated by the orange color in Figure 5):

Z

Sn�1

2

64
x
1

...
xn

3

75
⇥
x2

1

x
1

x
2

· · · xn�1

xn x2

n

⇤
dµ?

=X⇤V 0
2

where X =

⇥
x1 · · ·xp

⇤
, and V

2

is the submatrix of V
whose rows correspond to the second-order monomials in
⌫k(x). Therefore, we have

X⇤V 0
2

= XDV 0
2

(25)

According to Lemma 3.1 (ii) of (De Lathauwer, 2008),
rank(X) = r implies rank(V

2

) = r. Multiplying both
sides of (25) by the pseudo-inverse matrices X† from the
left and (V 0

2

)

† from the right yield D = ⇤. So Mk(ŷ) =

Mk(y?), and ŷ = y? is the unique solution of (9).

To see that we can extract the measure µ? from Mk(ŷ) =

Mk(y?), we note that the matrix Mk(y?) = V ⇤V 0 has
rank r for all k � 1. Hence the flat extension condition
rank(Mk�1

(y?) = Mk(y?)) is satisfied for all k � 2.
Therefore, according to (Curto & Fialkow, 1996; Henrion
& Lasserre, 2005), we could recover the measure from the
moment matrix Mk(y?).
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Figure 5. The colors encode the degrees of the entries in the mo-
ment matrix for an instance with n = 3, k = 2.

7.2. Dual Certificate: the Orthonormal Case

The proof of Theorem 1 is based on a perturbation analysis
of the orthogonal case, which is the focus of this and the
next sections. Hereafter, the relaxation order is fixed to
k = 2.

When the vectors {xp, p = 1, . . . , r} are orthonormal, we
verify that the symmetric tensor

Q =

rX

p=1

xp ⌦ xp ⌦ xp

satisfies the conditions in part 1 of Proposition 1. To see
this, note

q(xp
) = hQ, xp ⌦ xp ⌦ xpi =

rX

p0
=1

hxp0
, xpi3 = 1.

Moreover, for any fixed x 2 Sn�1 we have

q(x) = hQ, x⌦ x⌦ xi =
rX

p=1

hxp, xi3

 max

p
hxp, xi

rX

p=1

hxp, xi2

 kXTxk2
2

where we used maxphxp, xi  maxp kxpkkxk = 1 for
all p. Due to the orthogonality of the columns of X =

[x1 · · ·xr
], we clearly have kXTxk2

2

 kxk2
2

= 1. For
q(x) = 1, all the involved inequalities must be equalities.
For maxphxp, xi = 1, we need x = xp for some p, which
is the only possible case that q(x) = 1. For all other cases,
q(x) < 1. Therefore, Q =

P
p x

p ⌦ xp ⌦ xp satisfies

the conditions of part 1 in Proposition 1. This argument
combined with part 1 of Proposition 1 lead to

Theorem 3. If the vectors in supp(µ?
) are orthonormal,

then µ? is the unique optimal solution to (4).

7.3. SOS Dual Certificate: the Orthonormal Case

In the following, we show that for q(x) =
Pr

p=1

hx, xpi3,
we can find an SOS �(x) and a polynomial s(x) with de-
grees 4 and 2 respectively, such that

1� q(x) = �(x) + s(x)(kxk2
2

� 1).

We start with assuming xp
= ep, the pth canonical basis

vector, for p = 1, 2, . . . , r, in which case q(x) becomesPr
p=1

x3

p. Later on we will apply a rotation to derive the
general case from this special case.

We set
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(27)

We show that this polynomial is an SOS �(x) with Gram
matrix H

0

defined on top of the next page. Here the row
partition of H

0

corresponds to the partition of the Veronese
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map ⌫
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(x) given in the following
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and a, b, c, d, e, f are parameters to be determined later.

Since

⌫
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(x)0H
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comparison of coefficients with those of 1 � q(x) �
s(x)(kxk2

2

� 1) in (27) gives

a+ 2f = �3

2

c+ 2e = 3

b+ 2d = 3

We will judiciously choose the parameters so that H
0

is
PSD. Note that H

0

must have r zero eigenvalues with
eigenvectors {⌫

2

(ep) : p = 1, . . . , r}. For later analy-
sis, we also need H

0

to have precisely r zero eigenvalues,
and the smallest non-zero eigenvalue of H

0

to be lower
bounded by a numerical constant regardless of n and r.

For that purpose, we next find all the eigenvalues of H
0

.
The obvious ones include a, 1, b and c of multiplicities
n � r, Cr

2

, r(n � r) and Cn�r
2

, respectively. The rest of
eigenvalues are those of E defined as
2
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We choose e + a =

3

2

and decompose E as A + B such
that A is
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and B is2

664

0

1

2

�
Ir � 1

r1r10
r

�
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2

�
Ir � 1

r1r10
r

�

� 1

2

�
Ir � 1

r1r10
r

�
1

2

�
Ir � 1

r1r10
r

�

⇤

3

775

where the bottom-right block of B occupied by ⇤ is
a
⇣
In�r � 1

n�r1n�r10
n�r

⌘
. It is easy to verify that AB =

BA = 0. Hence the eigenvalues of E consist of those of A
and B. The eigenvalues of B are 0, 1, and a of multiplici-
ties r + 3, r � 1, n� r � 1, respectively.

Next we choose the parameters such that the eigenvalues of
A are easy to compute. We first ensure that A has rank 3,
which, by rank invariance of Gaussian elimination, requires
the following matrix,
2

664

1

1

2r1r10
r

0r (d+ f)1r10
n�r

(d+ f)1n�r10
r ⇤

3

775

whose bottom-right block is
⇣
e+ a

(n�r) � f2

⌘
1n�r10

n�r,
to have rank 3, or equivalently, d+ f = 0.

Multiplying A with a vector of the form v :=

2

664

↵
�1r

�1r

�1n�r

3

775

shows that the eigenvectors of A are of the form v. Conse-
quently, the non-zero eigenvalues of A can be computed by
solving a smaller set of eigenvalue equations
2

664

1 0 �r f(n� r)
0 1/2 �1/2 0

�1 �1/2 r + 1/2 �f(n� r)
f 0 �fr (n� r)e+ a

3

775

2

664

↵
�
�
�

3

775 = �

2

664

↵
�
�
�

3

775

(30)

We already have five equations on a, b, c, d, e, f :

a+ 2f = �3

2

c+ 2e = 3

b+ 2d = 3

e+ a =

3

2

d+ f = 0

or,

b = 3� 2d = 3� 3

2

� a =

3

2

� a

c = 3� 2e = 2a

d =

3

4

+

a

2

e =

3

2

� a

f = �3

4

� a

2

Plugging these into the matrix in (30) leads to a matrix in-
volving a single parameter a:
2

664

1 0 �r �
�
3

4

+

a
2

�
(n� r)

0 1/2 �1/2 0

�1 �1/2 r + 1/2
�
3

4

+

a
2

�
(n� r)

�
�
3

4

+

a
2

�
0

�
3

4

+

a
2

�
r (n� r)

�
3

2

� a
�
+ a

3

775

Symbolic calculation shows that the non-zero eigenvalues
of this matrix are zeros of the polynomial

h(�; r, n, a) = (2 + r)(15(�n+ r)

+ 4a(�4 + (7 + a)n� (7 + a)r))

+ 2(16 + 39n� 31r + 15(n� r)r

� 4a2(n� r)(1 + r) + 4a((1 + r)(8 + 7r)� n(11 + 7r)))�

+ 16(�4� 3n+ 2a(�1 + n� r) + r)�2

+ 32�3

We want to make sure � = a 6= 0 is one non-zero eigen-
value, which means h(a; r, n, a) = 0, or after simplifica-
tion:

a3(r � 3) + 15(r + 2) + 4a2(13r + 32)� 2a(29r + 67)

= 0

We pick the smallest positive root branch a = a(r), which
is an increasing function of r with limit a(+1) =

1

2

,
and a(1) > 0.3387. We next argue that, after plug-
ging a = a(r), h(�; r, n, a(r)) has two other zeros that
are larger than 1

2

(hence larger than a(r)), which means
the other two non-zero eigenvalues of A are greater than
a(r) 2 (0.3387, 0.5). The argument is based on me-
dian value theorem by showing h(1/2; r, n, a(r)) > 0,
h(n/2; r, n, a(r)) < 0 combined with the obvious fact
lim�!1 h(�; r, n, a(r)) = +1.

We first show h(1/2; r, n, a) > 0 for 1  r  n and a 2
[0.2, 0.5). As a function of r with parameters n and a, the
function

h(1/2; r, n, a) = 4� 8a� 3n+ 20an+ 4a2n

+ (3� 20a� 4a2)r

is linear in r and is decreasing since 3� 20a� 4a2 < 0 for
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a 2 [0.2, 0.5). Therefore, we obtain

h(1/2; r, n, a) � h(1/2;n, n, a)

= 4� 8a

> 0.

Second, we show that h(n/2; r, n, a) < 0 for a 2 [0.2, 0.5)
and r 2 [0, n]:

h(n/2; r, n, a)

=(�2 + n)(16a+ (7� 4a(9 + a))n+ 8(�1 + a)n2

)

+ (30� 8a(9 + a)� 46n+ 8a(11 + a)n

+ (19� 4a(9 + a))n2

)r + (�1 + 2a)(15 + 2a)(�1 + n)r2

(�2 + n)(16a+ (7� 4a(9 + a))n

+ 8(�1 + a)n2

) + 2(1� 2a)(15 + 2a)(�1 + n)nr

+ (�1 + 2a)(15 + 2a)(�1 + n)r2.

We used the fact that

30� 8a(9 + a)� 46n+ 8a(11 + a)n+ (19� 4a(9 + a))n2

 2(1� 2a)(15 + 2a)(n� 1)n

which can be proved by observing that

2(1� 2a)(15 + 2a)(n� 1)n� (30� 8a(9 + a)� 46n

+ 8a(11 + a)n+ (19� 4a(9 + a))n2

)

= �30 + 8a(9 + a)

+ (46� 8a(11 + a)� 2(1� 2a)(15 + 2a))n

+ (�19 + 4a(9 + a) + 2(1� 2a)(15 + 2a))n2

is an increasing function of n (since (46 � 8a(11 + a) �
2(1 � 2a)(15 + 2a)) > 0 for a 2 [0.2, 0.5)), and its value
at n = 1 is �3 + 12a(9 + a)� 8a(11 + a) � 1.

Now the upper bound on h(n/2; r, n, a) is an increasing
function of r for r 2 [1, n]. We therefore further bound
h(n/2; r, n, a) by setting r = n in its upper bound:

h(n/2; r, n, a)  �32a� 14n+ 8a(11 + a)n

+ 8(1� 3a)n2

+ (7� 4a(5 + a))n3

:= u(n; a)

Since d
dnu(n; a) is

�14 + 8a(11 + a) + 16(1� 3a)n+ 3(7� 4a(5 + a))n2,

which is decreasing for n � 0 due to 3(7� 4a(5+ a)) < 0

and 16(1� 3a) < 0 when a 2 (0.3387, 0.5), we have
d

dn
u(n; a)  d

dn
u(8; a)

=1458� 8a(517 + 95a)

<0

for n � 8 and a 2 (0.3387, .5). Therefore, u(n; a) is

further upper bounded by its value at n = 8 for n � 8:

h(n/2; r, n, a) u(8; a) = �16(�249 + 2a(347 + 62a))

<0

for a 2 (0.3387, .5).

To sum, we have showed that h(�; r, n, a(r)), whose ze-
ros are eigenvalues of A, has the property that �

1

=

a(r) 2 (0.3387, 1/2) is a zero, and h(1/2; r, n, a(r)) >
0, h(n/2; r, n, a(r)) < 0, and h(+1; r, n, a) > 0. There-
fore, the other two zeros of h(�; r, n, a(r)) are greater than
1/2 > a(r).

Therefore, the matrix H
0

has rank |Nn
2

|�r and the minimal
non-zero eigenvalue for H

0

is

min

⇢
a(r),

3

2

� a(r), 2a(r),
1

2

, 1

�
= a(r)

since a(r) 2 (0.3387, 1/2). This shows that, when {xp
=

ep, p = 1, . . . , r}, the matrix H
0

is PSD with rank |Nn
2

|�r
and the minimal non-zero eigenvalue is greater than 1/3.

When supp(µ?
) is orthonormal, but is not a subset of

the canonical basis vectors, we augment the matrix X =⇥
x1 · · · xr

⇤
to an orthonormal matrix P =

⇥
X P

1

⇤

and transform the variable x to z = P 0x = P�1x. Then
the tensor A =

P
p �pxp ⌦ xp ⌦ xp is transformed toP

p �pep ⌦ ep ⌦ ep. So the dual polynomial

q
0

(z) = 1� ⌫
2

(z)0H
0

⌫
2

(z) +
3

2

kzk2
2

(kzk2
2

� 1)

with H
0

constructed above satisfies the conditions in
Proposition 1, and certifies the optimality of the decom-
position

P
p �pep⌦ep⌦ep. We transform this polynomial

back to the x-domain to obtain

q(x) := q
0

(P 0x)

= 1� ⌫
2

(P 0x)0H
0

⌫
2

(P 0x) +
3

2

kxk2
2

(kxk2
2

� 1)

where we have used kP 0xk2
2

= kxk2
2

since P is orthonor-
mal. According to the change of basis formular in Lemma
1, the polynomial

⌫
2

(P 0x)H
0

⌫
2

(P 0x) = ⌫
2

(x)0(J 0H
0

J)⌫
2

(x)

is an SOS with the Gram matrix J 0H
0

J , whose smallest
eigenvalue is greater than 1

2

⇥ 1

3

> 1

6

. One can verify
that q(x) satisfies all the conditions in Proposition 1. As a
consequence, we obtain:
Theorem 4. If the vectors in supp(µ?

) are orthonormal,
then the SDP relaxation (9) with k = 2 gives the exact
decomposition. Furthermore, the constructed dual polyno-
mial has the form

q(x) =1� ⌫
2

(x)0H⌫
2

(x) +
3

2

kxk2
2

(kxk2
2

� 1)

where H has r zero eigenvalues, and the (r+1)th smallest
eigenvalue is greater than 1

6

. When the support is formed
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by a subset of the canonical basis vectors, the lower bound
on the (r + 1)th smallest eigenvalue can be chosen as 1

3

.

The SOS matrix decomposition is verified by Matlab. With
n = 7 and r = 3, we have the following plot for H

0

:

Figure 6. H0 has r = 4 zero eigenvalues and the 5th smallest is
a(4) = 0.3789.

7.4. Dual Certificate: The Non-Orthonormal Case

We now proceed to apply a perturbation analysis to con-
struct a dual polynomial for the non-orthonormal case.

Suppose the measure µ?
=

Pr
k=1

�k�(x � xk
) where

{xk, k = 1, . . . , r} are not orthogonal. Define X =

[x1, · · · , xr
] and find P

1

2 Rn⇥(n�r) which has orthonor-
mal columns and is orthogonal to X . Further define P =⇥
X P

1

⇤
. Then the transformation x 7! z = P�1x maps

xk to the kth canonical basis vector ek. The unit sphere is
mapped to an ellipsoid En�1

= {z : z0P 0Pz = 1}.

If we could construct a polynomial q(z) = hQ, z ⌦ z ⌦ zi
with symmetric Q such that

q(ek) = 1, k = 1, . . . , r (31)

|q(z)| < 1, z 2 En�1, z 6= ek (32)

then the polynomial q
1

(x) := q(P�1x) = hQ,P�1x ⌦
P�1x⌦ P�1xi would satisfy

q
1

(xk
) = q(ek) = 1, k = 1, . . . , r

|q
1

(x)| = |q(P�1x)| < 1, x 2 Sn�1, x 6= xk.

The desired q(z) must satisfy that q(ek) = 1 and q(z)
achieves maximum at z = ek for k = 1, . . . , r. Denote
L(z; ⌫) = q(z) � ⌫(z0P 0Pz � 1) as the Lagrangian. A
necessary condition for q(z) to achieve maximum at ek is

given by the KKT condition:
@L(z)

@z
|z=ek =

@q(z)

@z
|z=ek � ⌫

@

@z
(z0P 0Pz � 1)|z=ek

=3

nX

i=1

hQ, ek ⌦ ek ⌦ eiiei � 2⌫P 0Pek

=0

Taking inner product with ek yields

3q(ek) = 3hQ, ek ⌦ ek ⌦ eki = 2⌫e0kP
0Pek =3,

implying ⌫ =

3

2

. Therefore, the symmetric tensor Q must
satisfy

nX

i=1

hQ, ek ⌦ ek ⌦ eiiei = P 0Pek, k = 1, . . . , r. (33)

Note the condition (31) is a consequence of (33). We pick

Q =

rX

k=1

ek ⌦ ek ⌦ P 0Pek +

rX

k=1

ek ⌦ P 0Pek ⌦ ek

+

rX

k=1

P 0Pek ⌦ ek ⌦ ek � 2

rX

k=1

ek ⌦ ek ⌦ ek

which actually has minimal energy among all symmetric
Qs that satisfy (33). The dual polynomial is then given by

q(z) =hQ, z ⌦ z ⌦ zi

=

rX

k=1

[3z2k(z
0P 0Pek)� 2z3k]

=

rX

k=1

[3(z0P 0Pek)� 2zk]z
2

k.

Clearly, q(z) satisfies the interpolation condition (31). In
the following, we show that q(z) also satisfies the condition
(32). The argument is based on partitioning the ellipsoid
En�1 into a region that is far from any ek and a region that
is near to some ek.

First note

q(z) max

k
[3(z0P 0Pek)� 2zk]

rX

k=1

z2k

When z 2 En�1, due to kP 0P �Ik  ✏, we have �✏z0z 
1� z0z  ✏z0z, implying

1

1 + ✏
 z0z  1

1� ✏

Therefore, we can further upper bound q(z) as

q(z)  max

k
[3(z0P 0Pek)� 2zk]

rX

k=1

z2k

 1

1� ✏
max

k
[3(z0P 0Pek)� 2zk]
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So, if

max

k
[3(z0P 0Pek)� 2zk] < 1� ✏

then q(z) < 1. Therefore, we have showed that q(z) < 1

in the “far-away” region.

Define Nk = {z : 3(z0P 0Pek) � 2zk � 1 � ✏, z0P 0Pz =

1}. When P 0P ⇡ I , this is saying zk � 1 � ✏, so z 2 Nk

is close to ek. The union of Nks defines the “near region”.

We want to make sure that q(z) is strictly less than 1 in
each Nk except when z = ek 2 Nk. For that purpose,
we perform a Taylor expansion of the Lagrangian L(z) :=
L(z; 3/2) in Nk around z = ek

L(z) = q(z)� 3

2

(z0P 0Pz � 1)

= L(ek) + (z � ek)
0 @L

@z
|z=ek

+

1

2

(z � ek)
0H(⇠z)(z � ek)

= 1 +

1

2

(z � ek)
0H(⇠z)(z � ek)

where H(⇠z) is the Hessian of L(z) evaluated at ⇠z and
⇠z 2 Lk,z = {tz+(1� t)ek : t 2 (0, 1)}, the line segment
connecting ek and z.

Since q(z) = L(z) on the ellipsoid En�1, it suffices to
show 1

2

(z� ek)0H(⇠z)(z� ek) < 0 for z 2 Nk/{ek}. For
this purpose, we compute the Hessian matrix H(⇠):

H(⇠) =
@

@z

"
3

nX

i=1

hQ, z ⌦ z ⌦ eiiei � 3P 0Pz

#
|z=⇠

= 6

nX

i,j=1

hQ, ⇠ ⌦ ej ⌦ eiiei ⌦ ej � 3P 0P

Plugging in the expression of Q, we get that the Hessian
H(⇠) equals

6

nX

i,j=1

[⇠je
0
iP

0Pej + ⇠ie
0
jP

0Pei]ei ⌦ ej

+ 6

nX

i=1

[(⇠0P 0Pei)� 2⇠i]ei ⌦ ei � 3P 0P

To get a sense why this Hessian guarantees a negative sec-
ond order term in the Taylor expansion, we set ⇠ = ek to

get

H(ek) = 6

nX

i,j=1

[ek(j)e
0
iP

0Pej + ek(i)e
0
jP

0Pei]ei ⌦ ej

+ 6

nX

i=1

[(e0kP
0Pei)� 2ek(i)]ei ⌦ ei � 3P 0P

= 6

2

4
X

i

(e0iP
0Pek)ei ⌦ ek +

X

j

(e0jP
0Pek)ek ⌦ ej

3

5

+ 6

nX

i=1

[(e0kP
0Pei)� 2ek(i)]ei ⌦ ei � 3P 0P

When P 0P ⇡ I ,

H(ek) ⇡ 12ek ⌦ ek � 6ek ⌦ ek � 3I

= 6ek ⌦ ek � 3I

which is PSD except in the direction ek, which is orthog-
onal to the tangent space of En�1 ⇡ Sn�1 at z = ek.
Therefore, the Hessian projected onto the tangent space is
negative definite, as desired.

Returning to the non-orthogonal case, we bound

H(⇠) = 6

nX

i,j=1

[⇠je
0
iP

0Pej + ⇠ie
0
jP

0Pei]ei ⌦ ej

+ 6

nX

i=1

[(⇠0P 0Pei)� 2⇠i]ei ⌦ ei � 3P 0P

for ⇠ 2 Lk,z with z 2 Nk, where

Nk = {z : 3(z0P 0Pek)� 2zk � 1� ✏, z0P 0Pz = 1}.
The simplifications

nX

i,j=1

(⇠je
0
iP

0Pej)ei ⌦ ej = P 0P diag(⇠)

nX

i,j=1

(⇠ie
0
jP

0Pei)ei ⌦ ej = diag(⇠)P 0P

nX

i=1

(⇠0P 0Pei)ei ⌦ ei = diag(P 0P ⇠)

nX

i=1

⇠iei ⌦ ei = diag(⇠)

lead to the following compact expression for the Hessian
matrix H(⇠):

6(P 0P diag(⇠) + diag(⇠)P 0P + diag(P 0P ⇠)� 2 diag(⇠))

� 3P 0P

We want to show that

(z � ek)
0H(⇠)(z � ek) < 0, 8⇠ 2 Lk,z, z 2 Nk.

We first argue that z 2 Nk = {z : 3(z0P 0Pek)�2zk � 1�
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✏, z0P 0Pz = 1} imposes certain restrictions on the size of
z, and implies that z is close to ek. Indeed, kI �P 0Pk  ✏
and z0P 0Pz = 1 imply that

1

1 + ✏
 1

�
max

(P 0P )

 kzk2
2

 1

�
min

(P 0P )

 1

1� ✏
.

To show the closeness of z and ek, we observe that

3z0P 0Pek � 2zk = 3z0(P 0P � I)ek + 3z0ek � 2zk

= zk + 3z0(P 0P � I)ek

Since |3z0(P 0P � I)ek|  3kzk
2

kP 0P � Ik  3✏p
1�✏

, zk
is bounded from below as follows:

zk � 1� ✏� 3z0(P 0P � I)ek

� 1� ✏� 3✏p
1� ✏

.

On the other hand, zk  kzk
2

 1p
1�✏

.

A consequence of the sizes of z and zk is that

kz � zkekk2
2

=

X

j 6=k

z2j

= kzk2
2

� z2k

 1

1� ✏
�
✓
1� ✏� 3✏p

1� ✏

◆
2

Therefore, we have

kz � ekk1

max{✏+ 3✏p
1� ✏

,
1p
1� ✏

� 1,

s
1

1� ✏
�
✓
1� ✏� 3✏p

1� ✏

◆
2

}

:=c
1

(✏)

=O(✏)

and

kz � ekk2
2

=

X

j 6=k

z2j + (zk � 1)

2  kz � zkekk2
2

+max

⇢
✏+

3✏p
1� ✏

,
1p
1� ✏

� 1

�
2

=

1

1� ✏
�
✓
1� ✏� 3✏p

1� ✏

◆
2

+max

⇢
✏+

3✏p
1� ✏

,
1p
1� ✏

� 1

�
2

=c
2

(✏)

Since ⇠z 2 Lk,z , we have ⇠z = tz+(1� t)ek for some t 2
(0, 1). As consequence, we obtain the following estimates

for ⇠z:

k⇠z � ekk1  tkz � ekk1  c
1

(✏),

k⇠z � ekk2
2

 t2kz � ekk2
2

 c
2

(✏),

k⇠zk2  tkzk
2

+ (1� t)kekk2  1p
1� ✏

.

For notational simplicity, in the following we ignore the
subscript z in ⇠z . We show that each term in

P 0P diag(⇠) + diag(⇠)P 0P + diag(P 0P ⇠)� 2 diag(⇠)

is close to eke0k, except the last term which is close to
2eke0k. The first term is bounded as follows:

kP 0P diag(⇠)� eke
0
kk

kP 0P diag(⇠)� P 0Peke
0
kk+ kP 0Peke

0
k � eke

0
kk

kP 0Pkk⇠ � ekk1 + kP 0P � Ik
(1 + ✏)c

1

(✏) + ✏

Similar bounds hold for the term diag(⇠)P 0P :

k diag(P 0P ⇠)� eke
0
kk

=kP 0P ⇠ � ekk1
kP 0P ⇠ � ⇠k1 + k⇠ � ekk1
kP 0P � Ikk⇠k

2

+ c
1

(✏)

 ✏p
1� ✏

+ c
1

(✏),

and the term diag(⇠):

k diag(⇠)� eke
0
kk  k⇠ � ekk1  c

1

(✏).

These bounds imply that

kP 0P diag(⇠) + diag(⇠)P 0P + diag(P 0P ⇠)� 2 diag(⇠)

� eke
0
kk

2(1 + ✏)c
1

(✏) + 2✏+
✏p
1� ✏

+ c
1

(✏) + c
1

(✏)

:=c
3

(✏)

=O(✏).

Furthermore, we have

kP 0Peke
0
kP

0P � ekekk
=kP 0Peke

0
kP

0P � P 0Peke
0
k + P 0Peke

0
k � eke

0
kk

kP 0Pkkeke0kkkP 0P � Ik+ kP 0P � Ikkeke0kk
(1 + ✏)✏+ ✏

=O(✏).

Therefore, we get

kH(⇠)� (6P 0Peke
0
kP

0P � 3P 0P )k
6c

3

(✏) + 6✏(2 + ✏)

:=c
4

(✏)

=O(✏).

For any z 2 Nk, we next show that (z�ek)0P 0Pek is small
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due to the fact that both z and ek lie on En�1:

1 = z0P 0Pz

= e0kP
0Pek + 2(z � ek)

0P 0Pek + (z � ek)
0P 0P (z � ek)

= 1 + 2(z � ek)
0P 0Pek + (z � ek)

0P 0P (z � ek)

implying

|(z � ek)
0P 0Pek| =

1

2

(z � ek)P
0P (z � ek)

 1

2

kP 0Pkkz � ekk2
2

 1

2

(1 + ✏)kz � ekk2
2

The following chain of inequalities

(z � ek)
0H(⇠)(z � ek)

(z � ek)
0
(6P 0Peke

0
kP

0P � 3P 0P )(z � ek)

+ kz � ekk2
2

c
4

(✏)

=6[(z � ek)
0P 0Pek]

2 � 3(z � ek)
0P 0P (z � ek)

+ kz � ekk2
2

c
4

(✏)

=

3

2

(1 + ✏)2kz � ekk4
2

� 3(z � ek)
0P 0P (z � ek)

+ kz � ekk2
2

c
4

(✏)

3

2

(1 + ✏)2kz � ekk4
2

� 3(1� ✏)kz � ekk2
2

+ kz � ekk2
2

c
4

(✏)

=

3

2

(1 + ✏)2kz � ekk4
2

� (3� 3✏� c
4

(✏))kz � ekk2
2

show that the second order term is negative if
3

2

(1 + ✏)2kz � ekk2
2

< 3� 3✏� c
4

(✏)

So it suffices to require

c
2

(✏)
3

2

(1 + ✏)2 < 3� 3✏� c
4

(✏)

Numerical computation shows that the above inequality
holds if

✏ 6 0.0016.

We summarize the above argument into a theorem:

Theorem 5. For a symmetric tensor A =

Pr
p=1

�pxp ⌦
xp ⌦ xp, if the vectors {xp} are near orthogonal, that is,
the matrix X = [x1 x2 · · · xr

] satisfies

kX 0X � Irk  0.0016,

then there exists a dual symmetric tensor Q such that the
dual polynomial q(x) = hQ, x⌦x⌦xi satisfies the condi-
tions in part 1 of Proposition 1. Thus, A =

Pr
p=1

�pxp ⌦
xp ⌦ xp is the unique decomposition that achieves the ten-
sor nuclear norm, and can be found by solving (4).

7.5. SOS Dual Certificate: The Non-Orthonormal Case

After rotating to the canonical basis vectors, the dual poly-
nomial we constructed for the orthogonal case is

q
0

(z) =
rX

k=1

z3k

while the one for the non-orthogonal case is

q(z) =
rX

k=1

[3(z0P 0Pek)� 2zk]z
2

k.

We first show that 1� q(z) is an SOS modulo the ellipsoid
En�1. We know that q

0

(z) is an SOS modulo the sphere,
that is, there exist symmetric matrices H < 0 and G 2
R(n+1)⇥(n+1) such that

1� q
0

(z) = ⌫
2

(z)0H⌫
2

(z) + ⌫
1

(z)0G⌫
1

(z)(kzk2
2

� 1).

In Section 7.3, we constructed G = G
0

in (26) and H =

H
0

in (28). So (H
0

, G
0

) is in the feasible set of the follow-
ing two constraints:

⌫
2

(z)0H⌫
2

(z) + ⌫
1

(z)0G⌫
1

(z)(kzk2
2

� 1) = 1� q
0

(z), 8z
H < 0. (34)

Note that any feasible H must satisfy ⌫
2

(ei)0H⌫
2

(ei) = 0

for i = 1, 2, . . . , r, implying that {⌫
2

(ei) : i = 1, 2, . . . , r}
spans a subspace of the null space of H .

Define matrices B↵ and C0

↵ that satisfy

⌫
2

(z)⌫
2

(z)0 =
X

|↵|4

B↵z
↵

⌫
1

(z)⌫
1

(z)0(kzk2
2

� 1) =

X

|↵|4

C0

↵z
↵

These notations allow us to write

⌫
2

(z)0H⌫
2

(z) = h⌫
2

(z)⌫
2

(z)0, Hi =
X

|↵|4

hB↵, Hiz↵

and

⌫
1

(z)0G⌫
1

(z)(kzk2
2

� 1) = h⌫
1

(z)⌫
1

(z)0(kzk2
2

� 1), Gi

=

X

|↵|4

hC0

↵, Giz↵

Denote by b0↵ the coefficient for z↵ in 1 � q
0

(z).
We write the polynomial equation ⌫

2

(z)0H⌫
2

(z) +

⌫
1

(z)0G⌫
1

(z)(kzk2
2

� 1) = 1� q
0

(z) equivalently as

hB↵, Hi+ hC0

↵, Gi = b0↵, |↵|  4

Therefore, we obtain the SDP formulation of (34)

find G,H

subject to hB↵, Hi+ hC0

↵, Gi = b0↵, |↵|  4

H < 0. (35)

As aforementioned, G
0

and H
0

defined respectively in (26)
and (28) form a feasible point for (35).
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Now we switch to the non-orthogonal case, and we would
like to show that

q(z) =
rX

k=1

[3(z0P 0Pek)� 2zk]z
2

k

is an SOS module the ellipsoid En�1. That is, we want to
solve the feasibility problem

find G and H

subject to

⌫
2

(z)0H⌫
2

(z) + ⌫
1

(z)0G⌫
1

(z)(z0P 0Pz � 1) = 1� q(z)

H < 0. (36)

or equivalently in SDP

find G and H

subject to

hB↵, Hi+ hC↵, Gi = b↵, |↵|  4

H < 0. (37)

Here B↵ is defined as before, while b↵ is the coefficient for
z↵ in 1� q(z) for |↵|  4 and C↵ is defined via

⌫
1

(z)⌫
1

(z)0(z0P 0Pz � 1) =

X

|↵|4

C↵z
↵

We again note that any feasible H must satisfy
⌫
2

(ei)0H⌫
2

(ei) = 0 for i = 1, 2, . . . , r, implying that
{⌫

2

(ei) : i = 1, 2, . . . , r} spans a subspace of the null
space of H .

When kP 0P�Ik  ✏ with ✏ small, C↵ is close to C0

↵ and b↵
is close to b0↵. We claim that, when ✏ is sufficiently small,
we can always take G

1

= G
0

and H
1

in the neighborhood
of H

0

that form a feasible point of (37). Denote �H =

H
1

� H
0

and e↵ = (b↵ � b0↵) � (hC↵, G0

i � hC0

↵, G0

i),
then �H must satisfy

hB↵,�Hi = e↵, |↵|  4

These set of equality constraints, which are equivalent to

⌫
2

(z)0�H⌫
2

(z) =
X

|↵|4

e↵z
↵

= q(z)� q
0

(z)� ⌫
1

(z)0G
0

⌫
1

(z)(z0P 0Pz � z0z),

also implies that ⌫
2

(ei)0�H⌫
2

(ei) = 0, i = 1, . . . , r.
Therefore, {⌫

2

(ei) : i = 1, 2, . . . , r} spans a subspace of
the null spaces of H

0

, H
1

and �H . Since the null space
of H

0

is exactly span({⌫
2

(ei) : i = 1, 2, . . . , r}), and the
minimal non-zero eigenvalue of H

0

is strictly greater than
1/3 according to Theorem 4, it suffices to find a symmetric
�H that satisfies

hB↵,�Hi = e↵, |↵|  4

and k�Hk is very small, much smaller than 1

3

.

In the following, we will complete the argument by show-

ing that the solution �

ˆH to

minimize k�HkF
subject to hB↵,�Hi = e↵, |↵|  4. (38)

satisfies k�HkF  0.0048 under the conditions of kP 0P�
Ik  0.0016, implying that � ¯H =

1

2

(�

ˆH +�

ˆH 0
) is the

desired �H .

We first estimate kek1. Note

q(z)� q
0

(z) =
rX

k=1

[3(z0P 0Pek)� 2zk]z
2

k �
rX

k=1

z3k

= 3

rX

k=1

[(z0P 0Pek)� zk]z
2

k

which involves only third order monomials in sets {z3k :

k = 1, . . . , r}, {z2kzj : k = 1, . . . , r; j = r + 1, . . . , n},
and {z2kzj : j 6= k = 1, . . . , r}. The coefficient for z3k
is 3(1 � e0kP

0Pek) = 0, and the coefficient for z2kzj is
�3e0jP

0Pek. When k = 1, . . . , r; j = r + 1, . . . , n, we
have �3e0jP

0Pek = 0 due to the construction of P ; when
j 6= k = 1, . . . , r, the quantity �3e0jP

0Pek is non-zero.
Therefore, we get

kb� b0k1 3 max

1j 6=kr
|e0jP 0Pek|  3✏.

We next bound

|hC↵, G0

i � hC0

↵, G0

i| = |hC↵ � C0

↵, G0

i|

=

3

2

| trace(C↵ � C↵)|

To control trace(C↵ � C0

↵), we write
X

|↵|4

(C↵ � C0

↵)z
↵
=⌫

1

(z)⌫
1

(z)0[z0(P 0P � I)z]

Taking trace on both sides gives
X

|↵|4

trace(C↵ � C0

↵)z
↵

=trace(⌫
1

(z)⌫
1

(z)0)[z0(P 0P � I)z]

=

 
1 +

rX

i=1

z2i

!
[z0(P 0P � I)z]

=

 
1 +

rX

i=1

z2i

!
X

1j 6=kr

(P 0P � I)jkzjzk

Since the diagonal of P 0P �I constitutes of zeros, the only
monomials that have non-zero coefficients are in the sets
{z2i zjzk : 1  i  r, 1  j 6= k  r}, and {zjzk : 1 
j 6= k  r}. To compute the coefficients for z2i zjzk, we
consider two separate cases. When j = i, the coefficient
for the term z3i zk is (P 0P � I)ik + (P 0P � I)ki. When
j 6= i and k 6= i, the coefficient for the term z2i zjzk is
(P 0P � I)jk + (P 0P � I)kj . In both cases, we can bound
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the absolute value of the coefficient by

max

j 6=k
|(P 0P � I)jk + (P 0P � I)kj |  2✏.

A similar argument shows that the coefficients for zjzk
with 1  j 6= k  r are also bounded by 2✏. Hence,
we get

max

|↵|4

| trace(C↵ � C0

↵)|  2✏.

Since the components of b↵� b0↵ and hC↵�C0

↵, G0

i attain
non-zero at different ↵s, we conclude that

kek1  3✏.

Denote by S 2 R|Nn
4 |⇥|Nn

2 |
2

the matrix whose ↵th row is
vec(B↵)

T for |↵|  4. The solution to (38) is given by
vec(�H) = S†e where we used † to represent pseudo-
inverse.

We want to control

kS†k1,2 = max

↵
k[S†

]↵k2

where [S†
]↵ is the ↵th row of S†. Note S has orthogonal

rows, and each vec(B↵) is composed of zeros and ones,
and the ones indicate where the monomial z↵ locates in
⌫
2

(z)⌫
2

(z)0. As a consequence, the matrix SS0 is diagonal
with the diagonal element d↵ counts the number of appear-
ances of z↵ in ⌫

2

(z)⌫
2

(z)0, which is always greater than or
equal to 1. Therefore, we get

kS†k1,2 = kS0
(SS0

)

�1k1,2

 max

�
k[S0

]� diag(d
�1

)k
2

 max

�
kS�k

2

where S� represents that �th column of S. The index � in-
dexes the rows and columns of ⌫

2

(z)⌫
2

(z)0. Each column
of S consists of zeros and a single one, with the latter rep-
resenting which z↵ is at the entry of ⌫

2

(z)⌫
2

(z)0 specified
by the column index �. Therefore, we obtain

kS†k1,2 max

�
kS�k

2

 1

We conclude that

k� ¯HkF  k� ˆHkF
= kS†ek

2

 kS†k1,2kek1
 3✏

 0.0048

for ✏  0.0016. Therefore, the minimal non-zero eigen-
value of the Gram matrix H

1

= H
0

+�

¯H is lower bounded
by 1/3� 0.0048 > 0.

So far we have showed that q(z) is an SOS modulo the el-
lipsoid {z : z0P 0Pz = 1}. To prove Theorem 1, we need
to map z back to x, and make sure that after the mapping,

the new Gram matrix still have rank |Nn
2

| � r. It suffices
to show that the change of basis transformation on Rn that
maps x to z induces a well-conditioned transformation be-
tween ⌫

2

(x) and ⌫
2

(z). This is given in Lemma 1 devel-
oped in the next section. Therefore, we have completed the
proof of Theorem 1.

7.6. Change of Basis Formular

Consider two n-dimensional variables x and z linked by a
change of basis transformation x = Pz or z = P�1x. We
aim at finding the matrix J that expresses ⌫

2

(z) in terms of
⌫
2

(x), i.e.,

⌫
2

(z) = ⌫
2

(P�1x) = J⌫
2

(x).

The transform J is well defined since a polynomial of de-
gree k in z is always transformed into a polynomial of de-
gree k in x under z = P�1x. It’s easy to see J has the
form:

J =

2

4
1

P�1

J
2

3

5

where J
2

expresses all quadratic monomials of z in terms
of quadratic monomials of x. To find J

2

, we rewrite the
relationship zz0 = P�1xx0P�1

0
as

vec(zz0) = P�1 ⌦K P�1

vec(xx0
)

where the subscript in the Kronecker product notation ⌦K

is used to distinguish it from the tensor product notation
⌦, and vec(·) vectorizes a matrix column-wise. Denote
by ⌫̄

2

(x) all unique quadratic monomials in x, and write
⌫̄
2

(x) = ⇧ vec(xx0
), where ⇧ is the matrix that picks

and averages the duplicated quadratic monomials of x in
vec(xx0

). One can verify that vec(xx0
) = ⇧

†⌫̄
2

(x), and
the smallest and largest singular values of ⇧ are 1p

2

and 1

respectively. Consequently, we have

⌫̄
2

(z) = ⇧ vec(zz0) = ⇧

�
P�1 ⌦K P�1

�
⇧

†⌫̄
2

(x),

or equivalently J
2

= ⇧P�1⌦KP�1

⇧

†. So if kPP 0�Ik 
✏, the singular values of J

2

are lower bounded and upper
bounded by 1p

2

1

1+✏ and
p
2

1�✏ respectively. The same holds
for J . We summarize these results in the following lemma.

Lemma 1. The change of basis transformation x = Pz
induces a linear transformation between ⌫

2

(z) and ⌫
2

(x)

⌫
2

(z) = J⌫
2

(x) =

2

4
1

P�1

⇧

�
P�1 ⌦K P�1

�
⇧

†

3

5 ⌫
2

(x)

such that the singular values of J fall into the interval
[

1p
2

1

1+✏ ,
p
2

1�✏ ].


