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Abstract

We consider the problem of time series predic-
tion in the presence of missing data. We cast the
problem as an online learning problem in which
the goal of the learner is to minimize prediction
error. We then devise an efficient algorithm for
the problem, which is based on autoregressive
model, and does not assume any structure on the
missing data nor on the mechanism that gener-
ates the time series. We show that our algorithm’s
performance asymptotically approaches the per-
formance of the best AR predictor in hindsight,
and corroborate the theoretic results with an em-
pirical study on synthetic and real-world data.

1. Introduction

A time series is a sequence of signal observations, typically
measured at uniform time intervals. Perhaps one of the
most well-studied models for time series analysis and pre-
diction is the autoregressive (AR) model. Roughly speak-
ing, the AR model is based on the assumption that each
observation can be represented as a (noisy) linear combi-
nation of some previous observations. This model has been
successfully used in many real-world applications such as
DNA microarray data analysis, stock market prediction,
and noise cancelation, to name but a few.

Recently there has been growing interest in the problem
of time series prediction in the presence of missing data,
mainly in the “proper learning” setting, in which an un-
derlying model is assumed and the goal is to recover its
parameters. Most of the current work relies on statistical
assumptions on the error terms, such as independence and
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Gaussian distribution. These assumptions allow the use of
Maximum Likelihood (ML) techniques to recover consis-
tent (and sometimes optimal) estimators for the model pa-
rameters. However, these assumptions are many times not
met in practice, causing the resulting estimators to be no
longer consistent. Occasionally, additional assumptions on
the structure of the missing data are added, and the statisti-
cal modeling becomes even more distant from the data.

In this paper we argue that assumptions on the model gen-
erating the time series and the structure of its missing data
can be relaxed in a substantial manner while still supporting
the development of efficient methods to solve the problem.
Our main contribution is a novel online learning approach
for time series prediction with missing data, that allows the
observations (along with the missing data) to be arbitrarily
or even adversarially generated. The goal of this paper is
to show that the new approach is theoretically more robust,
and is thus capable of coping with a wider range of time
series and missing data structures.

1.1. Informal Statement of Our Results

We cast the problem of AR prediction in the presence of
missing data as an online learning problem. A major mod-
eling challenge arises as AR prediction is not well defined
when some of the data is missing. To overcome this issue,
we define a new family of AR predictors; each such pre-
dictor makes use of its own past predictions to “fill in” the
missing data, and then provides an AR prediction using the
completed data. To be slightly more formal, a predictor in
this family has the following recursive form:

P
XREC(0) = Z Xy 1{X;_y is revealed}
k=1

p
+ Z X (@) 1{X;_}, is not revealed},
k=1
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where X is the signal measured at time point £, and o €
RP is the vector of AR coefficients. Now, let £y (X, Xt)
denote the loss suffered by predicting X, at time point ¢,
and Rt be the corresponding regret term. Then, our main
theorem is the following:

Theorem 3.1. Our algorithm generates an online sequence
of predictions { X, }I_,, for which it holds that:

T
Ry = Zét (X, Xt)l{Xt is revealed}
=1

— th (X, X£*(a")) 1{ X} is revealed} = O(WF),

t=1

where F' denotes the number of time points in which our
algorithm received feedback, and o is the minimizer of
Zthl 0e( Xy, XFEC () 1{ X is revealed}.

This result is somewhat surprising, as even the problem of
finding the best AR predictor in hindsight is non-convex
due to the recursive structure of the predictors we consider.
The key observation that enables an efficient solution in
this scheme relies on non-proper learning: it is possible
to learn coefficients in a much larger class and compete
against the best AR predictor. The complexity of this class
is in fact exponential in the parameters of our problem, yet
we prove that the learning of the new coefficients can be
done efficiently due to some special characteristics. This
idea was successfully applied also in the work of (Hazan
et al., 2015), who considered the problem of low-rank clas-
sification with missing data.

1.2. Related Work

Several different approaches for time series prediction in
the presence of missing data exist; we overview the major
ones. Perhaps the earliest approach, originated in the con-
trol theory community, goes back to the work of (Kalman,
1960). In this work, the concept of state-space modeling
is presented to deal with streams of noisy input data. Al-
though the original work is not aimed at coping with miss-
ing data, it initialized a solid line of works that use state-
space modeling to impute missing data (Shumway & Stof-
fer, 1982; Sinopoli et al., 2004; Liu & Goldsmith, 2004;
Wang et al., 2005). We refer the reader to (Durbin & Koop-
man, 2012) for a complete overview of time series analysis
using state-space models.

Another increasingly common approach builds upon the
concept of multiple imputation (Honaker & King, 2010).
Roughly speaking, multiple imputation aims at inferring
relevant information from the observed data (using known
statistical methods), and use it to impute multiple values
for each missing data point. The resulted multiple data sets
are now treated as completed, which allows the use of stan-

dard statistical methods for the analysis task. Results from
different data sets are then combined using various simple
procedures.

In the statistical literature, missing data are usually imputed
using maximum likelihood estimators corresponding to a
specific underlying model. Very often, these estimators are
not efficiently computed, which motivates the use of Ex-
pectation Maximization (EM) algorithms. This approach
was proposed by (Dempster et al., 1977), and is currently
the most popular for dealing with missing data in time se-
ries. Essentially, the EM algorithm avoids the separate
treatment of each of the exponentially many missing data
patterns by using the following two-step procedure: in the
E-step, missing observations are filled in with their con-
ditional expectations given the observed data and the cur-
rent estimate of the model parameters; and in the M-step,
a new estimate of the model parameters is computed from
the current version of the completed data. We note that the
vast majority of the state-space modeling literature relies
on EM techniques as well (for instance, see (Shumway &
Stoffer, 1982; Sinopoli et al., 2004)).

One particular time series model that has received a great
attention in the statistical literature is the AR model. In the
context of missing data, there are many works that assume
this underlying model, and differ in the assumptions on the
missing data patterns: in (Dunsmuir & Robinson, 1981),
a stochastic mechanism is assumed to generate the miss-
ing data; (Ding et al., 2010) consider a scarce pattern of
the observed signal; and (Choong et al., 2009) rely on local
similarity structures in the data. The existence of distribu-
tional assumptions on the time series or on the patterns of
the missing data is in common to all of these works.

To date, we are not aware of an approach that allows the
signal (along with its missing data) to be generated arbi-
trary, let alone adversarially. The only approach that allows
for adversarially generated signals we are aware of is the re-
cent result of (Anava et al., 2013), which does not account
for missing data. Our work can be seen as an extension of
the latter to the missing data setting.

2. Preliminaries and Model

A time series is a sequence of signal observations, mea-
sured at successive time points (usually spaced at uniform
intervals). Let X denote the signal measured at time ¢. The
traditional AR model, parameterized by lag p and coeffi-
cient vector o € RP, assumes that each observation com-
plies with the formula

P
Xt = Z ap Xtk + €,
k=1
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where {¢; }1¢7 is assumed to be white noise. In words, the
model assumes that X is a noisy linear combination of the
previous p observations. Sometimes, an additional additive
term g is included to indicate drift, but we will ignore
this for simplicity. Notice that this does not increase the
complexity of the problem, since we can simply raise the
dimension of the vector « by one and assign the value 1 to
the corresponding observation.

The motivation to use AR(p) models for signal prediction
goes back to Wold’s decomposition theorem. According
to this theorem, a stationary signal { X} }:cz can be repre-
sented as an M A (oco) process. That is,

X =Y Bieri+ e,
i=1

where Y0, 3?2 < oo, and {€ }iez have zero-mean and
equal variance. If, in addition, {X;}7_, is assumed to be
invertible, we can represent it as an AR(co) process. That

is,
o0
= E o X + €,
i=1

where {«;}22, are uniquely defined. This representation,
accompanied with the natural assumption that «; decays
fast enough as a function of ¢, motivates the use of AR(p)
models for the task of signal prediction.

2.1. The Online Setting for AR Prediction

After motivating the use of AR models, arises the question
of misspecification: what happens if we employ a model
that does not comply with our data? Standard statistical
methods (e.g., maximum likelihood) for estimating the AR
coefficients are based on the assumption that the observa-
tions come from an AR model, and thus are not suitable
when the model is misspecified. This drives the use of on-
line learning based techniques to circumvent this issue.

Online learning is a well established learning paradigm
which has both theoretical and practical appeals. The goal
in this paradigm is to make a sequential prediction, where
the data, rather than being generated stochastically, is as-
sumed to be chosen by an adversary that has full knowledge
of our learning algorithm (see for instance (Cesa-Bianchi &
Lugosi, 2006)). Specifically, the following setting is usu-
ally assumed in the context of time series prediction: at
time point ¢, we need to make a prediction Xt, after which
the true value of the signal X is revealed, and we suffer a
loss denoted by £;( X%, Xt). Usually, ¢; is assumed to be
convex with Lipschitz gradients.

When considering an AR(p) prediction, we must define in
advance the decision set C C RP, which stands for the class
of AR coefficients against which we want to compete. We

henceforth let IC =
then takes the form:

[—1, 1]7. Our prediction at time point ¢

X (a Zakxt e ()

where o € K is generated by our online algorithm. Here
comes the punch of the online setting: our goal is to design
an algorithm that generates a sequence {a‘}7_; which is
almost as good as the best (in hindsight) AR coefficients in
K. More formally, we define the regret to be

T
RT = th(Xt,f(f‘R(a )
t=1

mlnz& Xt,XAR( ),

and wish to design efficient algorithms, whose regret grows
sublinearly in 7". Thus, even if the model is misspecified
(meaning the best AR coefficients in X have unsatisfac-
tory predictive power), minimizing the regret term is still
meaningful. Remains the question of how can we compete
against the best AR, coefficients in the presence of missing
data? The latter is the main question we try to answer in
this work.

2.2. Problem Definition

Throughout this work we consider the following setting
(which accounts for missing data): at time point ¢, we need
to make a prediction X,, after which feedback in the form
of the real signal X} is not necessarily revealed, and we
suffer loss denoted by ¢,(X,, X;)1{X, is revealed}. That
is, we suffer loss only if we receive feedback. Here also, ¢,
is assumed to be convex with Lipschitz gradients.

The problem arising in this setting is two-fold: first, we
cannot provide an AR prediction at time ¢ (even given
the vector «) if some of the required past observations are
missing. Second, the best AR predictor in hindsight is not
well-defined. To solve this problem, we define a family of
recursive predictors, each of the form:

XRC () = z”: ap X 1{X;_} is revealed}
k=1
+ Z o XRG (a)1{ X,_}, is not revealed},
2
where « € K = [—1,1]P. Essentially, a predictor in this

family uses its own (updated) estimations as a proxy for
the actual signal, and then provides an AR(p) prediction
as if there is no missing data. The problem at hand then
translates into minimizing the corresponding regret term.
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2.3. Our Assumptions

Throughout the remainder of this work we assume that the
following hold:

(1) X; € [-1,1] for all t. Here, the constant 1 can be re-
placed by any other constant C' < oo (which is known
in advanced), but in order to simplify the writing we
assume that C' = 1.

(2) For all ¢ there exist at least p successive time points in
t—d,...,t—1for which we received feedback. This
assumption makes sure that each prediction XX ()
does not “look back” more than d time points. This
assumption can be completely removed, as discussed
in Section 3.4.

Note we do not assume an underlying AR(p) model that
generates the signal, nor a statistical model according to
which the missing observations are omitted from us.

3. Our Approach

We briefly outline our approach to the problem at hand.
Basically, observe that the prediction at time point ¢ can be
written in the following form:

d
X{(a) =Y pr(@) Xek { X1},
k=1

where py () is a polynomial in « that is determined by the
structure of missing data. Each polynomial p; potentially
contains up to 2"~ terms of the form ay, - ... - oy, such

that Zzn:l i, = k. This means that the prediction at time

point ¢ constitutes of up to 2¢ terms of the form Qoo Qs
such that for each of them it holds that Y7 _ i, < d.

Notice that each such term is less or equal to 1 for a* that
is the best recursive AR(p) predictor in hindsight, since we
consider K = [—1, 1]7.

The latter observation allows the use of non-proper learning
techniques in this setting. Essentially, the idea is to learn a
vector w € R2" such that each entry in w corresponds to a
product of the form c;, -. . .- c;;, while ignoring the restric-
tions imposed on w by a. Obtaining a regret bound w.r.t.
to best w would imply a regret bound w.r.t. the best «, yet
an efficiency question would remain since the dimension
of w is 2. In Section 3.3 we prove that the inner products
in the space induced by this relaxation can be computed
efficiently, which overall gives an efficient algorithm with
provable regret bound.

3.1. Notation and Definitions

We denote by [n] the set {1,...,n}, and use X(;_g4—1) €
{RU{*}}% to denote the vector of values X; 4, ..., X¢_1,

where missing observations are encoded using {x}. The
notation 1{X,} will be used as the indicator of the event
{X; is revealed}. Finally, denote

B, = {w eR¥1 w2 < 2d} .

We say that the vector b = (by,...,bq) € {0,1}% is the
binary representation of a number n if n is represented as
S bp2¥"1. We denote by b(n) the unique binary rep-
resentation of n. For a given number n and its binary rep-
resentation b(n) = (by,...,by), we define m(n) to be the
maximal index k such that b, = 1. That is,

m(n) =max{k : 287" <n}.

The definition below links between a structure of missing
observations and a binary vector b. This, in turn, will be
used to link between a vector w € R2*~! and a structure of
missing observations.

Definition 1. Let b = (by,...,by) € {0,1}¢ and set m =
max{k | by = 1}. We say that b is a semi-valid path with
respect to X ;_4.¢—1) (and denote b Y X(t—dit—1))> T by =
1{X;_m} =1land b; > 1{X;_;} for i < m. If in addition
(b1,...,by) does not contain p successive zeros we say
that b is a valid path with respect to X (;_q.4—1) (and denote

b~ X(i—git—1))-

Basically, each structure of missing data corresponds to
many valid paths; each of these corresponds to coefficient
of a revealed signal in Equation (2). To see that, note that

d

XF(0) = 3 pr(o] X—aie—1)) ok 1{ X0},
k=1

where py. (| X (;_q:¢—1)) is a polynomial in « that is deter-
mined by the structure of missing data in X;_g.4—1).
Definition 2. For a given vector X ;_4.¢_1), we define the
function ®(X(;_g4—1)) € R2'~1 a5 follows:

Xy iy i£0(n) N X g1y,
[(I)(X(t—d:t—l))]n :{ 0 ! () Othél‘V)ViSC. (t=dz=t)

Here, [®(X(;_a:t—1y)], denotes the n-th coordinate of the
vector ®(X;_g.¢—1y). Similarly, we define an auxiliary
function ®? for valid paths:

Xio if b(n) ~ X(4—a4—1):
[q)p(X(td=t1))LL:{ Ot e othe(:rv)vise. oy

From now on, we use the notation f(t (w) for predictions of
the form w' ®(X(;_g4.¢—1)), and X} (w) for predictions of
the form quﬂ’(X(t,d:t,l)).
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Algorithm 1 LAzY OGD (on ¢5-ball with radius D)

Algorithm 2

1: Input: learning rate 7;.
2: Seta; = 0.

3: fort =1toT do

4:  Play a; and incur loss fi(a:)
5 ne >t Viila:)

. max{1, 7 327, Vfi(as)ll}

Set a4l = —
: end for

1: Input: learning rate 7).
2: Setw; = 0.

3: fort =1to T do

4: Play wt and incur ft (wt) = ét (Xt7 Xt (’U)t))l{Xt}
5 +1 _ ne Y5y Vi (w)1{X,}
6

t _
Setw max Ll T, W F () [ 2977

: end for

3.2. Algorithm and Analysis

We take a step back to present an online algorithm: LAZY
OGD (Algorithm 1), which is aimed at minimizing regret
in the general online learning framework. LAzY OGD
is a special instance of the FTRL algorithm when K is
an fo-ball with radius D. Let {f;}Z_; be convex loss
functions for which max,: {||Vfi(a)]|} < G and de-
note a* = arg minj,|<p Z?:l fi(a). Then, the regret of
LAzY OGD is bounded as follows:

T
R = th (a;) — min th(a)
lall <D &=

a*
<L S 9 el

t=1

T
<3D, | IV i(ar)]? < 3GDVT.

t=1

A complete analysis can be found in (Hazan, 2011; Shalev-
Shwartz, 2012).

Our algorithm (Algorithm 2) is an adaptation of LAZY
OGD to Iﬁid, but notice that in its current form it is in-
efficient (since the dimension of I@d is exponential in d).
This form is easier to analyze and is thus stated here; an
efficient version of Algorithm 2 is presented in Section
3.3. In the sequel, we denote D = max,, 5 {|lwl[} and
G = maxy, +{||Vl;(Xt, X¢(w))||}. From the definition of
By it follows directly that D = 2%/2. The value of G de-
pends on the loss functions considered; for instance, if we
consider the squared loss then G = 24/2,

The following is our main theorem:
Theorem 3.1. Algorithm 2 generates an online sequence
{wy }I_ | for which it holds that:

T
Ry =Y 4 Xy, Xe(w')) 1{X:}

T T

- gleil%;et(xt,)?f“(a))1{xt} <3GD t_zl 1{X;},

D

Gyl H{X-}

if we choose 1, =

Proof. Algorithm 2 is simply LAZY OGD on the decision
set B4. Thus, by applying it we get that

Zet X, Xp(w))1{X,}

T

){X;} <3GD,| Y 1{X,}.

t=1

— min Zﬁt Xt7Xt

weBy
3)
Now, we can write

T
min th X, Xy (w ))1{X,}

weBa 77

(2) min th Xy, XP(w ))1{X,}

wE]Bd =1

< min Z& Xi, XFa))1{ X}, @

where X’tp(w) is of the form thIﬂ’(X(t_d:t_l)).

The two key inequalities above are explained as follows.
To prove (a), note that from the construction of ® and ®P? it
follows that for any ¢, ®” (X ;_4.,—1)) can be written as

(b(X t—dit—1 ) n ifn S Na
[(I)p(X(t—d:tfl))]n = { (E ( 2 otherwise,

where N is the set of all numbers n € [Qd — 1] for which
there exists X € {R U {*}}¢ such that b(n) ~ X. In
particular, if we denote

T
w* = arg min Zﬁt X, XP(w))1{X¢}

weBy =1

then w.l.o.g. we can assume that w,, = 0 for all n ¢ N.
Now, note that for w* it holds that X7 (w*) = X;(w*) for
all ¢, which implies that

T ~
Z gt (Xt, Xt(w
t=1

Finally, since min,ep, Y5y & (Xe, Xi(w))1{X;} <
S (X, Xo(w*))1{X,}, the claim holds.

NUX =D Xy, XP(w*))1{X,}.
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Now, to prove (b), let us first denote

Next, for a given vector b € {0, 1}¢ we define Z(b) € [d]¢
as follows:

ifb; =1,

| i—max{j|j <iand b; =1}
[I(b)]i - { 0 otherwise,

where max {j : j <iandb; =1} = 0 if no such j ex-
ists. In words, Z(b) is a vector holding the distance between
ones in b to the nearest one to their left'.

Now, consider the following construction of w:
d * . v
wy, = [[im Az(b(n)); ifb(n) ~ X(t—d1-1)

0 otherwise

Our claim is that for the construction above, it holds that
XP(w) = X(a*). Let us look first at X;(a*). By defi-
nition, it can be recursed until it “‘encounters” p successive
revealed observations. Thus, it has the following structure:

d

Xi(a®) = ZPk(Oé*|X(t—d:t—1))Xt—k1{Xt},
k=1

where py(a*|X(;—44—1)) is a polynomial consisting of
sums of products of a7, ..., ;. In fact, the polynomial
pr(a*| X (t—q:¢—1)) is a sum of elements, each of them is
of the form Hle Q7 (),» Where b is a valid path w.r.t.
X(;—a:1) and in addition k = max{i : b; = 1}. This
property follows directly from Definition 1 in Section 3.1.
Thus, we can write

d

Xy(a") = Z Pr(a®| X t—dee—1)) Xe— e LH{ X }
k=1

d d
- Z Z Harl(b)]ithkl{k =max{i : b; =1}}
k=1bexy i=1

291 d

= > T etamn, Xi-memHbm) ~ X

n=1 i=1

(t—dit—1) }

291

— Z wn, [P (X (1—a1-1))],

n=1

=w O (X(_gu-1)) = X[ (w),

where X} is the set of all valid paths w.rt. X(;_g.1—1).
This establishes the claim in (b). Now, plugging (4) into
(3) gives the stated result. O

Algorithm 3 Efficient Implementation of Algorithm 2
1: Input: learning rate 7.
2: Setwy = 0.
3: fort =1toT do

4:  Predict X; and incur (X, Xt) 1{X;}
5:  Set prediction:
X _ —n 3t _, B, K(t+1,7)
s max{l,n\/Q—d S >t EITSEITTK(S,T)}
6: end for

3.3. Efficient Implementation of Algorithm 2

Theorem 3.1 ignores computational considerations. Next,
We show that Xt(wt) can in fact be generated efficiently.
For t = 1 we have that w; = 0 and thus X;(w') = 0.
Next, assume that { X, (w”)}:_, are efficiently generated
and prove for X, 1 (w'™!). Now, notice that if we denote
Vi (w)1{ X} = Ert, ®(X(+_g:-—1)), the above implies
that Err, is known for all 7 < ¢. Thus,

K@) = (X (p_gary) 0t
0 (X marrn) TV (w7)
max{1, 7| XL_, V& (w7)|2-4/2}

—n 3. B K(t+1,7)

max {1, 77\/2—d Zi:l Z::l ErrgErr, K (s, T)}

where K(s,7) = ®(X(5_a.5-1)) ®(X(r—g:r—1))- The
above is efficient to generate if and only if K(s,7) is
efficient to compute for all s and 7. This computation
can be done in O(d) computations despite the fact that

O(X(s g 1)) € RZ L

To see that, we first need to define an auxiliary function c
as follows: [c(s,7)], = [¢(X(s—as—1), X(r—air—1))],, =
SN = 1{X, i })(1 — 1{X,_,}) . Essentially, c(s, 7)
counts the number of relatively common missing observa-
tions in X (s_g4.5—1) and X(r_4.-—1). Now, notice that

K(Su T) = (I)(X(s—d:s—l))T(P(X(T—dn'—l))

Il
B
=
@
|
&
w
I
=
Pt
3
i
<
5
|
B
5
|
AR
S~—
=,
3

=1
d
oletsmle X, X, 1 X J1{ X1,

n
k=1

where X is the set of all valid paths w.rt. X(;_g.4—1),
and the last equality follows from Definition 1.

'For instance, it holds that Z((0,1,0,1)) = (0,2,0,2) and
7((0,0,1,1)) = (0,0,3,1).

b

Z Xsfm(n)erm(n)l{b(n) S X;”}l{b(n) S va}
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3.4. Some Extensions

We briefly discuss two issues: removal of assumption (2)
and replacement of B, with a smaller ball.

As mentioned before, assumption (2) makes sure that each
prediction XREC () considers at most d past observations.
However, our algorithm is still applicable if this assumption
does not hold. The theoretic guarantee then gets a differ-
ent interpretation: we are almost as good as the best recur-
sive AR(p) predictor, but now the recursion is limited to at
most d past observations. Essentially, this is equivalent to
defining a family of recursive AR predictors with bounded
memory, and compete against predictors in this family.

As for the second issue, recall that the dimension of the
decision set By is exponential in d. This affects us only
in the regret bound, as we proved earlier that computations
can be done efficiently in our setting. To mitigate the regret

bound effect, we define B, = {w e R2-1 . w2 < d}
and state the following corollary:

Corollary 3.2. Algorithm 2 generates an online sequence
{wy }I_, for which it holds that:

Rr = Z Le( X, Xt(wt)) 1{X:}

t=1

T T
— min D (X, XEC()1{ X} <3GD, | Y 1{X,},
. t=1 t=1

where K = {Oé ERP : o; < (\%)z}

The proof follows by a simple calculation, and is thus omit-
ted here. Note that in the above D = v/d and G is again
determined by the selection of the loss functions. This case
captures natural scenarios, in which the effect of past ob-
servations decays as they are more distant.

4. Illustrative Examples

The following experiments demonstrate the effectiveness
of the proposed algorithm under various synthetic settings.
Due to lack of space, we defer the experimental results on
real-world data to the supplementary material.

4.1. Baselines

Most of the works on time series with missing observations
consider what we call the offline setting: given a time series
that contains missing observations, compute the model pa-
rameters (in our case, the AR coefficients) and\or impute
the missing data. Our online setting can be seen as a se-
quential offline setting, in which at time ¢ we are given the
time series values up to time ¢ — 1 and our task is to predict

Algorithm 4 OGDIMPUTE
1: Input: learning rate 7
2: Initialize o' = 0, and set X; = 0 fort < 0
3: fort =1toT do
4 Predict X}R(a?) = 3P alX;
5. Observe loss £, (X;, X/®(at))1{X;}
6
7
8

If 1{X;} = 0, then set X;; = X®(a?)
Set a1 =TI (af — VL (X, X (o)) 1{X,})
: end for

the signal at time ¢. In light of this, we adapt the offline
baselines presented below to the online setting. We note
that this adaptation does not weaken the offline baselines
in any way, and we use it only for comparison purposes.

Yule-Walker estimator. We use the well-known Yule-
Walker estimator, and adapt it to our setting as follows: at
first, we initialize some AR coefficients. At time ¢, at our
disposal is the data seen up to time ¢ — 1, where missing
observations are filled by corresponding past predictions
of the algorithm. Then, the AR coefficients are computed
by solving the Yule-Walker equations, and a prediction is
made accordingly.

Expectation Maximization (EM). Our EM baseline is
based on the algorithm originally proposed by (Shumway
& Stoffer, 1982). Roughly speaking, the algorithm as-
sumes an underlying state-apace model and employs the
Kalman filter to estimate its parameters. The estimation is
done by maximizing the log-likelihood using iterative EM
steps, and the resulting Kalman smoothed estimator is used
to complete the missing observations.

ARLSIMPUTE. This algorithm was proposed by (Choong
et al., 2009) to cope originally with missing observations
in DNA microarray data. The algorithm is based on the
following iterative method: at the first iteration, initialize
all the missing observations to 0. Then, in every iteration
compute LS estimator for the AR coefficients and update
the value of the missing observations by maximizing the
log-likelihood.

OGDIMPUTE. We propose another algorithm for the
problem at hand, denoted Algorithm 4. Basically, the al-
gorithm applies the standard Online Gradient Descent al-
gorithm to learn the AR coefficients, while filling missing
observations with their past predictions. Whereas this al-
gorithm is very fast and simple to implement, its downside
is the lack of theoretic guarantee.

4.2. Generating the Synthetic Data

To compare the performance of the proposed algorithms
we design several different settings (presented below). In
order to ensure the stability of the results we average them
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Figure 1. Experimental results for synthetic data.

Setting 1. sanity check Setting 2. AR mixture Setting 3. heteroscedasticity
0% 10% 20% 0% 10% 20% 0% 10% 20%
Yule-Walker 0.1156 0.1270 0.1427 0.1343 0.1476 0.1496 0.0986 0.1023 0.1059
ARLSIMPUTE 0.1058 0.1160 0.1336 0.1344 0.1424 0.1417 0.1063 0.1150 0.1276
EM (Kalman filter) 0.1065 0.1170 0.1301 0.1101 0.1189 0.1244 0.1042 0.1078 0.1205
OGDIMPUTE 0.1071 0.1175 0.1305 0.1396 0.1530 0.1568 0.0945 0.0984 0.1028
Our algorithm 0.1085 0.1212 0.1447 0.1072% 0.1168* 0.1260 0.0937 0.0979 0.1018

Table 1. Experimental results for synthetic data.

over 50 runs. For our algorithm, we used d = 3p in all
considered settings. In our tables, we mark with bold font
the best results, and add an asterisk to indicate significance
level of 0.05.

Setting 1 (sanity check). We generate a time series using
the coefficient vector « = [0.6,—0.5,0.4, —0.4,0.3] and
i.i.d. noise terms that are distributed A/(0,0.3%). We then
omit some of the data points in a random manner (that is,
each data point is omitted with a certain probability).

Setting 2 (AR mixture). Our motivation in this setting is to
examine the functionality of the different algorithms when
faced with changing environments. Thus, we consider a
predefined set of AR coefficients, and generate time series
by alternating between them in a random manner. We add
an additive noise which is distributed Uni[—0.5, 0.5]. Here
also, the missing data is omitted in a random manner.

Setting 3 (heteroscedasticity). Here we test the robustness
of the different algorithms to unequally distributed noise
terms. Thus, we generate a time series using the coeffi-
cient vector « = [0.11,—0.5], and noise terms that are
distributed normally, with expectation that is the value of
the previous noise term and variance 0.3%2. This implies
that consecutive noise terms are positively correlated. The
missing data points are chosen randomly here as well.

As evident in Figure 1 and Table 1, our online algorithm
outperforms the other algorithms when the time series ex-
hibits some complicated structure. In the case where the
error terms are Gaussian and the time series complies with
the AR model (sanity check), we can see that all algorithms
perform roughly the same, as can be expected by the the-
oretical guarantees. We point out that whereas the offline
algorithms (especially the EM based and ARLSIMPUTE)
require rather large computational power, the two online
algorithms are fast and quite simple to implement.

5. Discussion and Conclusion

In this work we studied the problem of time series predic-
tion using the AR model in the presence of missing data.
We considered a setting in which the signal, along with the
missing data, are allowed to be arbitrary. We then defined
the notion of learning in this setting with respect to the best
(in hindsight) AR predictor, and showed that we can be al-
most as good as this predictor.

It remains for future work to study whether the dependence
on the parameter d in the regret bound can be improved. It
would also be interesting to study whether our approach
could be extended to more complex time series models,
such as ARCH, ARMA, and ARIMA.
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