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Abstract

Real-world networks are often noisy, and the
existing linkage structure may not be reli-
able. For example, a link which connects
nodes from different communities may affect
the group assignment of nodes in a negative
way. In this paper, we study a new problem
called link selection, which can be seen as the
network equivalent of the traditional feature
selection problem in machine learning. More
specifically, we investigate unsupervised link
selection as follows: given a network, it se-
lects a subset of informative links from the
original network which enhance the quality of
community structures. To achieve this goal,
we use Ratio Cut size of a network as the
quality measure. The resulting link selection
approach can be formulated as a semi-definite
programming problem. In order to solve it
efficiently, we propose a backward elimina-
tion algorithm using sequential optimization.
Experiments on benchmark network datasets
illustrate the effectiveness of our method.

1 Introduction

Advances in web, social and information network tech-
nology have led to the ubiquity of network and graph
representations in a wide variety of real-life applica-
tions. Examples include the web graph connected by
hyper-links, social networks connected by friendship
links, bibliographic networks connected by collabora-
tion or citation relationships, and gene or protein net-
works connected by regulatory relationships. The in-
creasingly important role of network data has lead to
significant advances in analytical learning methods.
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In network data analysis, input data from applications
are often noisy, erroneous or unreliable. Since linkages
may often be generated by individual user actions in
social domains, or statistical inference methods in bi-
ological domains, many of these links may actually be
noisy and erroneous from an overall network analysis
perspective. For example, a link which spans nodes
from widely separated communities may often not be
helpful in the clustering process, and should therefore
be removed from the network. Therefore, it is desir-
able to devise methods which are able to remove those
harmful links in a network.

This problem brings to mind, the traditional feature
selection problem in the literature. However, exist-
ing feature selection methods [11] cannot be applied
to our problem, because they are inherently designed
for the multidimensional case. Moreover, they are not
able to exploit the structure information contained in
the links, which is crucial for network analysis. In or-
der to address this problem, we propose to study a
new problem known as Link Selection for learning in
networks. To some extent, link selection can be seen
as the network equivalent of feature selection for i.i.d.
data.

In this paper, we will design a method for unsupervised
link selection in networks, based purely on the link
structure of a network. The major challenge in this
scenario is that no supervision (from humans or labels)
may be available for the selection process. We refer to
this problem as unsupervised link selection, which is
analogous to the unsupervised feature selection prob-
lem in machine learning. More specifically, we use the
ratio cut size [17] as the criterion, which provides in-
sights about the structural quality of links. This leads
to a combinatorial optimization problem, which can
be further relaxed into a semi-definite programming
(SDP) problem [3]. Nevertheless, the computational
complexity of SDP is too high to be practical. There-
fore, we derive a sequential optimization algorithm to
solve it, where the first order Taylor expansion of the
objective function is minimized iteratively. We experi-
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mentally demonstrate the effectiveness of the proposed
approach on community detection in real networks.

The remainder of this paper is organized as follows. In
Section 2, we briefly review some related work. In Sec-
tion 3, we present a link selection algorithm, which is
based purely on linkage information. The experimen-
tal results are presented in Section 4. The conclusions
and future work are presented in Section 5.

2 Related Work

In this section, we review the related work on general
feature selection, community detection methods, and
the recent work on feature selection in the network
analysis context.

2.1 Feature Selection

Feature selection has been widely recognized as an ef-
fective method [11] for improving the data quality for
a variety of learning problems. In general, feature se-
lection [22] can be classified into three families, cor-
responding to filter-based [12] [10], wrapper-based, and
embedded methods [11]. Filter-based methods score the
features as a pre-processing step, independently of the
classifier. Wrapper-based methods score the features
according to their prediction performance when used
with the classifier. Finally, embedded methods tightly
integrate the selection method with the specific clas-
sifier. Such methods are often considered more effec-
tive than filters and wrappers [11]. The link selection
method proposed in this paper shares the same spirit
of embedded methods, because it is built upon ratio
cut-based spectral graph partitioning [17].

On the other hand, depending whether there are la-
bels, feature selection can be categorized into unsuper-
vised and (semi-)supervised methods. Unsupervised
feature selection is attractive because in many appli-
cation scenarios, labels are often unavailable. Typical
unsupervised feature selection methods include Lapla-
cian score [12] and α-Q [20]. The proposed link selec-
tion method in this paper is also unsupervised.

We also note that there are several works which study
feature selection in networks [9] [16]. Different from
link selection, these methods select the attributes of
node content, while our work is focussed on the linkage
structure.

2.2 Community Detection

Community detection has been widely studied in re-
cent years. From a linkage viewpoint, communi-
ties may be considered groups of nodes which are
densely connected by edges in the network. In the

past decade, many community detection methods have
been proposed in the literature. Conventional algo-
rithms [21] [23] use aggregate linkage analysis for the
community detection process. These methods typi-
cally exploit the topological or statistical correlations
in the network linkage structure for community detec-
tion. Modularity-based methods [15] [1] measure the
strength of community structure in terms of the dif-
ference between the expected number of edges in the
community from the true number of edges. Spectral
clustering [17] is a family of graph partitioning meth-
ods, which aim to minimize the cut size (e.g., min cut,
ratio cut, or normalized cut) of a network [19] [4]. [14]
studied the statistical property of community struc-
tures in large networks. There are also some works
[13] which connect community (clique) detection with
basis pursuit.

3 Unsupervised Link Selection Based
on Link Analysis

This section introduces the problem definition and
method for unsupervised link selection.

3.1 Problem Definition

For notational clarity, we consistently use lower case
letters to denote scalars, lower case bold letters to de-
note vectors, and bold-face upper case letters to denote
matrices. We denote the vector of all zeros by 0, and
the identity matrix by I.

Given a network G = (V,E) with node set V (|V | =
n), and edge set E (|E| = m), we denote the ith node
by vi ∈ V , and an edge between nodes i and j by
eij ∈ E. The weight of edge eij ∈ E is denoted by
Aij . Therefore, the adjacency matrix of the graph is
denoted by A ∈ Rn×n.

The generic problem of link selection in networks is as
follows. Given a network G where the cardinality of
the edge set E is m, our goal is to find a subset S ⊂ E
of l < m most noisy edges, which should be removed
from the network.

Since our criterion for evaluating the quality of links
is based on Ratio Cut, we will first introduce the un-
derlying concepts.

3.2 Ratio Cut

For a partitioning of the network into c communities,
dented by C1, . . . , Cc, the Ratio Cut of this partition
is defined as follows:

RatioCut(C1, . . . , Cc) =
c∑

k=1

cut(Ck, C̄k)

|Ck|
(1)
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where C̄k is the complementary set of Ck,
cut(Ck, C̄k) =

∑
i∈C,j∈C̄k

Aij .

We introduce the cluster assignment matrix, denoted
by F ∈ Rn×c, where Fik = 1 if vertex vi belongs to
the k-th group, and Fik = 0 otherwise. Therefore,
each row of matrix F contains exactly one 1, and the
remaining elements are all zeros. We define a scaled
cluster assignment matrix P ∈ Rn×c, such that Pik =
Fik/

√
nk where nk is the number of vertices in the k-th

cluster. Then, we have:

P = F(F⊤F)−1/2 (2)

The scaled cluster assignment matrix is useful for con-
cise expression of the RatioCut [17]. We note that
the scaled assignment matrix P is a semi-orthogonal
matrix, because we have:

P⊤P = (F⊤F)−1/2F⊤F(F⊤F)−1/2 = I. (3)

According to [17], the RatioCut can be rewritten con-
cisely in terms of P as follows:

RatioCut(F) =
1

2

n∑
i=1

n∑
j=1

c∑
k=1

(Pik − Pjk)
2Aij

=
1

2
tr(P⊤LP) (4)

where D is a diagonal matrix, called the weighted de-
gree matrix, with Dii =

∑n
j=1 Aij , and L = D−A is

the combinatorial graph Laplacian [5]. From the graph
regularization point of view, it implies that if the i-th
node and the j-th node are connected (Aij > 0), then
their cluster assignments (Pik and Pjk) tend to be sim-
ilar.

The spectral relaxation of the Ratio cut aims at finding
P ∈ Rn×c, such that the cut size computed based on
P is minimized:

argmin
P

tr(P⊤LP)

s.t. P⊤P = I, (5)

The optimal solution of the above problem can be ob-
tained by determining the eigenvectors which corre-
spond to the smallest k eigenvalues.

On the other hand, according to [2], the graph Lapla-
cian L can be represented by the dot product sum-
mation of edge vectors. For an edge eij connecting
two nodes i and j, we define the edge vector eij ∈ Rn

where eij = [. . . , 1, . . . ,−1, . . .]⊤ where the i-th ele-
ment is 1, and the j-th element is −1. Suppose there
are m edges in the graph G, then the graph Laplacian
L can be written as follows:

L =
∑

eij∈E

Aijeije
⊤
ij (6)

For each edge eij ∈ E, we introduce a binary selection
variable sij ∈ {0, 1}. If eij is selected for removal, then
we have sij = 1, and otherwise we have sij = 0. Then
the graph Laplacian L can be written as follows:

L =
∑

eij∈E

(1− sij)Aijeije
⊤
ij (7)

Next, we will model the problem of optimizing link
selection.

3.3 Objective Function

The basic idea of our proposed link selection is as fol-
lows. We would like to remove edges, such that the
minimum cut applied on the new network is mini-
mized. This problem is mathematically formulated as
follows,

arg min
sij∈{0,1}

min
P⊤P=I

tr(P⊤LP)

s.t. L =
∑

eij∈E

(1− sij)Aijeije
⊤
ij∑

eij∈E

sij = l (8)

In the above equation, the inner minimization is a
standard spectral clustering process corresponding to
the minimization of the ratio cut over a specific se-
lection configuration, while the outer minimization is
over all possible selection configurations.

It is well known that the optimal value of the inner
minimization corresponds to the sum of top-c small-
est eigenvalues of the graph Laplacian L. Therefore,
the above min-min problem can be simplified as single
minimization problem as follows

arg min
sij∈{0,1}

c∑
k=1

λk(L)

s.t. L =
∑

eij∈E

(1− sij)Aijeije
⊤
ij∑

eij∈E

sij = l (9)

where λk(L) is the k-th smallest eigenvalue of L.

The above optimization is a combinatorial optimiza-
tion problem over a domain of integer solutions. One
way to solve it is to relax sij into the continuous do-
main, i.e., sij ∈ [0, 1]. Then the above problem be-
comes a semi-definite programming (SDP) [3] [2] prob-
lem. However, even with recent advances in interior
point methods, solving a large scale SDP is compu-
tationally prohibitive. Therefore, in the following, we
will present a sequential optimization algorithm, which
is much simpler and more efficient.
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3.4 Sequential Optimization

In the process of sequential optimization, we remove
one link at a time. When t links have been removed,
we denote the Laplacian of the remaining graph by
Lt. Therefore, we have L0 = L. And it is easy to
show that, if edge eij is removed in the (t+1)-th step,
we have Lt+1 = Lt − sijAijeije

⊤
ij by simple linear al-

gebraic operation. Then, the (t + 1)-th link can be
selected for removal by solving the following optimiza-
tion problem:

arg min
sij∈{0,1}

c∑
k=1

λk(Lt+1)

=
c∑

k=1

λk(Lt −
∑

eij∈Et

sijAijeije
⊤
ij)

s.t. sij ∈ {0, 1},
∑

eij∈Et

sij = 1 (10)

where Et ⊂ E is the remaining edge set after t links
are removed.

The afore-mentioned objective function can be opti-
mized with the use of the first-order Taylor expansion
at Lt. Recall that

λk(L)vk = Lvk (11)

where vk is the eigenvector corresponding to the k-th
smallest eigenvalue of L, i.e., λk(L). We pre-multiply
the vector vk to both sides of Eq. (11) in order to
obtain the following:

v⊤
k λk(L)vk = v⊤

k Lvk (12)

Because vk is normalized, i.e., ∥vk∥2 = 1, we have

λk(L) = v⊤
k Lvk (13)

Therefore, the first-order partial derivative of λk(Lt+1)
with respect to sij at sij = 0 is as follows:

∂λk(Lt+1)

∂sij

∣∣∣∣
sij=0

= v⊤
k

∂Lt+1

∂sij
vk

∣∣∣∣
sij=0

= v⊤
k

∂(Lt −
∑

eij∈Et
sijAijeije

⊤
ij)

∂sij
vk

∣∣∣∣∣
sij=0

= −v⊤
k (Aijeije

⊤
ij)vk

= −Aij(v
⊤
k eij)(e

⊤
ijvk)

= −Aij(vik − vjk)
2 (14)

where vik is the i-th element of vk.

The first-order Taylor expansion of the objective func-
tion in Eq. (10) at sij = 0 is

c∑
k=1

λk(Lt+1)

≈
c∑

k=1

λk(Lt)−
c∑

k=1

∑
eij∈Et

sijAij(vik − vjk)
2(15)

Therefore, the optimization problem in Eq. (10) can
be approximately solved by

arg max
sij∈{0,1}

c∑
k=1

∑
eij∈Et

sijAij(vik − vjk)
2

s.t. sij ∈ {0, 1},
∑

eij∈Et

sij = 1 (16)

We omit
∑c

k=1 λk(Lt) because it is a constant. The
above problem can be solved by sorting

∑c
k=1 Aij(vik−

vjk)
2, and set the sij corresponding to the largest∑c

k=1 Aij(vik − vjk)
2 to 1.

Once the (t + 1)-th link is removed, Lt+1 can be
updated based on Lt, by using the same approach.
Therefore, this process is efficient.

In summary, we present the entire algorithmic frame-
work for link selection in networks in Algorithm 1.

Algorithm 1 Link Selection in Networks (LS)

Input: Adjacency matrix A, number of nodes to
remove l;
Compute L = D−A
Initialize L0 = L, E0 = E
for t = 0 → l − 1 do

Compute the eigenvectors vk, k = 1, . . . , c corre-
sponding to the smallest c eigenvalues of Lt;
Compute ei∗j∗ = argmaxeij⊂Et

∑c
k=1 Aij(vik −

vjk)
2;

Update Et+1 = Et \ {ei∗j∗}
Update Lt+1 = Lt −Ai∗j∗ei∗j∗e

T
i∗j∗

end for

It is worth noting that Algorithm 1 monotonically de-
creases the objective function value in Eq.(9), which
is a upper bound of the ratio cut size [5]. This prop-
erty is appealing because it may provide a potential
way to choose the number of links to remove (model
selection).

3.5 Complexity Analysis

In each iteration of the algorithm, it requires O(n2c)
time to calculate the top-c eigenvectors using Lanczos
algorithm [7]. It takes O(m · log2(m)) to perform sort-
ing. Therefore, the total complexity of the algorithm
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is O(l(n2c+m · log2(m))). In practice, the complexity
can be further reduced because we use the eigenvec-
tors obtained in last round as the initialization for the
Lanczos in current round, which leads to considerable
speedup.

3.6 Discussion

Here we would like to give an intuitive interpretation of
our algorithm. Recall that typical spectral clustering
methods [17] usually consist of two steps. The first
step is computing the low-dimensional embedding of
the graph by eigenvalue decomposition of the (normal-
ized ) graph Laplacian. The second step is treating the
low-dimensional embedding as a new data space, and
applying k-means algorithm on this low-dimensional
space. By our notation, V = [v1, . . . ,vc] is the low-
dimensional embedding of a network, and each row
of V can be seen as a data point in the new space.
In Eq. (16), we would like to find an edge such that∑c

k=1 sijAij(vik − vjk)
2 is maximized. From the spec-

tral embedding point of view, we actually find two data
points in the low-dimensional space, such that the dis-
tance between these two data points is the farthest.
Since each data points in the low-dimensional space
corresponds to a node in the network, it can be un-
derstood that we want to find two connected nodes in
the network whose similarity is the smallest, and then
disconnect these two nodes.

4 Experiments

In this section, we evaluate the proposed link selec-
tion method on both synthetic and real-world network
datasets, and investigate their impact on community
detection.

4.1 Synthetic Data Case Study

To get an intuitive picture of how our proposed link
selection methods work, we generate several very
small synthetic datasets which have obvious commu-
nity structures in Figure 1. For each synthetic data,
the node color represents the community membership
of each node. Thus, there are two communities in the
first synthetic data, and three communities in the sec-
ond and third datasets. Note that the first synthetic
data is the motivating example we have seen in Sec-
tion 1. Since there is only linkage information in these
datasets, we apply the LS (Algorithm 1) to them. For
the synthetic data 1, we let the algorithm to find one
link to remove. For synthetic data sets 1, 2, and 3,
we determine the top one, two and three links respec-
tively to remove. The links which were selected by our
method for removal are denoted in green. It is clear,

that in each case, our method can detect the noisy
links correctly. It is evident that the removal of such
noisy links would clean up the structure of the net-
work in order to enable a more effective application of
practical community detection methods, without be-
ing confused by the anomalous links.

4.2 Real Datasets

We also used four real-world benchmark datasets for
evaluation. The nodes were typically labeled on the
basis of certain community-centric properties, and this
provided useful information for evaluation purposes.
These datasets are as follows:

Journals1: In this dataset, over 100, 000 people were
surveyed in 1999-2000, about their preference in mag-
azines and journals (source CATI Center Ljubljana).
They listed 124 different magazines and journals. Each
node corresponds to a journal (or magazne), and an
edge with a value between journals means the num-
ber of readers of both journals. The labels are the
categories of the journals.

BlogCatalog2 is a blog directory where users can reg-
ister their blogs under predefined categories. During
the registry process of a new blog, the user is asked
to specify the major category and a subcategory in a
hierarchical structure, and specify several tags to de-
scribe the main topics of the blog. The labels are the
group tags of the blogs. This dataset was used in [18].

Coauthor is an undirected co-author graph data ex-
tracted from the DBLP3 database in four areas: ma-
chine learning, data mining, information retrieval and
database. It contains a total of 1711 authors, each
of which is represented by a node. The edge between
each pair of authors is weighted by the number of pa-
pers they co-authored. Each class contains about 400
authors.

PubMed4 consists of 19717 scientific publications
from PubMed database pertaining to diabetes classi-
fied into one of three classes. The citation network
consists of 44338 links.

Some statistics of the datasets are shown in Table 1.

4.3 Evaluation Measures

In order to measure the effectiveness of our approach,
we adopt two measures to evaluate the quality of the

1http://vlado.fmf.uni-lj.si/pub/networks/data/2mode/
journals.htm

2http://www.blogcatalog.com
3www.informatik.uni-trier.de/∼ley/db/
4http://www.cs.umd.edu/projects/linqs/projects/lbc/

Pubmed-Diabetes.tgz
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Figure 1: Link Selection on three synthetic datasets. The node color represents the community membership of
each node. The green edges ((4,5) in (a), (4,5) and (7,8) in (b), (4,5),(7,8),(1,9) in (c) ) are the links selected by
LS for removal.
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Figure 2: A comparison of community detection using Ratio Cut with and without link selection on the first
three datasets (link selection only with structure): (1) Journals (1st column); (2) BlogCatalog (2nd column); (3)
Coauthor (3rd column) and (4) Pubmed (4th column).

communities generated by different approaches. We
also use an additional measure to evaluate the cor-
rectness of removed links, as discussed below.

Purity The definition of purity is as follows. First,
the dominant label of each cluster is determined. The

purity is measured by computing the number of the
nodes assigned to a cluster with the same dominant
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Table 1: The statistics of the network datasets
#Nodes #Links #Communities

Journals 124 12068 14
BlogCatalog 2497 27878 4
Coauthor 4057 32789 4
Pubmed 19717 44338 3

label. Formally:

Purity =
1

n

c∑
i=1

max
1≤j≤c

|Ci ∩ Lj | (17)

where C = {C1, . . . , Cc} is the set of clusters, and
L = {L1, . . . , Lc} is the set of ground truth classes.
|Ci ∩ Lj | is the intersection between the cluster Ci

and the class Lj . The value of purity ranges from 0
to 1. Clearly, higher values of the accuracy are more
desirable.

Normalized Mutual Information The second mea-
sure is the Normalized Mutual Information (NMI),
which is used for determining the quality of clusters.
Given a clustering result, the mutual information met-
ric is defined as follows:

MI(C,L) =
c∑

i=1

c∑
j=1

p(Ci, Lj) log2
p(Ci, Lj)

p(Ci)p(Lj)
, (18)

where p(Ci) and p(Lj) are the probabilities that a node
arbitrarily selected from the network belongs to the
clusters Ci and Lj , respectively, and p(Ci, Lj) is the
joint probability that the arbitrarily selected node be-
longs to the clusters Ci as well as class Lj at the same
time. In our experiments, we use the normalized mu-
tual information as follows:

NMI(C,L) =
MI(C,L)

max{H(C),H(L)}
(19)

where H(C) and H(L) are the entropies of C and L,
respectively The value of NMI(C,L) ranges from 0 to
1. Larger values of NMI are more desirable.

Ratio Cut Size: In order to evaluate the quality of
the network after link selection directly, we also cal-
culate the size of Ratio Cut (as defined in Eq. (1)).
Recall that our goal is to remove links such that the
ratio cut size of the remained network is decreased.

4.4 Experimental Setup

As the baseline, we applied Ratio Cut on the original
network (without link selection) [17] for community
detection. Note that Ratio cut is a kind of spectral
clustering method. The number of clusters to be the
number of communities in the ground truth in both
methods. After obtaining the low-dimensional embed-
ding of the network by Ratio cut, we apply k-means

to it. Due to the randomness of k-means, we repeat
k-means 10 times, and the average results (i.e., Purity
and NMI) are reported.

For comparison purposes, we also ran Ratio cut on the
new network after link selection for community detec-
tion. For each dataset, we repeated this process at
different levels of link removal. As in the case of the
baseline, we repeated k-means 10 times on the embed-
ding obtained by Ratio Cut, and the average results
(i.e., Purity and NMI) were reported. We applied the
pure link-selection algorithm LS (Algorithm 1) on all
the datasets.

4.5 Community Detection using Ratio Cut

The experimental results of link selection for Ratio Cut
on the real world data sets are shown in Figures 2. In
all plots, the X-axis represents the number of removed
links. Note that the X-axis begins with 1 removed link
rather than 0 removed link. Each row represents the
three performance measures for a data set. Specifi-
cally, the Y -axis of the leftmost plot in a row repre-
sents the purity, that of the middle plot represents the
NMI, and that of the rightmost plot represents the
ratio cut for the reduced network.

In general, we can see that the link selection process
improves the quality of community detection. It is
also always better than the baseline. When the num-
ber of removed links is too large (> 50), the per-
formance will degrade on most datasets (except the
Pubmed dataset). The reason for this is that very ag-
gressive link elimination may sometimes result in loss
of information. On the other hand, the ratio cut size
of the reduced network by LS decreased monotonically
with respect to an increasing number of removed edges.
This indicates that our methods worked as expected
in terms of network-specific measures of quality.

It is also worth noting that even with one link removed,
the community detection performance is dramatically
improved. This further justifies the importance of
link selection, especially the necessity of removing the
harmful links.

In summary, the results show that the link selection
process is particularly beneficial when a small number
of links are removed. Therefore, we show the results of
Ratio cut for community detection after link selection
methods averaged over top-50 removed links in Tables
2. For each dataset, the best results are illustrated in
bold. It can be observed again that LS outperforms
the baseline. In fact, we did paired t-tests between
the proposed method and the baseline in the 95% con-
fidence interval. We found that the performance gain
achieved by link selection was significant.
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Table 2: A comparison of community detection quality using Ratio Cut with and without link selection. The
performance of community detection with link selection are averaged over the top-50 removed links.

Purity NMI
RCut LS+RCut RCut LS+RCut

Journals 27.42±0.00 31.69±1.34 17.70±1.24 26.47±1.63
BlogCatalog 36.62±1.82 51.30±2.42 4.25±0.52 18.92±2.37
Coauthor 44.10±1.76 55.31±2.66 9.07±2.11 16.48±2.61
Pubmed 47.81±2.10 66.38±4.51 9.36±3.02 22.74±4.78

Table 3: A comparison of community detection using Normalized Cut with and without link selection. The
performance of community detection with link selection are averaged over the top-50 removed links.

Purity NMI
NCut LS+NCut NCut LS+NCut

Journals 47.90±1.27 49.11±0.74 49.54±0.98 50.21±0.56
BlogCatalog 31.48±0.68 34.29±3.30 1.13±1.13 2.08±2.17
Coauthor 50.53±1.59 53.74±2.18 15.35±1.17 15.74±1.79
Pubmed 72.37±0.00 51.85±9.49 28.91±0.00 9.92±7.65

4.6 Community Detection using Normalized
Cut

One natural question is how well our method works
on other community detection algorithms. Because
of space limitations, we only show the results of the
Normalized cut for community detection after link se-
lection methods averaged over top-50 removed links in
Table 3. We can see that on three out of four datasets,
our link selection method is able to improve the perfor-
mance of normalized cut, though the performance gain
is somewhat lower. Thus, the link selection methods
proposed in this paper are an effective way to clean
the underlying structure of networks, so as to improve
their representation quality.

5 Conclusions and Future Work

In this paper, we study the problem of link selection
in networks. Given a network, we propose to select
a subset of informative links from the original net-
work, which improves the quality of link structure.
Our approach uses the cut size for the selection pro-
cess. We present a backward link selection algorithm
using sequential optimization. Experiments on bench-
mark data sets justify the performance improvement
obtained by link selection.

In the future, in order to scale the proposed method
to networks with millions of nodes, we would like to
adapt Nystrom method [6] or rank-One modification
algorithm of the symmetric eigen-problem [8] to accel-
erate eigenvalue decomposition.
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