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Abstract

Reliable treatment effect estimation
from observational data depends on the
availability of all confounding informa-
tion. While much work has targeted
treatment effect estimation from observa-
tional data, there is relatively little work
in the setting of confounding variable
missingness, where collecting more in-
formation on confounders is often costly
or time-consuming. In this work, we
frame this challenge as a problem of fea-
ture acquisition of confounding features
for causal inference. Our goal is to pri-
oritize acquiring values for a fixed and
known subset of missing confounders in
samples that lead to efficient average
treatment effect estimation. We propose
two acquisition strategies based on i) co-
variate balancing (CB), and ii) reducing
statistical estimation error on observed
factual outcome error (OE). We compare
CB and OE on five common causal effect
estimation methods, and demonstrate
improved sample efficiency of OE over
baseline methods under various settings.
We also provide visualizations for fur-
ther analysis on the difference between
our proposed methods.
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1. Introduction

Reliable causal effect estimation (CEE) from
observational data is an important step to-
ward advancing healthcare and science, and
much recent work has targeted this prob-
lem (Alaa and van der Schaar, 2017; Johans-
son et al., 2016; Shalit et al., 2017). How-
ever, there are several practical challenges in
observational health settings. First, reliable
CEE hinges on observing all confounding at-
tributes, e.g., attributes like race that may
affect both treatment and outcome. (Pearl,
2000; Madras et al., 2019; Zhang and Barein-
boim, 2018) Nevertheless, in many cases not
all confounders may be known (Miao et al.,
2018; Pearl, 2000; Rubin, 1974), making the
effect estimate unidentifiable without addi-
tional information and/or constraints (Pearl,
2000). Further, even if all confounders are
known, it may be difficult to collect their val-
ues due to high costs to the institution, and /or
potential loss of confidentiality (Zhang and
Bareinboim, 2019). For example, while col-
lecting everyday life variables like diet, and
physical exercise is costly, they are likely to
affect patients with Alzheimer’s disease and
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can influence the evaluation of drug-disease
interactions among these patients (Liyanage
et al., 2018). When such variables cannot be
collected, a proxy model can be built to im-
pute missing values, albeit at the expense of
statistical biases and instabilites. (Chen et al.,
2019).

Our work focuses on accurately estimating
treatment effect through feature acquisition
in the presence of missing confounding at-
tributes. In our case, values for a known and
fixed subset of confounding variables are miss-
ing in most samples, but a costly mechanism
can be deployed to acquire them. This is a
relevant setting in healthcare as some observa-
tional clinical datasets used for causal studies
recruit a cohort, and then acquire additional
data for samples in this cohort. For example,
the UK Biobank (Biobank, 2014) recently col-
lected and released COVID-related data from
a subset of their established cohort of par-
ticipants. Our work is useful for prioritizing
the acquisition of data values (from fixed co-
horts) that are most beneficial for CEE. Note
that our formulation is distinct from latent
confounding (Pearl, 2000), where confounding
variables are never observed. It also differs
from conventional active learning or feature
acquisition (Settles, 2009), where data is sam-
pled for supervised learning. While past work
has tried to address data acquisition for CEE,
their focus is to acquire counterfactual out-
comes for an observed sample (from an expert)
under a treatment different from what exists
in the observational data (without missing-
ness) (Sundin et al., 2019). In contrast, our
work focuses on acquisition of missing values
in known confounders as opposed to counter-
factual labels to obtain reliable estimates of
average treatment effects (ATE)!, when val-
ues of some confounding variables is available
for only a small subset of samples.

1. See Definition 2.

We propose two acquisition strategies based
on i) covariate balancing (CB) between treated
and control groups, and ii) statistical estima-
tion error to obtain missing values of known
confounders for efficient CEE (0E). Using a
semi-synthetic dataset, we compare the effec-
tiveness of these strategies in reducing the
need for labelling confounding values to es-
timate accurate ATE. Our experiments in-
volve multiple commonly used CEE models,
and multiple simulation settings where infor-
mation from the missing confounder can be
partially recovered through other covariates.
We analyze the explore-exploit trade-off of
both methods, visualizing samples acquired
using PCA, and find that OE have more ex-
ploratory bias than CB. We further quantify
treated vs control sample preference, finding
that OE prefers to acquire samples to mini-
mize errors for the control group as they have
a more complex response function, while CB
maintains a more balanced feature acquisition
ratio over groups.

Our contributions are summarized as fol-
lows?:

e We propose two feature acquisition strate-
gies to acquire missing values of known con-
founders for efficient CEE. Both strategies
are compatible with common CEE models.

o We demonstrate that when the missing fea-
ture is independent of other covariates, OE
achieves the best sample efficiency when
used with most CEE models, and CB offers
some initial benefits in reducing ATE errors.
The benefits of OE persist even when the
missing feature becomes more correlated
with other covariates.

e We provide insights into the impact of dif-
ferent strategies on samples acquired and
show that focusing on statistical estimation
error prioritizes early exploration during

2. Code at https://github.com/MLforHealth/
confounder-acquisition
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acquisition and adapts to different complex-
ities of the outcome generating function for
the treated and control group.

2. Related Work

Reliable CEE from observational data is a
classical statistical challenge addressed under
two main frameworks of potential outcomes
and causal graphical models (Pearl, 2000; Ru-
bin, 1974). Recent works in modern machine
learning focus on CEE using parametric as-
sumptions or balancing approaches to improve
effect estimates from observational data (Alaa
and van der Schaar, 2017; Johansson et al.,
2016; Shalit et al., 2017). A majority of such
methods are developed assuming no hidden
confounding or relaxing them under certain
conditions (Louizos et al., 2017; Wang and
Blei, 2019; Miao et al., 2018). However, very
few methods have considered the problem of
missingness in known confounding variables
from the perspective of data acquisition or
active learning.

Data acquisition in machine learning is de-
signed for supervised learning to obtain tar-
get labels, with common strategies including
query by committee (Freund et al., 1997), un-
certainty sampling (Lewis and Gale, 1994),
and information-based loss functions (Set-
tles, 2009). Data acquisition of features
has also been explored for supervised learn-
ing (Melville et al., 2005; Saar-Tsechansky
et al., 2009; Shim et al., 2018; Janisch et al.,
2020). However, applicability of such meth-
ods for acquiring pre-treatment confounding
variables is not well studied. Particularly,
while motivations in supervised learning are
simply to fit the associational distribution ac-
curately, CEE is invalid without controlling
for all confounding.

In the context of causality, active learning
is primarily used for experiment design for
causal discovery and obtaining interventional

information (He and Geng, 2008; Yan et al.,
2019). In our work, we assume that the under-
lying causal dependencies are already known
(and correspond to Figure 1) and our goal
is to improve statistical estimates of causal
effects by strategically acquiring costly but
missing confounding features without which
estimation is impossible.

3. Methodology

We build on the potential outcomes frame-
work of Rubin (1974) for causal inference from
observational data. We formalize our setup
in the following.

3.1. Setup

Figure 1: Causal graph of observational data
considered in our setting.

We consider a setting where we have access
to observational data with base covariates X,
missing attribute A, treatment ¢, and outcome
y (see Figure 1 for the causal diagram assumed
throughout this work). Both A and t are
considered binary variables throughout the
paper for convenience. However, the proposed
methods also work if the missing attribute
is categorical and can be generalized in the
presence of multiple missing attributes. g
is the potential outcome for this sample if
t = 0 and y; is the outcome corresponding to
t = 1. For each independent and identically
distributed sample (X, A, t), we can only
observe one potential outcome depending on
the treatment assignment: y = yg if ¢ = 0,
and y =y if t = 1. We assume the following
throughout this work:
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Assumption 1 (Ignorability)
Potential outcomes are independent of the
treatment given covariates {X, A}:

Y1,Yo uis t’XaA

Assumption 2 (Common Support)
0<p(t=1|X,A) <1 for all values of X, A
with p(X, A) >0

In addition, A is missing not at random
(MNAR) (i.e. the missingness of A depends
on its actual values, see Appendix A). We
call Dpoo1 the set of samples with missing A.
This hinders an accurate estimation of the
average treatment effect (ATE, Definition 2)
E[y1 — yo]. Our goal is to strategically query
samples from D01 to obtain actual values of
A so that the treatment effect estimate can
be improved.

Treatment

) Effect
—Fit Model—— > Estimation

Model (Cly)
I
Evaluate
¥
Dtrain Diest Dpool
(Samples with (Hold-out test (Samples with
non-missing set) missing
attributes) attributes)
D Confounder
query y
~—— FEZLL'I:;Y::UE <“— (Selected <+ Acquisition j«—
samples) Strategy ,

Figure 2: Pipeline for data acquisition for CEE.
The focus of our work is on confounding feature
acquisition (pink block).

We use an iterative procedure to evaluate
the effectiveness of our proposed strategies.
Missing features are acquired in batches and
used in subsequent model training to obtain
effect sizes. This procedure is summarized in
the pipeline Figure 2 and Algorithm 1.

3.2. Feature Acquisition
Strategies

We propose two feature acquisition strate-
gies. The first consists of explicitly character-
izing and fixing covariate imbalance between

Algorithm 1 Feature acquisition for CEE

1: Input: Dsrain, Dtest; Dpool, Models C1,,
Cl,, Acquisition Method (CB or OE),
Batch size: 3, ATE variance threshold
(hyperparameter): o2,,.

2: while |Dpgol|> 0 and Var(earg) > 02
do

3: Cly — Cly(Xtraina Atrairn ttrain)

4: C]-A — C]-A(Xtraim ttrain)

5. Choose batch of size f(, i.e.
(X*,t*,y*)s using Eq. 2 for CB or
Eq. 3 for OE

6:  Aj « Oracle((X™,t",y")p)

T Dtrain <~ Dtrain U (X*7 t*, y*, A*)B
8: Dpool — Dpool \ (X*, t*, y*)ﬁ

9: end while

10: return €ppyE, €ATE

treated and control samples. Addressing such
imbalances is critical for unbiased CEE. The
second is motivated by improving estimation
error of outcomes for treated and control pop-
ulations. That is, we estimate the expected
utility of decrease in estimation error by ac-
quiring missing confounding value of A, and
select samples entirely based on statistical er-
rors in potential outcomes estimation. Our
methods are described in the following.

Covariate Balancing (CB) The presence
of confounding creates unwanted dependen-
cies between the treatment assignment and
outcome of interest, and is a deterrent to re-
liable CEE. Adjusting for confounding aims
to account for distributional differences be-
tween the treatment and control group (i.e.,
imbalance), and is a key element in CEE (Ru-
bin, 2005; Shalit et al., 2017). Our first pro-
posed strategy aims to use feature acquisition
to decrease imbalance. We acquire samples
from Dpgo1 that, when added to Dyrain, reduce
the expected Maximum Mean Discrepancy
(MMD)? between treated and control groups.

3. See Def 1.
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We denote the population MMD estimated
from samples U ~ P and samples V ~ @ by
MMD(U, V).

Definition 1 (MMD)

MMD(P,Q) = Hszup<1 Ex~p[f(X)] = Ex~qlf(X)]
) (1)

where H is the Reproducing Kernel Hilbert Space
(RKHS).

Since values of A are missing, for each sample
in Dpool, we first model p(A| X, T) (using Cla
learnt with samples in Dyain), compute the
expected MMD, and choose samples that will
minimize the following estimate. Let T be
the treated samples in Dyyain, and C be the
control samples in Dipain.

argmin  Eapax,n ([t = 1]MMD(T U (X, A),C)+

(X,t,9)€D 001

[t = OJMMD(T, C U (X, A)))

2)
where [-] denotes the indicator function. Note
that we model A only using other confounding
attributes and treatment (not outcome y) so
that treated and control units are balanced
without observing the factual outcome.

Outcome Error (OE) Our second strat-
egy is to focus only on overall estimation er-
rors and acquire data that improve estimation
directly. For each sample in Dpo01, we predict
the expected outcome F 4 pa1x,) (9] X, A, T,
where the weights are p(A|X,T). Cl, £
p(y|X, A, t) is the estimator trained on Diyain
and Cl4 = p(A|X,t) is trained as in the pre-
vious method. Since the observed factual
outcome y is known, the samples that lead to
the highest error between the predicted out-
come and the observed outcome are picked
and the information of A is queried. In other
words, we choose samples using;:

argmaz |E g pax0 01X, A t] =y (3)

(X,t.y)€D 001

While this is closer in spirit to traditional ac-
tive learning, note that the latter focuses on

acquiring the label Y rather than a confound-
ing feature A with the explicit purpose of ef-
fect size estimation. Additionally, the source
of the statistical errors in outcome estimates
comes from confounding variables.

We compare both proposed strategies to two
commonly used active learning baseline strate-
gies:

e Random This method consists of taking
random samples and querying their A val-
ues.

e Uncertainty of A (Uncertainty) At
each iteration, a classifier (C1y4) is trained
to predict A from the covariates X and the
treatment ¢. Samples from D1 with the
highest uncertainty on the value of A are
selected.

3.3. Models

We use a random forest classifier (Breiman,
2001) to train Cly, used in all strategies to
predict A from covariates X and treatment
t at each iteration. As for Cl,, we test five
different CEE models. They range from tra-
ditional statistical approaches to more recent
machine learning approaches. These models
are:

e Causal Forest (CF)(Wager and Athey,
2018). CF is an extension of the random
forest algorithm adapted to infer causal
effects. As treatment effect is directly pre-
dicted in the leaf nodes without prediction
of factual or counterfactual outcome, OE
strategy does not work with CF.

e Doubly Robust Estimation (DR)
(Bang and Robins, 2005). DR combines the
capacity of linear model and covariate bal-
ance from propensity scoring. DR originally
combines a logistic regression for propen-
sity scoring and a linear regression for final
outcome prediction. We implement a more

383



CONFOUNDING FEATURE ACQUISITION FOR CAUSAL EFFECT ESTIMATION

complex estimator by replacing linear mod-
els with two single-layer neural networks.

e Multiheaded Multi-Layer Perceptron
(MLP _ Multi). We fit two Multilayer Per-
ceptron neural networks (Buitinck et al.,
2013), one for the treated group and the
other for the control group to estimate po-
tential outcomes. The final treatment effect
estimate is the difference between them.

e Multiheaded Gaussian Processes
(GP_Multi). We fit two Gaussian pro-
cess regressors with RBF kernels (Buitinck
et al., 2013), one for the treated group and
the other for the control group to estimate
potential outcomes. Final treatment effect
estimate is taken as the difference between
them.

e Causal Multitask Gaussian Processes
(CMGP). We augment the CMGP proce-
dure introduced by Alaa and van der Schaar
(2017) with our acquisition strategies to es-
timate treatment effect.

3.4. Data

We use a semi-synthetic benchmark dataset,
Infant Health and Development Program
(IHDP) dataset (Hill and McCulloch, 2011),
to evaluate the proposed feature acquisition
strategies. As in other work, we remove a
subset of the population to create a biased
dataset (Shalit et al., 2017; Madras et al.,
2019; Johansson et al., 2016) and use mother’s
ethnicity momwhite as A.

To ensure that information from A is truly
unavailable for most samples, we create inde-
pendence between other covariates and A by
randomly permuting values for A. (We later
relax this independence assumption in Sec-
tion 5.1). After normalizing the dataset, we
adapt the generation of outcomes using the
response surface type B of Hill and McCulloch
(2011). Specifically, we sample the treatments

under Bernoulli distributions and potential
outcomes under normal distribution. To cre-
ate a partially observed dataset, we mask 95%
of A values, where the probability of missing
depends on unmasked A values.

Details on the simulation steps are described
in Algorithms 2 - 4 in Appendix A.

3.5. Evaluation

We evaluate the effectiveness of our proposed
acquisition strategies in terms of average treat-
ment effect (ATE) and individual treatment
effect (ITE) using a hold-out test set.

For ATE, we measure sample estimate of aver-
age absolute error in ATE. For ITE, we mea-
sure sample estimates of Precision in Estima-
tion of Heterogeneous Effect (PEHE).

Let 91(X, A) and go(X, A) be the potential
outcomes estimated under any of the afore-
mentioned hypothesis classes. Definition of
these metrics are listed below:

Definition 2 (Sample Error in ATE)

€ATE =|— Z (Xi, Ai)

z:l

Z y1(Xi, Ai) — yo(Xi, 4i))|

Yo (X, Ai))
(4)

Definition 3 (Sample PEHE)

n

1

€PEHE = > W (Xi, Ai) = Go( X, Ay) )
i=1
= (1 (Xi, A)) — yo(Xi, A7)

Note also that we use the noiseless outcome in
data generation as y1(X;, 4;) and yo(X;, 4;).
This is consistent to other papers using the
IHDP dataset (Hill and McCulloch, 2011;
Shalit et al., 2017).

4. Results

We measure the effectiveness of different
strategies by their empirical sample efficiency

384



CONFOUNDING FEATURE ACQUISITION FOR CAUSAL EFFECT ESTIMATION

Table 1: Comparison of results for different model types and acquisition strategies. Lower is better.
=+ shows the width of 95% confidence interval, running on 500 realizations of simulated IHDP data.
Statistically significant better performing strategies for each model are bolded.

(a) Optimal performance of each ATE estimation method when all feature values are acquired and all

samples are used for training.

| | DR CMGP GP_Multi MLP_Multi CF |
Optimal esrg 0.65 + 0.07 0.45 + 0.05 0.72 + 0.07 0.81 £+ 0.08 0.90 £+ 0.09
Optimal \/epppg 5.41 4+ 0.42 4.44 + 0.35 7.03 + 0.48 7.90 + 0.58 8.28 + 0.57

(b) Average number of samples needed to reach within 1% of optimal performance.

| | DR CMGP GP_Multi MLP_Multi CF |

| Number of Samples Needed to Reach within 1% of Optimal €75 |
Random 168 + 13 165 £ 14 174 £ 15 107 £ 10 136 £ 13
Uncertainty 160 + 13 154 £ 14 175 £ 16 108 + 11 129 + 13
CB 162 4+ 13 137 £ 13 128 + 13 98 + 11 108 4+ 12
OE 92 + 9 111 + 11 99 + 9 117 £ 10

\ Number of Samples Needed to Reach within 1% of Optimal \/epru & \
Random 451 + 12 487 + 9 492 + 9 435 + 16 425 + 13
Uncertainty 422 + 12 478 + 10 486 + 10 427 + 16 427 + 13

413 + 12 472 + 10 496 + 9 428 + 16 434 + 13

OE 170 +£ 12 352 + 14 398 + 9 343 + 18

in reaching the effect estimate when all sam-

ples are acquired or there is no missingness.

Table 1b summarizes this information in terms

of the number of samples needed to reach . DR cMGP

within 1% of the optimal performance (pre-
sented in Table 1a). It should also be noted
that here we focus on ATE, not ITE, as our
acquisition setup is not designed for individ-
ual level CEE. We show PEHE for complete-

1ness.

As shown in the table, OE is significantly more
effective for DR, CMGP, and GP_Multi in
reaching both optimal error in ATE and opti-
mal PEHE. OE also provides significant benefit
in reaching optimal PEHE for MLP Multi.

As DR and CMGP are the best models in
terms of optimal error in ATE and PEHE,
we plot the changes in values of these metrics
when running different acquisition strategies
with them in Figure 3. The figures clearly
demonstrate the significant benefit from us-
ing OE. Additionally, when using DR, OE of-
fers consistent better performance regardless

IS

Error in ATE
N

100 200 300 400 500 100 200 300 400 500
Number of Training Samples Number of Training Samples

— Random —— CE CcB Uncertainty

Figure 3: Error in ATE and PEHE. X-axis is
the number of points in the queried pool. Each
line shows the change in average value of perfor-
mance metrics in 500 realizations, and the shaded
region is the corresponding 95% confidence inter-
val. Lower is better. Spikes in CMGP results
are due to numerical instabilities as a result of
implementing CMGP using the GPy package.
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of number of samples queried, as compared
to CB and baseline strategies. It should be
noted that by focusing on a specific source
of bias - imbalance - in effect estimates, CB
provides some benefits initially for both DR
and CMGP but these benefits are generally
outweighed by relying on cumulative sources
of statistical errors (OE) for feature acquisi-
tion.

5. Analysis

5.1. Analysis of Relationship between
A and Other Confounders

In this section, we evaluate whether the ben-
efits of our proposed methods persist even
when the missing attribute is correlated with
other confounders. DR is used as the CEE
model for all experiments in this section as it
is the one of the best performing models and
requires a significantly shorter run time com-
pared to CMGP. We run 100 realizations of
simulated IHDP data, and vary dependency
in two ways:

Original A Values We use the original val-
ues of momwhite in the IHDP dataset. At
one extreme, we replace momwhite values in
all samples with randomly generated values
(i.e. the setting that produces our main results
in Section 4). At the other extreme, we keep
the original momwhite values that are corre-
lated with other covariates naturally. In be-
tween, we randomly replace 20%, 40%, 60%,
or 80% of original A values with a random
value. When momwhite value is generated, it
follows a Bernoulli distribution where the pos-
itive probability is equal to the sample proba-
bility in the original dataset. This evaluates
benefits of each strategy with varying levels of
noise affecting model fit for p(A|X,t).

Bivariate Gaussian Simulation We sim-
ulate momwhite such that it has varying de-
grees of correlation with birthweight denoted
by X3 C X (one of the covariates in IHDP).

More specifically, we first generate A such
that [logit(A), Xp] is jointly Gaussian, with
logit(A) following a standard normal distribu-
tion, and X} following a normal distribution
with mean and standard deviation matching
those of birthweight. Correlation coefficient
between logit(A) and X; varies between 0
and 1. A is generated by thresholding logit(A)
such that the proportions of momwhite is the
same as that in the original dataset. This eval-
uation assesses whether benefits of using CB
and OE persist at different levels of correlation,
when we explicitly model the relationship be-
tween A and other covariates X D Xj.

Tables 2 summarizes the number of samples
needed under each acquisition strategy to re-
duce ATE to a level that is within 1% of the
optimal performance. As shown in the ta-
ble, OE consistently outperforms the baseline
strategies despite varying level of correlation
between A and other covariates. We also ob-
serve that as A becomes more correlated with
other covariates, it generally requires fewer ac-
quired samples to reach optimal performance.
Evaluation of PEHE gives similar patterns
and is presented in Appendix B.

5.2. Comparison of Acquisition
Strategies

We analyze the performance difference be-
tween CB and OE by visualizing what samples
are prioritized by each strategy, as well as
comparing some resulting summary statistics
of the acquired samples. Results shown in
this section use CMGP for C1, because of its
strong performance and are under the same
setting as our main experiment (i.e. A is in-
dependent of other covariates). We have two
findings:

Explore-Exploit Tradeoff One challenge
in a traditional active learning problem is how
explore-exploit trade-off is handled (Bondu
et al., 2010). To understand how our two
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Table 2: Sample efficiency to reach optimal errors in ATE while relaxing the independence assumption.
Values are the average number of samples needed in training to reach within 1% of the optimal
performance level, with + showing the width of 95% confidence interval, over 100 realizations of
the simulated data. Lower is better. Statistically significant better performing strategies for each

experiment type are bolded.

(a) Experiments with noise added to original A values. Columns represent fraction

of original A values retained.

\ \ 0 0.2 0.4 0.6 0.8 1 \
Random 156 £29 175 £ 30 161 £ 27 158 £ 27 160 £ 29 145 + 23
Uncertainty | 149 + 28 182 £33 128 £22 142 + 26 123 =23 119 £+ 24
CB 144 £ 26 144 £ 25 149 + 24 122 £ 24 125 + 25 150 + 31
OE 87 +19 81 +£18 91+£20 84 +18 108 £26 80+ 16

(b) Experiments with Bivariate gaussian simulation. Columns represent correla-
tion coefficient between simulated A and birthweight.

\ \ 0 0.2 0.4 0.6 0.8 1 \
Random 193 £33 171 £ 28 182 + 32 159 £ 30 140 + 28 141 + 25
Uncertainty | 156 & 30 143 £ 27 139 £28 142 + 31 109 £ 19 134 £ 24
CB 134 £23 184 + 32 154 + 28 142 £ 25 143 + 27 142 £ 28
OE 97 £23 76 +£16 92 +19 87 £ 18 87+ 18 81 + 15

strategies handle this issue, we assess the im-
balance at every stage of our procedure by
visualizing the first two principal components
of all pre-treatment confounders (X, A). Fig-
ure 4a shows a 2D presentation of samples in
the initial labeled set, as well as when samples
are acquired (out of a total of 569). While
CB first acquires points similar to the already
queried point, OE explores more and acquires
points from all possible regions in the input
space. This is especially true for samples in
the control group, where the representation
is less clustered. When most samples are
acquired, however, the input space is well ex-
plored and represented in the training samples
by both strategies. Our results in Section 4
suggest that with this particular setting, the
benefit of early exploration in OE outweighs
the benefit of early exploitation in CB.

Treatment vs Control Samples We next
look at how CB and OE differ in terms of num-
ber of treated and control samples acquired.
As shown in Figure 4b, OE strategy queries
more points in the control group in the early
stage. This is because the expected outcome
for the control group is an exponential func-

tion of the covariates and has a larger range
as compared to the mean outcome for the
treated group. OE strategy learns that it is
more difficult to predict the a control outcome
and therefore queries more control samples.
On the other hand, as CB strategy focuses
on reducing imbalance, it maintains a more
balanced treatment ratio in the acquired sam-
ples. OE strategy has a performance advan-
tage in this setting as the outcome generating
processes have different complexities between
treatment and control group. This advan-
tage of OE empirically outweighs imbalance
issues and is an interesting statistical trade-off
that should be explored for feature acquisition
strategies intended for CEE.

6. Conclusion

Confounding feature acquisition strategies
for CEE and down-stream decision making
need special attention, particularly in health-
care, where sensitive and /or costly but critical
pre-treatment confounders may be unavail-
able. In this work, we propose two strategies
for efficiently selecting missing values in pre-
treatment confounders to acquire which con-
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Training Size: 37 Training Size: 137

Perc. Queried: 6.50%

Perc. Queried: 24.08%
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Training Size: 287
Perc. Queried: 50.44%

Training Size: 537
Perc. Queried: 94.38%
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(a) Visualization of training samples using first two principal component of all
covariates (including A) as more feature values are acquired. Results shown

are obtained on a single realization o

realizations show the same pattern.

Training Size: 37 Training Size: 137
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f simulated IHDP data. Results on other

Training Size: 287
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are acquired, across 500 realizations of simulated IHDP data.

Figure 4: Comparison of CB and OE str

sist of: 1) explicitly characterizing amount of
imbalance between treated and control groups
and ii) relying on estimation errors of outcome
estimates. We observe benefits of relying on
statistical errors versus imbalance in acquisi-
tion strategies, and provide insights on their
explore-exploit properties and sample choice
based on the complexity of outcome response
functions. Our results highlight the impor-
tance of addressing the trade-off between esti-
mation bias and covariate imbalance for this
task. Other datasets providing ground truth
of the treatment effect could further validate
our proposed methods, which we leave for
future work.

ategies using CMGP as the CEE model.
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Appendix A. Simulation
Algorithms

Algorithm 2 to generate missing A values

For each data point ¢

e Sample u; from N((0,1)

e Compute p; = (2 — A;) x 0.2+ u; x 0.5
Rank data point based in descending order
of p; and mask A values for the top 95%.

Algorithm 3 Algorithm to generate the
treatments

Input: a subset of features from X (Xgu),
and £ (£ € R™ where n is the number of
features in X sub)
Compute p = Clip(X T, 0.005,0.995)
Sample ¢ following Bernoulli(p)
Output: t.

Algorithm 4 Algorithm to generate the out-
comes

Input: X, and 3, and W. (5, W € R"
where n is the number of covariates.)
Compute 8 and W.

. 8

— Specified values for b.marr, mom.scoll,
work.dur, momwhite, cig, drugs

— For other continuous covariates: gener-
ate a vector of coefficients [0, 0.1, 0.2,
0.3, 0.4], sampled with probabilities [0.5,
0.125, 0.125, 0.125, 0.125].

— For other binary covariates: generate a
vector of coefficients [0, 0.1, 0.2, 0.3, 0.4],
sampled with probabilities [0.6, 0.1, 0.1,
0.1, 0.1].

e W 0 for the 6 features with specified [
values; 0.5 for other covariates

Sample yo following N (exp ((X + W)BT), 1)

Sample y; following N'((X + W)B7T, 1)

Output: yo, y1.
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Appendix B. PEHE Results for Section 5.1

Table 3: Speed of reaching optimal PEHE across acquisition strategies while relaxing the
independence assumption. Values are the average number of samples needed in training
to reach within 1% of the optimal performance level, with + showing the width of 95%
confidence interval, over 100 realizations of the simulated data. Lower is better. Statistically
significant better performing strategies for each experiment type are bolded.

(a) Experiments involving original A values. Columns represent fraction of original A
values remaining.

| 0 0.2 | 0.4 | 0.6 0.8 1
Random 436 4+ 28 | 439 £ 25| 439 £ 26| 425 £ 27| 413 £ 28| 392 £ 34
Uncertainty | 420 & 31| 413 £ 27| 389 £ 27| 389 + 31| 342+ 30| 341 + 32
CB 396 £ 28 | 357 £ 28| 410 £ 28| 379 £ 28| 395+ 29| 406 + 30
OE 160 =+ 26 | 159 =+ 24 | 151 £ 23 | 163 £ 27 | 161 + 29 | 152 + 25

(b) Experiments involving bivariate Gaussian simulation. Columuns represent correlation
coeflicient between simulated A and birthweight.

| | 0] 0.2 | 0.4 | 0.6 | 0.8 | 1|
Random 453 + 26 | 457 £ 22| 444 £ 28| 422 +£ 27| 439 + 27| 431 £ 26
Uncertainty | 421 4 32| 432 4 30 | 434 £ 29| 434 4+ 32| 456 & 24 | 460 + 23
CB 372 4+ 30 | 424 £ 27| 440 £ 25| 421 4+ 27| 460 & 23 | 459 + 23
OE 179 4+ 27 | 168 + 29 | 164 + 25 | 181 + 30 | 178 + 28 | 158 + 25
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