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Abstract
We study the problem of learning Ising models satisfying Dobrushin’s condition in the outlier-
robust setting where a constant fraction of the samples are adversarially corrupted. Our main result
is to provide the first computationally efficient robust learning algorithm for this problem with near-
optimal error guarantees. Our algorithm can be seen as a special case of an algorithm for robustly
learning a distribution from a general exponential family. To prove its correctness for Ising models,
we establish new anti-concentration results for degree-2 polynomials of Ising models that may be
of independent interest.
Keywords: Robust High-Dimensional Statistics, Ising models

1. Introduction

1.1. Background and Motivation

Probabilistic graphical models (Koller and Friedman, 2009) provide a rich and unifying framework
to model structured high-dimensional distributions in terms of the local dependencies between the
input variables. The problem of inference in graphical models arises in many applications across
scientific disciplines, see, e.g., Wainwright and Jordan (2008). In this work, we study the inverse
problem of learning graphical models from data. Various formalizations of this general learning
problem have been studied during the past five decades, see, e.g., Chow and Liu (1968); Dasgupta
(1997); Abbeel et al. (2006); Wainwright et al. (2006); Anandkumar et al. (2012); Santhanam and
Wainwright (2012); Loh and Wainwright (2012); Bresler et al. (2013, 2014); Bresler (2015); Klivans
and Meka (2017)), resulting in general theory and algorithms for various settings.

In this work, we focus on learning Ising models (Ising, 1925), the prototypical family of bi-
nary undirected graphical models with applications in computer vision, computational biology, and
statistical physics (Li, 2009; Jaimovich et al., 2006; Felsenstein, 2004; Chatterjee, 2005).

Definition 1 (Ising Model) Given a symmetric matrix (θij)i,j∈[d] with zero diagonal and a vector
(θi)i∈[d], the Ising model distribution Pθ is defined as follows: For any x ∈ {±1}d, Pθ(x) =

1
Z(θ) exp

(
(1/2)

∑
i,j∈[d] θijxixj +

∑d
i=1 θixi

)
, where the normalizing factor Z(θ) is called the

partition function. We call the matrix (θij)i,j∈[d] ∈ Rd×d the interaction matrix and the vector
(θi)i∈[d] ∈ Rd the external field.
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The majority of prior algorithmic work on learning Ising models studies the “structure learning”
problem, i.e., the problem of learning the structure of the underlying graph of non-zero entries of
the interaction matrix, see, e.g., Bresler (2015); Klivans and Meka (2017); Hamilton et al. (2017).
In this line of work, it is assumed that the true graph satisfies some structural property (typically,
a tree or bounded-degree structure) and certain (upper and lower) bounds are imposed on the un-
derlying parameters. Such assumptions are information-theoretically necessary for this version of
the problem. An emerging line of work studies the distribution learning problem, i.e., the task of
computing an Ising model that is close to the target in total variation distance, see, e.g., Dagan et al.
(2020); Daskalakis and Pan (2020); Bhattacharyya et al. (2020) for a few recent papers.

Here we study the algorithmic problem of learning Ising models in the presence of adversarially
corrupted data. We focus on the following standard data corruption model that generalizes Huber’s
contamination model (Huber, 1964).

Definition 2 (Total Variation Contamination) Given 0 < ε < 1/2 and a class of distributions
F on Rd, the adversary operates as follows: The algorithm specifies the number of samples n.
The adversary knows the true target distribution X ∈ F and selects a distribution F such that
dTV (F,X) ≤ ε. Then n i.i.d. samples are drawn from F and are given as input to the algorithm.

Intuitively, the parameter ε in Definition 2 quantifies the power of the adversary. The total variation
contamination model is strictly stronger than Huber’s contamination model. Recall that in Huber’s
model (Huber, 1964), the adversary generates samples from a mixture distribution F of the form
F = (1− ε)X + εN , where X is the unknown target distribution and N is an adversarially chosen
noise distribution. That is, in Huber’s model the adversary is only allowed to add outliers.

The contamination setting we consider is standard in robust statistics (Hampel et al., 1986;
Huber and Ronchetti, 2009), a field which seeks to develop outlier-robust estimators — algorithms
that can tolerate a constant fraction of corrupted datapoints, independent of the dimension. Classical
work, starting with Tukey and Huber in the 60s, developed statistically optimal robust estimators
for a number of settings. However, these early methods lead to exponential time algorithms even
for the most basic high-dimensional estimation tasks (e.g., mean estimation).

A recent line of work, starting with Diakonikolas et al. (2016); Lai et al. (2016), has developed
the first computationally efficient and outlier-robust learning algorithms for a range of “simple”
high-dimensional probabilistic models. Since these initial algorithmic works, we have witnessed
substantial research progress on algorithmic aspects of robust high-dimensional estimation by sev-
eral communities, see, e.g., Diakonikolas and Kane (2019) for a recent survey on the topic.

Prior algorithmic work on learning graphical models has almost exclusively studied the uncon-
taminated setting, where the data are i.i.d. samples from the distribution of interest. Some recent
work (Hamilton et al., 2017; Goel et al., 2019; Katiyar et al., 2020) has developed algorithms for
structure learning in the (significantly weaker) independent failures model, where the coordinates
of each example are independently flipped/missing with some probability. On the other hand, Lind-
gren et al. (2019) point out that structure learning becomes information-theoretically impossible in
the contamination model, if an adversary is allowed to corrupt even a tiny fraction of the samples.

The only algorithmic work we are aware of in the contamination model is by Cheng et al. (2018)
who developed an outlier-robust learner for low-degree Bayes nets (directed graphical models) with
known graph structure. We also note that very recent work (Prasad et al., 2020) developed nearly
tight sample complexity bounds for learning Ising models in Huber’s contamination model under
various structural assumptions — albeit by using underlying estimators that run in exponential time.
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1.2. Our Contributions

In this work, we study the following version of the learning problem: Given a set of corrupted
samples from an unknown Ising model, our goal is to learn the underlying distribution in total
variation distance. This is a natural (and standard) formulation of distribution learning that has been
studied extensively, even in the uncontaminated setting. Our main result is the first computationally
efficient outlier-robust estimator for Ising models in this setting, under some natural assumptions.
We note that we do not make structural assumptions about the underlying graph — our algorithms
work with Ising models on the complete graph.

To state our contributions in detail, we require some additional terminology.

Definition 3 (Dobrushin’s condition) Given an Ising model Pθ with interaction matrix (θij)i,j∈[d]

and external field (θi)i∈[d], we say that it satisfies Dobrushin’s condition if maxi∈[d]

∑
j 6=i |θij | ≤

1− η for some constant 0 < η < 1.

Dobrushin’s condition for Ising models is a classical assumption needed to rule out certain patho-
logical behaviors. It is standard in various areas, including statistical physics, machine learning,
and theoretical CS (Külske, 2003; Götze et al., 2019; Dagan et al., 2020; Adamczak et al., 2019;
Gheissari et al., 2018; Marton, 2015).

Our main result is an efficient algorithm for outlier-robust learning of Ising models with zero
external field satisfying Dobrushin’s condition.

Theorem 4 (Robustly Learning Ising Models) Let X ∼ Pθ∗ be an Ising model without external
field satisfying Dobrushin’s condition for some universal constant η > 0. There is a universal
constant ε0 > 0 such that the following holds: Let 0 < ε < ε0 and S′ be an ε-corrupted set of N
samples from Pθ∗ . There is a poly(N, d) time algorithm that, for some N = Õη(d

2/ε2), on input
S′ and ε, returns a symmetric matrix θ̂ ∈ Rd×d such that with probability at least 99/100, we have
that ‖θ̂ − θ∗‖F ≤ Oη(ε log(1/ε)). Moreover, the Ising model distribution P

θ̂
satisfies Dobrushin’s

condition and dTV (P
θ̂
, Pθ∗) ≤ Oη(‖θ̂ − θ∗‖F ) ≤ Oη(ε log(1/ε)).

Some comments are in order. We note that any estimator information-theoretically requires
error Ω(ε) in the contamination model. That is, the error guarantee of our algorithm is optimal,
within logarithmic factors. Moreover, our algorithm is proper (i.e., it outputs an Ising model) and
performs parameter learning, i.e., it estimates the desired parameters to sufficient accuracy to yield
the desired total variation distance guarantee.

Our techniques extend to yield an outlier-robust learning algorithm with the same error guar-
antee for Ising models with non-zero external field (under additional assumptions). Due to space
limitations, these extensions are deferred to Appendix C.3. For the non-zero external field case, the
value θ̂ that we recover unfortunately is not guaranteed to be close to θ∗ in Frobenius norm. In fact,
this is the wrong norm to compare them in and such an approximation is information-theoretically
impossible. However, we do still guarantee that the corresponding Ising model distribution P

θ̂
satisfies Dobrushin’s condition and dTV (P

θ̂
, Pθ∗) ≤ O(ε log(1/ε)). Intuitively , as long as the de-

pendencies among each point and the external fields are sufficiently small, we can robustly learn the
Ising model distribution in total variation distance.

To achieve our results, we view the Ising model as an instance of a general exponential family.
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Definition 5 (Exponential Family) An exponential family in canonical form is a family of distri-
butions Pθ supported on a set X , where the parameter θ belongs to some convex set Ω ⊆ Rd, with
density function Pθ(x) = exp (〈T (x), θ〉 −A(θ)) , ∀x ∈ X , where A(θ) is the normalizing factor
called log-partition function and the vector T (x) is called the sufficient statistics of Pθ.

As one of our main contributions, we provide a computationally efficient outlier-robust param-
eter learning algorithm for exponential families under the following condition.

Condition 6 For an arbitrary θ ∈ Ω, the exponential family Pθ satisfies the following:

1. CovX∼Pθ [T (X)] � c1 I , where c1 > 0 is a universal constant independent of θ and the
dimension d of T (X).

2. T (x) has sub-exponential tails for a universal constant c2 > 0, i.e., for any unit vector
v ∈ Rd, it holds that PrX∼Pθ [|〈v, T (X) − E[T (X)]〉| > t] ≤ 2 exp(−c2t), for all t > 0,
where c2 > 0 is a universal constant independent of θ and the dimension d of T (X).

3. There is an algorithm that, given as input θ ∈ Ω and γ > 0, it runs in poly(d, 1/γ) time and
it outputs i.i.d. samples from a distribution Dγ such that dTV (Dγ , Pθ) ≤ γ.

In addition, the diameter of Ω is bounded above and we can efficiently compute approximate pro-
jections on Ω. Specifically, it holds that diam(Ω) ≤ exp(poly(d)), and for any δ > 0 and z ∈ Rd,
there is a poly(d, 1/δ) time algorithm that computes a point y ∈ Ω such that ‖y − PΩ(z)‖2 ≤ δ,
where PΩ is the projection operation.

Theorem 7 (Robust Learning of Exponential Families) Let Pθ∗ be an exponential family over
X with sufficient statistics T (x), where the parameter θ∗ ∈ Ω and Ω ⊆ Rd is convex. Assume that
Condition 6 holds. Let 0 < ε < ε0, for some universal constant ε0, and S′ be an ε-corrupted set
of N samples from Pθ∗ . There is a poly(N, d) time algorithm that, for some N = Õ(d/ε2), on
input S′ and ε > 0, returns a vector θ̂ ∈ Ω such that with probability at least 99/100 we have that
‖θ̂ − θ∗‖2 ≤ O(ε log(1/ε)). In addition, dTV (P

θ̂
, Pθ∗) ≤ O(‖θ̂ − θ∗‖2) ≤ O(ε log(1/ε)).

As we will explain in the next subsection, our robust learning algorithm for Ising models is
the algorithm given in Theorem 7. The main technical challenge is in establishing correctness, i.e.,
showing that an Ising model under Dobrushin’s condition satisfies Condition 6. To achieve this, we
develop new anti-concentration results for degree-2 polynomial of Ising models that we believe may
be of independent interest (see Theorem 19).

1.3. Overview of Techniques

Our outlier-robust learning algorithm for Ising models is a special case of a robust learning algorithm
for the class of exponential families (satisfying Condition 6). We start with an intuitive description
of this algorithm followed by a brief sketch of the tools required to prove its correctness.

To robustly learn a family of distributions in total variation distance, one typically requires a
set of relevant parameters and a “parameter distance”, so that sufficiently accurate approximation
in parameter distance implies approximation in total variation distance. For exponential families,
a natural set of parameters present themselves: the expectation of the sufficient statistics of the
distribution. Our strategy will be to robustly estimate this expectation.
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Unfortunately, there is a wrinkle in this strategy which relates to the scale in which we are
working. On the one hand, in order to robustly estimate the mean of a distribution, one needs to
know some sort of tail bounds on the set of clean samples; and for these tail bounds to hold, we need
to know the scale at which we expect this decay to happen. On the other hand, once we learn an
approximation to the true mean of the sufficient statistics, we need to relate the sizes of these errors
to the errors we will obtain in the underlying parameters for the family, and to the total variation
distance of the final distribution that we learn. These relationships define certain natural scales for
our problem, and it is not clear how to obtain a robust algorithm if these scales disagree (in such a
case, the accuracy to which we can learn the expectation of the sufficient statistics might differ from
the accuracy to which we need to learn it to obtain good error in total variation distance) or if the
relevant scale depends on the underlying (unknown) parameters.

To resolve this issue, we need to make an assumption (Condition 6). Specifically, we need to
assume that there is a convex set Ω of parameters in our exponential family, such that any elements
of the family inside this set have sufficient statistics whose covariances are within constant multiples
of each other. This implies that the relevant scales for our problem are all comparable.

From this point, there is a relatively straightforward algorithm that achieves suboptimal error.
After a change of variables, we can assume that within Ω all of the sufficient statistics have covari-
ance proportional to the identity. This allows us to use standard robust mean estimation algorithms
(Fact 12) to estimate the mean of the sufficient statistics to error O(

√
ε) in `2-norm. This in turn

allows us to estimate our distribution to error O(
√
ε) in total variation distance.

To improve on this error guarantee, we will need to obtain better error in our robust mean
estimation algorithm. This can be achieved under the following assumptions: (1) The distribution
in question satisfies strong tail bounds. (2) We know an accurate approximation to the covariance
matrix of the distribution. As for (1), it follows for general exponential families that their sufficient
statistics will have exponential tail bounds, which is sufficient for us. For (2), we will need to
already have a good approximation of the underlying parameters of our distribution. This gives rise
to an iterative algorithm. If we know the underlying parameters of our exponential family to error δ,
we can learn the mean of the sufficient statistics — and thus new approximations to the parameters
— to errorO(ε log(1/ε)+

√
δε) (Lemma 15). Iterating this several times, we can eventually achieve

the near-optimal error of O(ε log(1/ε)).

Our result for Ising models is obtained via an application of the above algorithm. Ising models
are a special case of an exponential family, where the sufficient statistics are given by degree-
2 polynomials. For the above algorithm to provably work, we need to show that (under some
reasonable conditions on parameters) the covariance of the sufficient statistics is well-behaved. In
particular, we show that if the underlying parameters satisfy the Dobrushin condition, the covariance
matrix of the sufficient statistics will be proportional to the identity.

Interestingly, Dagan et al. (2020) recently showed that this holds for the covariance of the space
of degree-1 polynomials of such Ising models. We need to generalize this to show that Var[XTAX]
is proportional to ‖A‖2F for any symmetric matrix A with zero diagonal. To achieve this, we use a
decoupling trick to reduce the problem to the degree-1 case. We relate the variance of XTAX to
E[|(X + Y )TA(X − Y )|2], for X and Y independent copies of our distribution. If we condition
on the set S of coordinates where Xi = Yi, then (X + Y ) and (X − Y ) become independent Ising
models. By estimating the covariances of these linear functions of these statistics, we can get a
handle on the final bound.
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Organization After some technical preliminaries (Section 2), in Section 3 we prove Theorem 7.
In Section 4, we establish Theorem 4. Due to space limitations, our results for the non-zero external
field and several technical proofs have been deferred to the Appendix.

2. Preliminaries

Notation For d ∈ Z+, we use [d] to denote the set {1, . . . , d}. Given a subset S ⊆ [d], we
will denote −S = [d] \ S. In particular, given i ∈ [d], let −i = [d] \ {i}. Given a vector a =
(a1, . . . , ad) and S ⊆ [d], let aS denote the |S|-coordinate vector {ai : i ∈ S}. Let Sd−1 = {x ∈
Rd : ‖x‖2 = 1} be the d-dimensional unit sphere. Given a real symmetric matrix A ∈ Rd×d, let

‖A‖F
def
=
√∑

i,j∈[d]A
2
ij , let ‖A‖2

def
= maxv∈Sd−1 ‖Av‖2, and let ‖A‖∞

def
= maxi∈[d]

∑d
j=1 |Aij |.

For u, v ∈ Rd, we use 〈u, v〉 for the inner product of u and v. For any two symmetric matrices
A,B ∈ Rd×d, we say that A � B if A − B is positive semi-definite (PSD), and A � B if B − A
is positive semi-definite. For any two distributions p, q over a probability space Ω, let dTV (p, q)

def
=

supS⊆Ω |p(S) − q(S)| denote the total variation distance between p and q and let dKL(p, q)
def
=∫

Ω log
(
dp
dq

)
dp denote the KL-divergence of p and q. We use E[X],Var[X],Cov[X,Y ] to denote

the expectation of X , variance of X , and covariance of X and Y respectively.

Additional Technical Preliminaries Basic properties of Ising models and exponential families
are given in Appendices A.3 and A.7. We will also require sub-exponential distributions and their
basic properties (see Appendix A.1). We will use the following terminology.

Definition 8 (Bounded Ising Model) Given M,α > 0, we say that an Ising model distribution Pθ
is (M,α)-bounded if maxi∈[d]

∑
j 6=i |θij | ≤M and maxi∈[d] |θi| ≤ α.

Intuitively, the first inequality states that the dependencies among the points are weak and the
second inequality guarantees that the variance of each point is sufficiently large.

Glauber dynamics is the canonical Markov chain for sampling from undirected graphical mod-
els. The dynamics on the Ising model defines a reversible, ergodic Markov chain with stationary
distribution corresponding to the Ising model. (We describe the dynamics in Appendix A.5.) The
Glauber dynamics for an Ising model satisfying Dobrushin’s condition is rapidly mixing, i.e., it
converges fast to the underlying distribution Pθ.

Fact 9 (see, e.g., Levin and Peres (2017)) Let Pθ be an Ising model satisfying Dobrushin’s con-
dition and γ > 0. Then, after t = Ω(d(log d+ log(1/γ))) steps of Glauber dynamics, we have that
dTV

(
X(t), Pθ

)
≤ γ.

Fact 9 tells us that given the parameter θ, we can efficiently generate approximate random samples
from the Ising model distribution Pθ, as long as it satisfies Dobrushin’s condition.

Maximum Likelihood Estimation Given a set of i.i.d. samples S = {x1, . . . , xn} ∈ X n drawn
from an exponential family Pθ with sufficient statistics T (x) and unknown parameter θ ∈ Ω, the
principle of maximum likelihood allows us to compute an estimate θ̂ ∈ Ω by maximizing the
likelihood of S, i.e., l(θ, S) = 1

n

∑n
i=1 lnPθ(xi) = 1

n

∑n
i=1 (〈T (xi), θ〉 −A(θ)) = 〈θ, µ̂T 〉−A(θ),

where µ̂T = 1
n

∑n
i=1 T (xi) is the empirical mean of the sufficient statistics T (x) defined by the
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point set S. Define L(θ, µT ) = 〈θ, µT 〉 − A(θ) and fix µT to be the empirical mean µ̂T . The
maximum likelihood estimator θ̂ is chosen to maximize the objective function L(θ, µ̂T ) over θ ∈ Ω.

The following lemma states that under suitable conditions, if we obtain a good estimate of the
mean µT of the sufficient statistics T (x), the maximum likelihood estimator (MLE) will be a good
approximation of the parameter θ (see Appendix A.8 for the proof).

Lemma 10 Let Pθ∗ be an exponential family such that θ∗ lies in a convex set Ω ⊆ Rd. Let
µ∗T = EX∼Pθ∗ [T (X)] and Σ∗T = CovX∼Pθ∗ [T (X)]. Let µ′T be an approximation of µ∗T such that
‖µ′T − µ∗T ‖2 ≤ δ. Let θ′ ∈ arg maxθ∈Ω L(θ, µ′T ), where L(θ, µ′T ) = 〈θ, µ′T 〉 − A(θ). If there is a
universal constant c > 0 such that CovX∼Pθ [T (X)] � c I , for all θ ∈ Ω, then ‖θ′− θ∗‖2 ≤ 2δ/c.

3. Robust Parameter Learning of Exponential Families

In Section 3.1, we give an efficient algorithm (Lemma 11) that reduces parameter estimation of
exponential families to the task of estimating the mean of the sufficient statistics. In Sections 3.2
and 3.3, we describe and analyze our computationally efficient robust parameter learning algorithm
for exponential families satisfying Condition 6.

3.1. Learning via Estimating the Mean of Sufficient Statistics

Lemma 11 Let Pθ∗ be an exponential family with sufficient statistics T (x), where θ∗ ∈ Ω and
Ω ⊆ Rd is convex. Assume that Condition 6 holds. Let µ∗T = EX∼Pθ∗ [T (X)] and µ′T be an
approximation of µ∗T such that ‖µ′T − µ∗T ‖2 ≤ δ, for some 0 < δ < 1 sufficiently small. Let
0 < ζ < 1. Then there is a poly(d, 1/δ, 1/ζ) time algorithm that, given input µ′T , δ and ζ, returns
a vector θ̂ ∈ Ω such that with probability at least 1− ζ we have that ‖θ̂ − θ∗‖2 ≤ O(δ).

We give a proof sketch here; the details are in Appendix B.1. Let θ′ = arg maxθ∈Ω L(θ, µ′T ).
By Lemma 10, we know that ‖θ′ − θ∗‖2 ≤ O(‖µ′T − µ∗T ‖2) ≤ O(δ). In addition, since given any
θ ∈ Ω we can efficiently sample from a distribution within small total variation distance of Pθ, we
can efficiently approximate the gradient ∇θ(−L(θ, µ′T )) = EX∼Pθ [T (X)] − µ′T . Therefore, we
can apply projected gradient descent to efficiently obtain an estimate θ̂ of θ′ with ‖θ̂−θ′‖2 ≤ O(δ),
using the fact that −L(θ, µ′T ) is L-smooth and m-strongly convex for some constants L,m > 0.

3.2. Robust Parameter Learning Algorithm

The pseudocode of our algorithm is given in Algorithm 1. We make essential use of the following
previously known algorithms for robust mean estimation under bounded and approximately known
covariance assumptions.

Fact 12 (Diakonikolas et al. (2017); Steinhardt et al. (2018)) Let D be a distribution supported
on Rd with unknown mean µ and unknown covariance Σ such that Σ � σ2I , for some σ > 0. Let
0 < ε < ε0, for some universal constant ε0, and δ = O(

√
ε). Given an ε-corrupted set ofN samples

drawn from D, for some N = Õ(d/ε), there is a poly(N, d) time algorithm that outputs a vector µ̂
such that ‖µ̂− µ‖2 ≤ O(σδ) = O(σ

√
ε) with high probability.

Fact 13 (see, e.g., Cheng et al. (2019)) Let D be a distribution on Rd with unknown mean µ and
unknown covariance Σ. Let 0 < ε < ε0, for some universal constant ε0, τ ≤ O(

√
ε), and δ =

7
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O(
√
τε + ε log(1/ε)). Suppose that D has sub-exponential tails and Σ satisfies ‖Σ− I‖2 ≤ τ .

Given an ε-corrupted set ofN samples drawn fromD, for someN = Õ(d/ε2), there is a poly(N, d)
time algorithm that outputs a vector µ̂ such that ‖µ̂− µ‖2 ≤ O(δ) with high probability.

Algorithm 1 starts by applying the robust mean estimation routine of Fact 12 and Lemma 11 to
obtain an initial estimate θ(0) with `2-error O(

√
ε). Starting from this rough estimate, the algorithm

applies an iterative refinement procedure (see Fact 13 and Lemma 15) for T = O(log log(1/ε))
iterations to achieve near-optimal `2-error of O(ε log(1/ε)).

Algorithm 1: Robust parameter estimation for exponential families

Input : 0 < ε < ε0, ε-corrupted set of N = Õ(d/ε2) samples from exponential family Pθ∗
satisfying Condition 6, with µ∗

T = EX∼Pθ∗ [T (X)] and Σ∗
T = CovX∼Pθ∗ [T (X)].

Output: Parameter θ̂ ∈ Rd such that ‖θ̂ − θ∗‖2 ≤ O(ε log(1/ε)) with high probability.
1 Let δ = O(

√
ε).

2 Compute µ̂(0)
T with ‖µ̂(0)

T − µ∗
T ‖2 ≤ δ by applying the robust mean estimation algorithm of Fact 12.

3 Compute θ(0) ∈ Ω by applying projected gradient descent to the function −L
(
θ, µ̂

(0)
T

)
.

4 Let τ0 = O(δ) be an upper bound of ‖θ(0) − θ∗‖2.
5 Let K = O(log log(1/ε)).
6 for k = 0 to K − 1 do
7 Let n = Õ(d2/τ2k ) and X(1), . . . , X(n) be i.i.d. random samples such that

dTV (X(i), Pθ(k)) ≤ Õ(τ2k/d
2).

8 Let µ(k)
T = 1

n

∑n
i=1X

(i) and Σ
(k)
T = 1

n

∑n
i=1

(
X(i) − µ(k)

T

)(
X(i) − µ(k)

T

)T
.

9 Let δ = O(
√
ετk + ε log(1/ε)) .

10 Compute µ̂ with
∥∥µ̂− (Σ(k)

T

)−1/2
µ∗
T

∥∥
2
≤ δ by applying the robust mean estimation algorithm

of Fact 13.
11 Compute θ(k+1) ∈ Ω by applying projected gradient descent to the function

−L
(
θ,
(
Σ

(k)
T

)1/2
µ̂
)
.

12 Let τk+1 = O(δ) be an upper bound of ‖θ(k+1) − θ∗‖2.
13 end
14 return θ(K).

To prove correctness, we require Lemmas 14 and 15 below. Roughly speaking, in each refine-
ment step, we first apply Lemma 14 to obtain a covariance estimate Σ

(k)
T given the current parameter

estimate θ(k). Then, by Lemma 15, we are able to obtain a more accurate parameter estimate θ(k+1).
Lemma 14 shows that given an estimate θ′ of the true parameter θ∗ of the exponential family

satisfying Condition 6 with ‖θ′ − θ∗‖2 ≤ δ, we can efficiently compute an estimate Σ̂T of the true
covariance Σ∗T such that

∥∥Σ̂T − Σ∗T
∥∥

2
≤ O(δ) with high probability.

Lemma 14 Let P ∗θ be an exponential family with sufficient statistics T (x), where θ∗ ∈ Ω and
Ω ⊆ Rd is convex. Assume that Condition 6 holds. Let Σ∗T = CovX∼Pθ∗ [T (X)]. Let θ′∈ Ω be
such that ‖θ′ − θ∗‖2 ≤ δ, for some δ > 0. Let 0 < ζ < 1. There is a poly(d, 1/δ, 1/ζ) algorithm
that, given as input θ′, δ and ζ, returns a d × d PSD matrix Σ̂T such that with probability at least
1− ζ, we have that

∥∥Σ̂T − Σ∗T
∥∥

2
≤ O(δ).

8
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The algorithm establishing Lemma 14 is very simple – it corresponds to lines 7 and 8 of Algorithm 1.
Roughly speaking, we first generate i.i.d. random samples from a distribution Q which is close to
Pθ′ , and then let Σ̂T be the empirical covariance of these samples.

Lemma 15 shows that, given a fairly accurate estimate of the covariance Σ∗T of an exponential
family satisfying Condition 6, we can efficiently obtain a more accurate estimate of θ∗.

Lemma 15 (Iterative Refinement) Let 0 < δ < δ0 for some universal constant δ0 sufficiently
small. Let 0 < ζ < 1. Assume that Condition 6 holds. Let S′ be an ε-corrupted set of N samples
from Pθ∗ . There is an algorithm that, for some N = Õ(d/ε2), given S′, δ, ζ, and Σ

(k)
T with∥∥Σ

(k)
T − Σ∗T

∥∥
2
≤ δ, it runs in poly(N, 1/δ, 1/ζ)-time and outputs θ(k+1) ∈ Ω such that with

probability at least 1− ζ it holds that ‖θ(k+1) − θ∗‖2 ≤ O(
√
εδ + ε log(1/ε)).

The algorithm establishing Lemma 15 corresponds to lines 9 to 12 of Algorithm 1. The main
idea is as follows: Let Y = (Σ

(k)
T )−1/2T (X). We can show that the covariance of Y is close to

identity and Y is sub-exponential, for some universal constant c > 0. Thus, we can apply the robust
mean estimation algorithm of Fact 13 to obtain an estimate µ̂ of the mean of Y . In addition, we
can show that (Σ

(k)
T )1/2µ̂ is a good estimate of µ∗ = EX∼Pθ∗ [T (X)], and therefore we can apply

Lemma 11 to get a new estimate θ(k+1).
Before we give the proofs of Lemmas 14 and 15, we show how they imply Theorem 7.

Proof [Proof of Theorem 7] Algorithm 1 starts by applying the robust mean estimation algorithm
for bounded covariance distributions (Fact 12) to obtain an estimate µ(0)

T of the true mean µ∗T =

EX∼Pθ∗ [T (X)] such that
∥∥µ(0)

T − µ∗T
∥∥

2
≤ O(

√
ε). Then it applies Lemma 11 to obtain an initial

estimate θ(0) of the underlying parameter θ∗ with ‖θ(0) − θ∗‖2 ≤ O(
√
ε).

In each refinement step k, assume that we have a current estimate θ(k) of the true parameter θ∗

such that ‖θ(k)−θ∗‖2 ≤ τk, for some τk > 0. Algorithm 1 first applies the algorithm of Lemma 14 to
compute an estimate Σ

(k)
T of the true covariance Σ∗T with

∥∥Σ
(k)
T −Σ∗T

∥∥
2
≤ O(‖θ(k)−θ∗‖2) ≤ O(τk).

Then it applies the algorithm of Lemma 15 to obtain a more accurate estimate θ(k+1) of the true
parameter θ∗ such that ‖θ(k+1) − θ∗‖2 ≤ τk+1, where τk+1 = O(

√
ετk + ε log(1/ε)). After K =

O(log log(1/ε)) iterations, we obtain an estimate θ̂ = θ(K) such that ‖θ̂−θ∗‖2 ≤ O(ε log(1/ε)). To
bound the sample complexity and the failure probability, we take ζ = 1/ log(1/ε) in Lemmas 11, 14
and 15. Therefore, the sample complexity is N = Õ(dK/ε2) = Õ(d/ε2) and the total failure
probability is at most O (K/ log(1/ε)) ≤ 1/100 by a union bound. Finally, by Lemma 35, it
follows that dTV (P

θ̂
, Pθ∗) ≤ O(‖θ̂ − θ∗‖2) ≤ O(ε log(1/ε)).

3.3. Implementing the Iterative Refinement Steps

In this subsection, we prove Lemmas 14 and 15. The following proposition connects the third
derivative of the log-partition function A(θ) of the exponential family Pθ with the third moment of
the sufficient statistics T (x) (see Appendix B.2 for the proof).

Proposition 16 Let Pθ be an exponential family with sufficient statistics T (x) and density Pθ(x) =
exp (〈T (x), θ〉 −A(θ)), θ ∈ Rd. Let µT = EX∼Pθ [T (X)] and ΣT = CovX∼Pθ [T (X)]. Then, for
any i, j, k ∈ [d], we have that ∂(ΣT )ij

∂θk
= EX∼Pθ [(T (X)− µT )i(T (X)− µT )j(T (X)− µT )k].

9
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As a consequence of Proposition 16, we can bound the difference between the covariance ma-
trices of the sufficient statistics of two exponential families with sub-exponential tails in terms of
the difference between their parameters (see Appendix B.3 for the proof).

Lemma 17 Let Ω ⊆ Rd be a convex set. Assume that for any θ ∈ Ω, the exponential family Pθ with
sufficient statistics T (x) has sub-exponential tails for a universal constant c > 0, i.e., for any θ ∈ Ω
and any unit vector v ∈ Rd, PrX∼Pθ [|〈v, T (X)−EX∼Pθ [T (X)]〉| > t] ≤ 2 exp(−ct). Then there
is a constant c′ > 0 such that for any θ1, θ2 ∈ Ω, we have that ‖ΣT (θ1)−ΣT (θ2)‖2 ≤ c′‖θ1−θ2‖2,
where for any θ ∈ Ω, ΣT (θ) = CovX∼Pθ [T (X)].

Proof [Proof of Lemma 14] Let Σ′T = CovX∼Pθ′ [T (X)]. From Lemma 17, it follows that
‖Σ′T − Σ∗T ‖2 ≤ O(‖θ′ − θ∗‖2) = O(δ). In addition, given θ′ ∈ Ω, we can efficiently sample
from a distribution within total variation distance γ = δ2ζ2

2d2(log d+log(12/ζ))
from Pθ′ .

SincePθ′ is sub-exponential and γ is sufficiently small, by standard properties of sub-exponential
distributions and the data processing inequality, it follows that the empirical estimate Σ̂T satis-
fies ‖Σ̂T − Σ′T ‖2 ≤ O(δ) with probability at least 1 − ζ. (Formally, this follows by picking
t = log(12/ζ) and n = d2(log d+log(12/ζ))

δ2ζ
in Claim 38.) This implies that ‖Σ̂T − Σ∗T ‖2 ≤

‖Σ̂T − Σ′T ‖2 + ‖Σ′T − Σ∗T ‖2 ≤ O(δ), completing the proof.

Proof [Proof of Lemma 15] Let Y =
(
Σ

(k)
T

)−1/2
T (X), µY = EX∼Pθ∗ [Y ] =

(
Σ

(k)
T

)−1/2
µ∗T , and

ΣY = CovX∼Pθ∗ [Y ] =
(
Σ

(k)
T

)−1/2
Σ∗T
(
Σ

(k)
T

)−1/2. From Condition 6 and Fact 21, we know that

c I � Σ∗T � c′ I for some universal constants c′ ≥ c > 0. Since
∥∥Σ

(k)
T − Σ∗T

∥∥
2
≤ δ ≤ δ0, we have

that (c− δ0) I � Σ
(k)
T � (c′ + δ0) I and for any unit vector v ∈ Sd−1, we have that∣∣vT (Σ

(k)
T )−1/2(Σ

(k)
T − Σ∗T )(Σ

(k)
T )−1/2v

∣∣ ≤ ∥∥(Σ
(k)
T )− Σ∗T

∥∥
2

∥∥(Σ
(k)
T )−1/2v

∥∥2

2

≤
∥∥(Σ

(k)
T )− Σ∗T

∥∥
2

∥∥(Σ
(k)
T )−1/2

∥∥2

2
=
∥∥(Σ

(k)
T )− Σ∗T

∥∥
2

∥∥(Σ
(k)
T )−1

∥∥
2
≤ O(δ) ,

which implies that

1−O(δ) = vT (Σ
(k)
T )−1/2Σ

(k)
T (Σ

(k)
T )−1/2v −O(δ) ≤ vT (Σ

(k)
T )−1/2Σ∗T (Σ

(k)
T )−1/2v

≤ vT (Σ
(k)
T )−1/2Σ

(k)
T (Σ

(k)
T )−1/2v +O(δ) = 1 +O(δ) .

Therefore, we have that ‖ΣY −I‖2 =
∥∥(Σ(k)

T

)−1/2
Σ∗T
(
Σ

(k)
T

)−1/2−I
∥∥

2
≤ O(δ). In addition, since

T (x) has sub-exponential tails by Condition 6 and Σ
(k)
T � (c− δ0) I , we know that Y also has sub-

exponential tails. Therefore, we can apply the robust mean estimation algorithm for approximately
known covariance distributions (Fact 13) to obtain an estimate µ̂ of µY such that ‖µ̂ − µY ‖2 ≤
O(
√
εδ + ε log(1/ε)) with probability at least 1− ζ/2. We thus have that∥∥(Σ(k)

T

)1/2
µ̂− µ∗T

∥∥
2

=
∥∥(Σ(k)

T

)1/2(
µ̂−

(
Σ

(k)
T

)−1/2
µ∗T
)∥∥

2
≤
∥∥Σ

(k)
T

∥∥1/2

2
· ‖µ̂− µY ‖2

≤
√
c′ + δ0 · ‖µ̂− µY ‖2 = O(

√
εδ + ε log(1/ε)) .

Then we apply Lemma 11 by taking
((

Σ
(k)
T

)1/2
µ̂, O

(√
εδ + ε log(1/ε)

)
, ζ/2

)
as input, to obtain a

vector θ(k+1) ∈ Ω such that ‖θ(k+1) − θ∗‖2 ≤ O
(∥∥(Σ(k)

T

)1/2
µ̂ − µ∗T

∥∥
2

)
≤ O(

√
εδ + ε log(1/ε)).

This completes the proof.
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4. Robustly Learning Ising Models

In this section, we prove Theorem 4, giving our efficient robust learning algorithm for Ising mod-
els without external field under Dobrushin’s condition. Due to space limitations, our analogous
algorithmic result for the non-zero external field case is given in Appendix C.3.

Throughout this section, we assume thatX is an Ising model satisfying the Dobrushin condition
for some fixed constant η > 0. Therefore, we will suppress any possible dependence on η in our
asymptotic notation in this section.

For the zero external field case, the density of an Ising model isPθ(x) = 1
Z(θ) exp((1/2)

∑
i,j∈[d] θijxixj),

where (θij)i,j∈[d] is a d×d real symmetric matrix with zero diagonal and Z(θ) is the partition func-
tion. By definition, Pθ is an exponential family with sufficient statistics T (x) = (xixj)1≤i<j≤d and
the projection of T (x) on a fixed direction is XTAX , where A ∈ Rd×d is a symmetric matrix with
zero diagonal and ‖A‖2F = 1/2.

As already mentioned, we view the Ising model distribution as an instance of a general expo-
nential family and apply Algorithm 1. The challenge lies in proving correctness. Let Ω be the set of
all θ such that Pθ satisfies Dobrushin’s condition. We will show that Condition 6 is satisfied for Ω,
and therefore Algorithm 1 succeeds in our context.

First note that, by our choice of Ω, its diameter is bounded (diam(Ω) = poly(d)), and we
can efficiently compute the projection of any point z ∈ Rd×(d−1)/2. Moreover, by Fact 9, we can
efficiently approximately sample from Ising models satisfying Dobrushin’s condition.

It remains to verify the first two statement of Condition 6. For the second statement, we need the
following sub-exponential concentration inequality for quadratic functions of (1 − η, α)-bounded
Ising models. (This inequality will also be needed for the non-zero external field case.)

Lemma 18 LetX ∼ Pθ be an Ising model satisfying Dobrushin’s condition and maxi∈[d] |θi| ≤ α,
where α > 0 is an absolute constant. Let A ∈ Rd×d be a symmetric matrix with zero diagonal
and b ∈ Rd. For any x ∈ {±1}d, define f(x) = (x − v)TA(x − v) + bTx, where v satisfies
‖v −E[X]‖2 ≤ δ, for some constant δ > 0. Then there is a universal constant c > 0 such that
Pr[|f(X)−E[f(X)]| > t] ≤ 2 exp

(
−(ct)/(‖A‖2F + ‖b‖22)1/2

)
.

Lemma 18 can be derived via machinery developed in Götze et al. (2019) (see Appendix C.1). From
Lemma 18, it follows that the sufficient statistics T (x) has sub-exponential tails, for some universal
constant c > 0.

It remains to verify the first statement of Condition 6, i.e., to show that for any θ ∈ Ω the
Ising model distribution Pθ satisfies CovX∼Pθ [T (X)] � c′ I , for some universal constant c′ > 0.
Equivalently, it suffices to show that for any unit vector w ∈ Sd×(d−1)/2−1, it holds

wTCovX∼Pθ [T (X)]w = VarX∼Pθ [w
TT (X)]≥c′ .

We start with some very basic intuition about this statement. Note that in the very special case
where θij = 0,∀i, j ∈ [d], X ∼ Pθ is the uniform distribution on the hypercube, i.e., its coordinates
are independent Rademacher random variables. In this case, it is easy to see that for any symmetric
matrix A ∈ Rd×d we have that Var[XTAX] = 2

∑
i 6=j A

2
ij . Intuitively, for any (M,α)-bounded

Ising model (possibly containing a non-zero external field) for some constantsM,α > 0, the entries
of X are nearly independent, which allows us to prove the following variance lower bound.

Our result in this context is the following theorem, which may be of independent interest.

11
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Theorem 19 Let X ∼ Pθ be an (M,α)-bounded Ising model (possibly with non-zero external
field), for some constants M,α > 0. There is a constant c(M,α) > 0 such that for any symmetric
matrix A ∈ Rd×d with zero diagonal and any v ∈ Rd, we have that

Var[(X − v)TA(X − v)] ≥ c(M,α)‖A‖2F .

Due to space limitations, the proof of Theorem 19 is deferred to Appendix C.2. Here we provide a
brief outline of the proof. By definition, we can write

Var[(X − v)TA(X − v)] =
1

2
E
[(

(X − v)TA(X − v)− (Y − v)TA(Y − v)
)2]

=
1

2
E
[(

(X − Y )TA(X + Y − 2v)
)2]

.

Since there are dependencies between each Xi and Yi, it is not easy to bound from below the
expectation of the quadratic form directly. By Lemma 32, we know that Cov[X] � c′(M,α) I , for
some universal constant c′(M,α) > 0. A natural idea is to reduce the original problem to lower
bounding the variance of a linear form.

Define the random variables S = {i ∈ [d] | Xi = Yi} and ASij = Aij ,∀i /∈ S, j ∈ [d], WS
i =

I[i ∈ S]Xi − vi, ∀i ∈ [d]. The key observation is that conditioning on a fixed set S, the marginal
distributions of XS and X−S are independent (2M, 2α)-bounded Ising model distributions. In
addition, conditioning on a fixed set S, X−Y only depends onX−S , andX+Y −2v only depends
on XS . Therefore, we can write

E(X,Y )

[(
(X − Y )TA(X + Y − 2v)

)2 | S]
= E(XS ,X−S)

[(
XT
−SA

SWS
)2 | S] = EXS

[
EX−S

[(
XT
−SA

SWS
)2 | XS , S

]
| S
]

≥ EXS
[
λmin

(
EX−S

[
X−SX

T
−S | S

])
‖ASWS‖22 | S

]
≥ c′(M,α)E

[
‖ASWS‖22 | S

]
,

where λmin

(
EX−S

[
X−SX

T
−S | S

])
denotes the minimum eigenvalue of EX−S

[
X−SX

T
−S | S

]
.

Given this, we can express E
[
‖ASWS‖22 | S

]
in terms of the variance of a linear form, and apply

Lemma 32 again to obtain the desired lower bound.
We are now ready to prove the main result of this section.

Proof [Proof of Theorem 4] Let Ω = {(θij)1≤i<j≤d ∈ Rd×(d−1)/2 | maxi∈[d]

∑i−1
j=1 |θji| +∑d

j=i+1 |θij | ≤ 1 − η}, where η > 0 is the constant in Definition 3. Let θ ∈ Ω and Pθ be the
corresponding Ising model distribution. By definition, Pθ1 is an exponential family with sufficient
statistics T (x) = (xixj)1≤i<j≤d. In order to apply Algorithm 1, we check each statement in Con-
dition 6 one by one. By our choice of Ω, we know that diam(Ω) = O(d) and we can efficiently
compute the projection of any point z ∈ Rd×(d−1)/2. From Fact 9, we can sample from Pθ within
total variation distance γ in time O(d(log d+ log(1/γ))), for any γ > 0. Therefore, the third state-
ment holds. From Lemma 18, there is a universal constant c > 0 such that for any symmetric matrix
A ∈ Rd×d with zero diagonal and any t > 0, we have that PrX∼Pθ [|XTAX − E[XTAX]| >
t] ≤ 2 exp (−(ct)/‖A‖F ), which implies the second statement in Condition 6. Moreover, by The-
orem 19, we know that there is a universal constant c′ > 0 such that for any symmetric matrix

1. For simplicity, we also use θ to denote the d× d symmetric matrix with zero diagonal.

12
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A ∈ Rd×d with zero diagonal, we have that Var[XTAX] ≥ c′‖A‖2F , which implies the first state-
ment in Condition 6. Therefore, by Theorem 7, we can efficiently obtain an estimate θ̂ ∈ Ω such
that dTV (P

θ̂
, Pθ∗) ≤ O(‖θ̂ − θ∗‖F ) ≤ O(ε log(1/ε)) with probability at least 99/100. In addition,

by our algorithm θ̂ ∈ Ω, and thus the output hypothesis satisfies Dobrushin’s condition.
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Appendix

Appendix A. Omitted Technical Preliminaries

A.1. Basic Facts about Sub-exponential Distributions

Here we present basic facts about sub-exponential distributions. The reader is referred to Vershynin
(2018).

Definition 20 (Sub-Exponential Distribution) A distributionD over R is sub-exponential if there
is a constant c > 0 such that for any t > 0, we have PrX∼D [|X −E[X]| > t] ≤ 2 exp(−c t). We
say that a distribution D′ over Rd is sub-exponential if there is a constant c′ > 0 such that for any
unit vector v ∈ Sd−1 and any t > 0, we have that PrX∼D′ [|〈v,X −E[X]〉| > t] ≤ 2 exp(−c′ t).

Fact 21 Let X be a mean-zero random variable, and suppose that there is a constant K > 0 such
that for any t > 0, Pr[|X| > t] ≤ 2 exp(−t/K). Then there is a constant C > 0 such that for any
real number p ≥ 1, E[|X|p] ≤ (CKp)p. In addition, there is a constant C ′ > 0 such that for any
0 < |λ| < 1/(C ′K), we have that E[exp(λX)] ≤ exp(C ′2K2λ2).

The following result establishes that, for any sub-exponential distribution, the empirical mean
and empirical covariance converge fast to the true mean and covariance.

Lemma 22 (see, e.g., Vershynin (2018); Kuchibhotla and Chakrabortty (2018)) LetD be a sub-
exponential distribution over Rd with mean µ and covariance Σ. Let X1, . . . , Xn be i.i.d. samples
drawn from D, µ̂n = 1

n

∑n
i=1Xi be the empirical mean, and Σ̂n = 1

n

∑n
i=1 (Xi − µ̂n)(Xi − µ̂n)T

be the empirical covariance. Then there exist constants c1, c2 > 0 such that the following holds:

1. With probability at least 1− 2 exp(−t2), we have that

‖µ̂n − µ‖2 ≤ c1 max(δ, δ2) ,

where δ =
√

d
n + t√

n
, and

2. With probability at least 1− 6 exp(−t), we have that

∥∥∥Σ̂n − Σ
∥∥∥

2
≤ c2d

(√
t+ log d

n
+

((t+ log d) log n)2

n

)
,

A.2. Basic Facts on Optimization of Smooth and Strongly Convex Functions

In this section, we provide some background on smooth and strongly convex optimization.

Definition 23 Let Ω ⊆ Rd be a convex set and f : Ω → R be twice continuously differentiable.
For m > 0, we say that f is m-strongly convex over Ω if∇2f(x) � mI , for all x ∈ Ω. We say that
f is L-smooth over Ω if −LI � ∇2f(x) � LI for all x ∈ Ω.
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Algorithm 2: Projected gradient descent for strongly convex smooth optimization
Input : an m-strongly convex and L-smooth function f over a convex set Ω and a

constant δ > 0.
Output: an x̂ ∈ Ω such that ‖x̂− x∗‖2 ≤ δ, where x∗ = arg minx∈Ω f(x).

1 Let x0 ∈ Ω be an arbitrary initial point and T = O
(
L
m log

(
diam(Ω)

δ

))
.

2 for t = 0 to T − 1 do
3 rt = xt − 1

L∇f(xt).
4 xt+1 = arg minx∈Ω ‖x− rt‖2.
5 end
6 return xT .

Notation Let X ⊆ Rd be a convex set. We denote diam(X ) to be the diameter of X in Euclidean
norm, i.e., diam(X ) = supx,y∈X ‖x− y‖2. For an arbitrary point x ∈ Rd, we denote PX (x) to be
the Euclidean projection of x to X , i.e., PX (x) = arg minz∈X ‖z − x‖2.

The following projected gradient descent method for minimizing a smooth and strongly convex
function is standard.

Fact 24 (Nesterov (2018)) Let f : Ω → R be L-smooth and m-strongly convex. Let x∗ =
arg minx∈Ω f(x). The iterates in Algorithm 2 satisfy

‖xt+1 − x∗‖22 ≤
(

1− m

L

)
‖xt − x∗‖22 .

Therefore, after T = O
(
L
m log

(
diam(Ω)

δ

))
iterations, we have that ‖xT − x∗‖2 ≤ δ.

A.3. Basic Properties of Ising Models

Here we present some basic properties of Ising models, which will be used throughout this paper.
Our first property states that if we arbitrarily fix the states of an arbitrary set of points, the conditional
distribution of other points is still an Ising model.

Fact 25 Let X ∼ Pθ be an Ising model supported on {±1}d and I ⊆ [d]. For any fixed vector
x−I ∈ {±1}−I , the conditional distribution of XI over {±1}I conditioning on X−I = x−I is
an Ising model with interaction matrix θ′ij = θij , for all i, j ∈ I , and external field θ′i = θi +∑

j /∈I θijxj , for all i ∈ I .

The proof of this fact is standard, but we provide it here for completeness.
Proof Let xI , x′I ∈ {±1}I . We calculate the ratio of conditional probabilities for two configurations
xI and x′I , as follows:

Pr[XI = xI | X−I = x−I ]

Pr[XI = x′I | X−I = x−I ]
=

exp
(∑

i,j∈I θijxixj +
∑

i∈I xi

(
θi +

∑
j /∈I θijxj

))
exp

(∑
i,j∈I θijx

′
ix
′
j +

∑
i∈I x

′
i

(
θi +

∑
j /∈I θijxj

)) .
Therefore, the conditional distribution of XI conditioning on X−I = x−I is an Ising model with
interaction matrix (θij)i,j∈I and external field θ′i = θi +

∑
j /∈I θijxj .
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Our second property states that for an arbitrary (M,α)-bounded Ising model, every point has
sufficiently large variance.

Fact 26 Let X ∼ Pθ be an (M,α)-bounded Ising model supported on {±1}d. Then, for every
i ∈ [d] and xi ∈ {±1}, we have that

exp(−2(α+M))

1 + exp(−2(α+M))
≤ Pr[Xi = xi] ≤

exp(2(α+M))

1 + exp(2(α+M))
.

Therefore, we also have that

Var[Xi] = 4Pr[Xi = 1]Pr[Xi = −1] ≥ 4

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

.

Proof By definition of the Ising model, we can write

Pr[Xi = xi] =
∑

x−i∈{±1}d−1

Pr[X−i = x−i] ·Pr[Xi = xi | X−i = x−i]

=
∑

x−i∈{±1}d−1

Pr[X−i = x−i] ·
exp

(
θixi + xi

∑
j 6=i θijxj

)
exp

(
θixi + xi

∑
j 6=i θijxj

)
+ exp

(
−θixi − xi

∑
j 6=i θijxj

)
=

∑
x−i∈{±1}d−1

Pr[X−i = x−i] ·
exp

(
2θixi + 2xi

∑
j 6=i θijxj

)
1 + exp

(
2θixi + 2xi

∑
j 6=i θijxj

) .
Since X is an (M,α)-bounded Ising model and the function f(t) = et

1+et is monotonically increas-
ing, we have that

exp(−2(α+M))

1 + exp(−2(α+M))
≤

exp
(

2θixi + 2xi
∑

j 6=i θijxj

)
1 + exp

(
2θixi + 2xi

∑
j 6=i θijxj

) ≤ exp(2(α+M))

1 + exp(2(α+M))
, (1)

which implies that exp(−2(α+M))
1+exp(−2(α+M)) ≤ Pr[Xi = xi] ≤ exp(2(α+M))

1+exp(2(α+M)) .
Let pi = Pr[Xi = 1]. We directly calculate E[Xi] and Var[Xi] as follows.

E[Xi] = Pr[Xi = 1]−Pr[Xi = −1] = 2pi − 1,

Var[Xi] = 1−E[Xi]
2 = 1− (2pi − 1)2 = 4pi(1− pi) .

Hence, from inequality (1), we have that

Var[Xi] = 4Pr[Xi = 1]Pr[Xi = −1] ≥ 4

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

,

which completes the proof.
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A.4. Dobrushin’s uniqueness condition

Here we introduce the original definition of Dobrushin’s condition through the influence between
points in general graphical model.

Definition 27 (Influence in graphical models) Let D be a distribution over some set of points V .
Let Sj denote the set of state pairs (X,Y ) which differ only at point j. Then the influence of point
j ∈ V on point i ∈ V is defined as

I(j, i) = max
(X,Y )∈Sj

dTV (Di(· | X−i), Di(· | Y−i)) ,

where Di(· | X−i), Di(· | Y−i) denote the marginal distribution of point i conditioning on X−i and
Y−i respectively.

Definition 28 (Dobrushin’s uniqueness condition) LetD be a distribution over some set of points
V . Then D is said to satisfy Dobrushin’s uniqueness condition if maxi∈V

∑
j∈V I(j, i) < 1.

For Ising models, Chatterjee (2005) proves that maxi∈V
∑

j 6=i |θij | < 1 implies the Dobrushin’s
uniqueness condition.

A.5. Glauber Dynamics

The Glauber dynamics for Ising models proceeds as follows:

1. Start at any initial state X(0) ∈ {±1}d.

2. Pick a point i ∈ [d] uniformly at random and update X(t)
i as follows:

X
(t+1)
i = x w.p.

exp
(
θix+

∑
j 6=i θijX

(t)
j x
)

exp
(
θi +

∑
j 6=i θijX

(t)
j

)
+ exp

(
−θi −

∑
j 6=i θijX

(t)
j

) .
A.6. Concentration and Anti-concentration of Ising models

Several recent works have studied the concentration and anti-concentration of functions of Ising
models Gheissari et al. (2018); Götze et al. (2019); Daskalakis et al. (2017); Adamczak et al. (2019).
Here we record some results which will be used throughout this article.

The following fact states that for any (1−η, α)-bounded Ising model, for some constants η, α >
0, the corresponding Ising model distribution is sub-Gaussian.

Fact 29 (Götze et al. (2019)) Let Pθ be an Ising model satisfying Dobrushin’s condition, and
maxi∈[d] |θi| ≤ α for some constant α > 0. Then there is a constant c(α, η) > 0 such that for
any b ∈ Rd and any t > 0, we have that

PrX∼Pθ
[∣∣bTX −E

[
bTX

]∣∣ > t
]
≤ 2 exp

(
− t2

c(α, η)‖b‖22

)
,

where η > 0 is the constant in Definition 3.
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The following concentration property for quadratic forms of Ising models will be used to estab-
lish appropriate concentration inequalities.

Fact 30 (Gheissari et al. (2018)) LetX ∼ Pθ be an Ising model satisfying Dobrushin’s condition.
Let A ∈ Rd×d be a symmetric matrix with zero diagonal and b ∈ Rd. For any x ∈ {±1}d, define
f(x) = (x− v)T A (x− v) + bT x, where v = E[X]. Then there is a constant c(η) > 0 such that

Var[f(X)] ≤ c(η)(‖A‖2F + ‖b‖22) ,

where η is the constant in Definition 3.

We will require the following fact, which states that if the Ising model satisfies Dobrushin’s
condition, then changing the state of a single point will have small influence on other ones.

Fact 31 (Dagan et al. (2020)) Let Pθ be an Ising model satisfying Dobrushin’s condition. Fix
i ∈ [d] and let µ1

−i denote the conditional expectation over x−i conditioning on xi = 1, and
µ−1
−i denote the conditional expectation over x−i conditioning on xi = −1. Then, we have that∥∥µ1
−i − µ

−1
−i
∥∥

1
≤ 2(1− η)/η, and

∑
j 6=i |Cov[Xi, Xj ]| ≤ (1− η)/η, where η > 0 is the constant

in Definition 3.

We will also require the following anti-concentration result for linear forms on bounded Ising
models:

Fact 32 (Dagan et al. (2020)) Let X ∼ Pθ be an (M,α)-bounded Ising model, where M,α > 0
are constants. Then there is a constant c(M,α) > 0 such that for any vector b ∈ Rd, we have that

Var[bTX] ≥ c(M,α)‖b‖22 .

As a consequence of Fact 32, for any (M,α)-bounded Ising model X , we have that Cov[X] �
c(M,α) I .

A.7. Basic Properties of Exponential Families

Here we record some basic facts about exponential families.
The first fact says that for an arbitrary exponential family, the mean of the sufficient statistics

is exactly the gradient of the log-partition function, and the covariance of the sufficient statistics is
exactly the Hessian of the log-partition function.

Fact 33 (see, e.g., Wainwright and Jordan (2008)) Let X ∼ Pθ be an exponential family over
X with sufficient statistics T (x) and probability density function Pθ(x) = exp (〈T (x), θ〉 −A(θ)),
θ ∈ Rd. Let µT = E[T (X)] and ΣT = Cov[T (X)]. Then, we have that ∇θA(θ) = µT and
∇2
θA(θ) = ∂µT

∂θ = ΣT .

We include the proof for completeness.
Proof Let Z(θ) = exp(A(θ)) =

∑
x∈X exp (〈T (x), θ〉). From elementary calculation, we have

that

∇A(θ) = ∇ lnZ(θ) =
∇Z(θ)

Z(θ)
=

∑
x∈X exp(〈T (x), θ〉)T (x)

Z(θ)
= µT ,
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and

∇2A(θ) =
∂µT
∂θ

=
∂

∂θ

(∑
x∈X exp(〈T (x), θ〉)T (x)

Z(θ)

)
=

∑
x∈X exp(〈T (x), θ〉)T (x)T (x)T

Z(θ)

−
(∑

x∈X exp(〈T (x), θ〉)T (x)
) (∑

x∈X exp(〈T (x), θ〉)T (x)T
)

Z(θ)2

= E[T (X)T (X)T ]− µTµTT = ΣT .

The following fact connects the KL-divergence between two exponential families with their
parameters in an explicit form.

Fact 34 (see, e.g., Wainwright and Jordan (2008)) Let Pθ, Pθ′ be exponential families with prob-
ability density functions Pθ(x) = exp (〈T (x), θ〉 −A(θ)) and Pθ′(x) = exp (〈T (x), θ′〉 −A(θ′)),
where the parameters θ, θ′ ∈ Rd. Let µT = EX∼Pθ [T (X)], µ′T = EX∼Pθ′ [T (X)], ΣT =
CovX∼Pθ [T (X)], and Σ′T = CovX∼Pθ′ [T (X)]. Then, we have that

dKL(Pθ, Pθ′) = 〈θ − θ′, µT 〉 −A(θ) +A(θ′).

Combining this with Fact 33, we obtain that ∇θ′dKL(Pθ, Pθ′) = µ′T − µT and ∇2
θ′dKL(Pθ, Pθ′) =

Σ′T .

Proof From the definition of KL-divergence, we have that

dKL(Pθ, Pθ′) = EX∼Pθ

[
ln

(
Pθ(x)

Pθ′(x)

)]
= EX∼Pθ [〈T (X), θ − θ′〉]−A(θ) +A(θ′)

= 〈θ − θ′, µT 〉 −A(θ) +A(θ′) .

A.8. Proof of Lemma 10

From the definition of L(θ, µT ) = 〈θ, µT 〉 − A(θ) and Fact 33, it follows that for any θ ∈ Ω, we
have that

∇2
θL(θ, µT ) = −∇2

θA(θ) = −CovX∼Pθ [T (X)] � −c I .
Hence, for any fixed µT ∈ Rd, the objective function L(θ, µT ) is c-strongly concave and therefore
has a unique maximizer θµT ∈ Ω. From Fact 34, we have that

L(θ∗, µ∗T )− L(θ′, µ∗T ) = 〈θ∗ − θ′, µ∗T 〉 −A(θ∗) +A(θ′) = dKL(Pθ∗ , Pθ′), and

0 ≤ L(θ′, µ′T )− L(θ∗, µ′T ) = 〈θ′ − θ∗, µ′T 〉 −A(θ′) +A(θ∗) ,

where we used the fact that, given µ′T ∈ Rd, L(θ, µ′T ) attains its maximum at θ = θ′ over Ω. Adding
the above two equations together, we get

〈θ∗ − θ′, µ∗T − µ′T 〉 =
(
L(θ∗, µ∗T )− L(θ′, µ∗T )

)
+
(
L(θ′, µ′T )− L(θ∗, µ′T )

)
≥ dKL(Pθ∗ , Pθ′) .

(2)
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In addition, from Taylor’s theorem, we can rewrite dKL(Pθ∗ , Pθ′) as follows

dKL(Pθ∗ , Pθ′) = dKL(Pθ∗ , Pθ′)− dKL(Pθ∗ , Pθ∗)

= ∇θ′dKL(Pθ∗ , Pθ′)
∣∣∣
θ′=θ∗

+
1

2
(θ′ − θ∗)T∇2

θ′dKL(Pθ∗ , Pθ′)
∣∣∣
θ′=θ′′

(θ′ − θ∗)

=
1

2
(θ′ − θ∗)TCovX∼Pθ′′ [T (x)](θ′ − θ∗)

≥ c

2
‖θ′ − θ∗‖22 , (3)

where θ′′ = λθ′ + (1 − λ)θ∗ for some 0 ≤ λ ≤ 1 and we apply Fact 34 in the third equality.
Combining (2) and (3), we obtain that

‖θ∗ − θ′‖2 ‖µ∗T − µ′T ‖2 ≥ 〈θ∗ − θ′, µ∗T − µ′T 〉 ≥ dKL(Pθ∗ , Pθ′) ≥
c

2
‖θ′ − θ∗‖22 ,

which implies that

‖θ∗ − θ′‖2 ≤
2

c
‖µ∗T − µ′T ‖2 ≤

2δ

c
.

This completes the proof.

A.9. From Parameter Distance to Total Variation Distance

The following lemma shows that for any exponential family Pθ∗ , if the sufficient statistics T (x) is
sub-exponential, then a good estimate for the parameter θ∗ yields a good estimate in total variation
distance.

Lemma 35 Let Pθ∗ be an exponential family over X with parameter θ∗ ∈ Rd and sufficient statis-
tics T (x). Let θ̂ ∈ Rd such that ‖θ̂ − θ∗‖2 ≤ δ, for some sufficiently small constant δ > 0. If for
any unit vector v ∈ Rd, PrX∼Pθ∗ [|〈v, T (X) − E[T (X)]〉| > t] ≤ 2 exp(−ct), for all t > 0, then
dTV (P

θ̂
, Pθ∗) ≤ c′‖θ̂ − θ∗‖2, for some constant c′ > 0.

Proof Let θ = θ̂ − θ∗. Define g(x) = 〈T (x), θ〉 −EX∼Pθ∗ [〈T (x), θ〉]. By definition, we have that
EX∼Pθ∗ [g(X)] = 0, and for any x ∈ X ,

P
θ̂
(x)

Pθ∗(x)
=

exp(〈T (x), θ̂〉 −A(θ̂))

exp (〈T (x), θ∗〉 −A(θ∗))
=

exp(〈T (x), θ〉)
exp(A(θ̂)−A(θ∗))

=
exp(〈T (x), θ〉)∑

x∈X exp(〈T (x), θ̂〉 −A(θ∗))

=
exp(〈T (x), θ〉)∑

x∈X exp(〈T (x), θ〉) · exp(〈T (x), θ∗〉 −A(θ∗))
=

exp(〈T (x), θ〉)
EX∼Pθ∗ [exp(〈T (X), θ〉)]

=
exp(g(x))

EX∼Pθ∗ [exp(g(X))]
= exp(g(x))/w ,

where w = EX∼Pθ∗ [exp(g(X))]. In order to bound the total variation distance, we bound the

χ2-distance between P
θ̂

and Pθ∗ . Recall that for any two distributions p, q over X , χ2(p, q)
def
=
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∫
X

(
dp
dq − 1

)2
dq, we have that

χ2(P
θ̂
, Pθ∗) = EX∼Pθ∗

[(
P
θ̂
(X)

Pθ∗(X)
− 1

)2
]

=
EX∼Pθ∗

[
(exp(g(X))− w)2

]
w2

=
EX∼Pθ∗ [exp(2g(X))]

w2
− 1 ≤ EX∼Pθ∗ [exp(2g(X))]− 1 ,

where we apply w ≥ 1 in the last inequality, since

w = EX∼Pθ1 [exp(g(X))] ≥ exp
(
EX∼Pθ1 [g(X)]

)
= 1

by Jensen’s inequality. By our assumption, there is a constant c1 > 0 such that

PrX∼Pθ∗ [|g(X)−E[g(X)]| > t] ≤ 2 exp

(
− c1t

‖θ‖2

)
.

Hence, from Fact 21, there is a constant c2 > 0 such that as long as |λ| ≤ c1
c2‖θ‖2 , we will have

that EX∼Pθ1 [exp(λg(X))] ≤ exp(c2
2λ

2‖θ‖22/c2
1). Now we assume that ‖θ‖22 = ‖θ̂ − θ∗‖22 ≤ δ2 ≤

c2
1/4c

2
2 and derive that

χ2(P
θ̂
, Pθ∗) ≤ EX∼Pθ∗ [exp(2g(X))]− 1 ≤ exp(4c2

2‖θ‖22/c2
1)− 1 ≤ 8c2

2‖θ‖22/c2
1 ,

where we apply the elementary inequality ex ≤ 1 + 2x, for x ≤ 1. Therefore,

dTV (P
θ̂
, Pθ∗) ≤

√
χ2(P

θ̂
, Pθ∗)

2
≤ 2c2‖θ̂ − θ∗‖2/c1 .

Appendix B. Omitted Proofs from Section 3

B.1. Proof of Lemma 11

The following simple claim shows that under Condition 6, the likelihood function of the exponential
family is smooth and strongly convex.

Claim 36 Fix µT ∈ Rd. For any θ ∈ Ω, define L(θ, µT ) = 〈θ, µT 〉 −A(θ), where A(θ) is the log-
partition function for the exponential family Pθ with sufficient statistics T (x). If Condition 6 holds,
then −L(θ, µT ) is L-smooth and m-strongly convex, for some constants L,m > 0 independent of
the vector µT .

Proof Let f(θ) = −L(θ, µT ) and we have that ∇f(θ) = EX∼Pθ [T (X)] − µT and ∇2f(θ) =
CovX∼Pθ [T (X)]. From the first statement in Condition 6, we know that CovX∼Pθ [T (X)] �
mI for some universal constant m > 0, and thus f(θ) is m-strongly convex. In addition, from
the second statement in Condition 6, we know that there exists a constant c > 0 such that for
any parameter θ ∈ Ω and any unit vector v ∈ Sd−1, PrX∼Pθ [|〈v, T (X) − E[T (X)]〉| > t] ≤
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2 exp(−ct),∀t > 0. From Fact 21, we have that CovX∼Pθ [T (X)] � LI , for some universal
constant L > 0 and thus f(θ) is L-smooth.

Since −L(θ, µT ) is L-smooth and m-strongly convex, one can apply Projected Gradient De-
scent (PGD) to efficiently compute the maximum likelihood estimator arg maxθ∈Ω L(θ, µT ) for
any fixed µT ∈ Rd. A small wrinkle is that, in order to apply vanilla PGD (Algorithm 2), we need
access to exact gradients and projections. In our setting, this is not possible in general: For general
exponential families, it is computationally hard to compute ∇(−L(θ, µT )) = EX∼Pθ [T (X)]− µT
exactly. To address this minor issue, we need to slightly modify Algorithm 2 and its analysis, where
we use sufficiently accurate approximations to the gradient and the projection.

Algorithm 3: Projected gradient descent for strongly convex smooth optimization with
approximate gradient and projection

Input : L-smooth and m-strongly convex function f over Ω and parameters δ, δ1, δ2 > 0.
Output: x̂ ∈ Ω such that ‖x̂− x∗‖2 ≤ δ + δ2+δ1/L

1−
√

1−m/L
, where x∗ = arg minx∈Ω f(x).

1 Let x0 ∈ Ω be an arbitrary initial point and T = O
(
L
m log

(
diam(Ω)

δ

))
.

2 for t = 0 to T − 1 do
3 Compute gt such that ‖gt −∇f(xt)‖2 ≤ δ1.
4 rt = xt − 1

L g
t.

5 Compute xt+1 ∈ Ω such that ‖xt+1 − PΩ(rt)‖2 ≤ δ2, where
PΩ(rt) = arg minx∈Ω ‖x− rt‖2.

6 end
7 return xT ;

The following simple claim adapts the analysis of PGD to work with approximate gradients and
projections.

Claim 37 Let f : Ω → R be L-smooth and m-strongly convex and x∗ = arg minx∈Ω f(x). The
iterates in Algorithm 2 satisfy

‖xt+1 − x∗‖2 ≤ δ2 + δ1/L+
√

1−m/L‖xt − x∗‖2 .

Therefore, after T = O
(
L
m log

(
diam(Ω)

δ

))
iterations, we have that ‖xT −x∗‖2 ≤ δ+ δ2+δ1/L

1−
√

1−m/L
.

Proof From Fact 24, we have that∥∥xt+1 − x∗
∥∥

2
≤
∥∥xt+1 − PΩ(rt)

∥∥
2

+

∥∥∥∥PΩ(rt)− PΩ

(
xt − 1

L
∇f(xt)

)∥∥∥∥
2

+

∥∥∥∥PΩ

(
xt − 1

L
∇f(xt)

)
− x∗

∥∥∥∥
2

≤
∥∥xt+1 − PΩ(rt)

∥∥
2

+

∥∥∥∥rt − (xt − 1

L
∇f(xt)

)∥∥∥∥
2

+

∥∥∥∥PΩ

(
xt − 1

L
∇f(xt)

)
− x∗

∥∥∥∥
2

=
∥∥xt+1 − PΩ(rt)

∥∥
2

+
1

L

∥∥gt −∇f(xt)
∥∥

2
+

∥∥∥∥PΩ

(
xt − 1

L
∇f(xt)

)
− x∗

∥∥∥∥
2

≤ δ2 + δ1/L+
√

1−m/L‖xt − x∗‖2 ,
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where we apply ‖PΩ(x) − PΩ(y)‖2 ≤ ‖x − y‖2, ∀x, y ∈ Rd in the second inequality. Therefore,
we can write

‖xT − x∗‖2 −
δ2 + δ1/L

1−
√

1−m/L
≤
√

1−m/L

(
‖xT−1 − x∗‖2 −

δ2 + δ1/L

1−
√

1−m/L

)

≤ (1−m/L)T/2

(
‖x0 − x∗‖2 −

δ2 + δ1/L

1−
√

1−m/L

)
≤ (1−m/L)T/2diam(Ω) .

Claim 37 tells us that if we are able to efficiently approximate the projection of an arbitrary
point in Rd to Ω and the gradient of the function, then we can efficiently solve the underlying
minimization problem. From Condition 6, we can efficiently approximate the projection of any
point in Rd within error 1/poly(d). Note that for any fixed µT ∈ Rd, the gradient of the negative
likelihood is equal to∇(−L(θ, µT )) = EX∼Pθ [T (X)]− µT . Therefore, it suffices to show that for
any given parameter θ, we can efficiently estimate the mean EX∼Pθ [T (X)] within small error. This
is done in the following claim:

Claim 38 LetP,Q be distributions on Rd. Assume thatQ is sub-exponential and that dTV (P,Q) ≤
γ for some parameter γ > 0. Let µ and Σ denote the mean and covariance of distribution
Q respectively. Let X1, . . . , Xn be i.i.d. samples drawn from P and µ̂n = 1

n

∑n
i=1Xi, Σ̂n =

1
n

∑n
i=1 (Xi − µ̂n)(Xi − µ̂n)T be the empirical mean and covariance. Then there exist constants

c1, c2 > 0 such that the following holds:

1. With probability at least 1 − 2 exp(−t2) − nγ, we have that ‖µ̂n − µ‖2 ≤ c1 max(δ, δ2),

where δ =
√

d
n + t√

n
.

2. With probability at least 1− 6 exp(−t)− nγ, we have that

∥∥∥Σ̂n − Σ
∥∥∥

2
≤ c2d

(√
t+ log d

n
+

((t+ log d) log n)2

n

)
.

Proof Let Y1, . . . , Yn be n i.i.d. samples drawn from Q. Let

µn =
1

n

n∑
i=1

Yi, and Σn =
1

n

n∑
i=1

(Yi − µn)(Yi − µn)T .

By the data processing inequality for the total variation distance, we can write

dTV (µn, µ̂n) ≤ dTV ((X1, . . . , Xn), (Y1, . . . , Yn)) ≤ ndTV (P,Q) ≤ nγ

and similarly

dTV (Σn, Σ̂n) ≤ dTV ((X1, . . . , Xn), (Y1, . . . , Yn)) ≤ ndTV (P,Q) ≤ nγ .
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We pick optimal couplings (µ̂n, µn) and (Σ̂n,Σn). From Lemma 22, there exist constants c1, c2 > 0
such that

Pr
[
‖µ̂n − µ‖2 > c1 max(δ, δ2)

]
≤ Pr [µ̂n 6= µn] + Pr

[
‖µn − µ‖2 > c1 max(δ, δ2)

]
≤ 2 exp(−t2) + nγ ,

and

Pr

[∥∥∥Σ̂n − Σ
∥∥∥

2
> c2d

(√
t+ log d

n
+

((t+ log d) log n)2

n

)]

≤ Pr
[
Σ̂n 6= Σn

]
+ Pr

[
‖Σn − Σ‖2 > c2d

(√
t+ log d

n
+

((t+ log d) log n)2

n

)]
≤ 6 exp(−t) + nγ .

We are now ready to prove Lemma 11.

Proof [Proof of Lemma 11] LetL(θ, µ′T ) = 〈θ, µ′T 〉−A(θ),∀θ ∈ Ω and θ′ = arg maxθ∈Ω L(θ, µ′T ).
By Lemma 10, we have that ‖θ′ − θ∗‖2 ≤ O(δ). If we pick δ1 = δ2 = δ and apply Algorithm 3
to the function −L(θ, µ′T ), it will return a point θ̂ ∈ Ω with ‖θ̂ − θ′‖2 ≤ O(δ), since by Claim 36
−L(θ, µ′T ) is L-smooth and m-strongly convex, for some universal constants L,m > 0. This
implies that ‖θ̂ − θ∗‖2 ≤ ‖θ̂ − θ′‖2 + ‖θ′ − θ∗‖2 ≤ O(δ).

Now we show that the above process is efficient and bound the failure probability. By Condi-
tion 6, diam(Ω) ≤ exp(dc) for some constant c > 0. Given an arbitrary θ ∈ Ω, we can sample
from a distribution within total variation distance γ = δ2ζ

2d(d2+log(1/δ)) log
(

4(dc+log(1/δ))
ζ

) from Pθ in

time poly
(
d
δζ

)
. Hence, if we pick t =

√
log
(

4(dc+log(1/δ))
ζ

)
and n = Ω(t2d/δ2) in Claim 38, we

are able to estimate the gradient∇θ(−L(θ, µ′T )) = EX∼Pθ [T (X)]− µ′T within error δ with proba-

bility at least 1−O
(

ζ
dc+log(1/δ)

)
. Since there are T = O

(
L
m log

(
diam(Ω)

δ

))
= O(dc + log(1/δ))

iterations, by union bound, the algorithm will output a θ̂ with ‖θ̂− θ∗‖2 ≤ O(δ) with probability at
least 1− ζ.
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B.2. Proof of Proposition 16

Let Z(θ) = exp(A(θ)) be the normalizing factor. Fix i, j, k ∈ [d]. We calculate the partial deriva-
tive ∂(ΣT )ij

∂θk
as follows.

∂(ΣT )ij
∂θk

=
∂

∂θk
(EX∼Pθ [(T (X)− µT )i(T (X)− µT )j ])

=
∂

∂θk

(∑
x∈X exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j

Z(θ)

)
=
∑
x∈X

∂

∂θk

(
exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j

Z(θ)

)

=
∑
x∈X

∂
∂θk

(exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j)

Z(θ)

− ∂Z(θ)

∂θk

∑
x∈X

exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j
Z(θ)2

.

Noting that

∂

∂θk
(exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j)

= exp(〈T (x), θ〉)T (x)k(T (x)− µT )i(T (x)− µT )j −
∂(µT )i
∂θk

exp(〈T (x), θ〉)(T (x)− µT )j

− ∂(µT )j
∂θk

exp(〈T (x), θ〉)(T (x)− µT )i

= exp(〈T (x), θ〉)T (x)k(T (x)− µT )i(T (x)− µT )j − (ΣT )ik exp(〈T (x), θ〉)(T (x)− µT )j

− (ΣT )jk exp(〈T (x), θ〉)(T (x)− µT )i ,

we have that

∑
x∈X

∂
∂θk

(exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j)

Z(θ)

=
∑
x∈X

exp(〈T (x), θ〉)T (x)k(T (x)− µT )i(T (x)− µT )j
Z(θ)

−
(ΣT )ik

∑
x∈X exp(〈T (x), θ〉)(T (x)− µT )j

Z(θ)

−
(ΣT )jk

∑
x∈X exp(〈T (x), θ〉)(T (x)− µT )i

Z(θ)

= EX∼Pθ [T (x)k(T (x)− µT )i(T (x)− µT )j ]− (ΣT )ikEX∼Pθ [(T (x)− µT )j ]

− (ΣT )jkEX∼Pθ [(T (x)− µT )i]

= EX∼Pθ [T (x)k(T (x)− µT )i(T (x)− µT )j ] .
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Therefore,

∂(ΣT )ij
∂θk

=
∑
x∈X

∂
∂θk

(exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j)

Z(θ)

− ∂Z(θ)

∂θk

∑
x∈X

exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j
Z(θ)2

= EX∼Pθ [T (x)k(T (x)− µT )i(T (x)− µT )j ]

−
(∑

x∈X exp(〈T (x), θ〉)T (x)k

Z(θ)

)(∑
x∈X

exp(〈T (x), θ〉)(T (x)− µT )i(T (x)− µT )j
Z(θ)

)
= EX∼Pθ [T (x)k(T (x)− µT )i(T (x)− µT )j ]−EX∼Pθ [T (x)k]EX∼Pθ [(T (x)− µT )i(T (x)− µT )j ]

= EX∼Pθ [(T (x)− µT )i(T (x)− µT )j(T (x)− µT )k] .

This completes the proof.

B.3. Proof of Lemma 17

Let θ ∈ Ω and Pθ be the corresponding exponential family with sufficient statistics T (x). Let
µT (θ) = EX∼Pθ [T (x)] and ΣT (θ) = CovX∼Pθ [T (x)]. Let v ∈ Sd−1 be a unit vector such that
‖ΣT (θ1)− ΣT (θ2)‖2 =

∣∣vT (ΣT (θ1)− ΣT (θ2))v
∣∣. Define f(θ) = vTΣT (θ)v. By the mean value

theorem, we have that

‖ΣT (θ1)− ΣT (θ2)‖2 =
∣∣vTΣT (θ1)v − vTΣT (θ2)v

∣∣ = |f(θ1)− f(θ2)|

= |〈∇f(θ̃), θ1 − θ2〉|

≤
∥∥∥∇f(θ̃)

∥∥∥
2
· ‖θ1 − θ2‖2 ,

where θ̃ = λθ1 + (1− λ)θ2 for some 0 ≤ λ ≤ 1. Therefore, we only need to show that
∥∥∥∇f(θ̃)

∥∥∥
2

is upper bounded by a universal constant c′ > 0. Let w ∈ Sd−1 be the unit vector such that∥∥∥∇f(θ̃)
∥∥∥

2
= 〈w,∇f(θ̃)〉. By our definition of function f(θ), we have that

∥∥∥∇f(θ̃)
∥∥∥

2
= 〈w,∇f(θ̃)〉 =

d∑
k=1

∂f(θ̃)

∂θk
· wk =

d∑
k=1

vT

(
∂ΣT (θ̃)

∂θk

)
v · wk =

∑
i,j,k∈[d]

vivjwk
∂(ΣT )ij(θ̃)

∂θk

=
∑

i,j,k∈[d]

vivjwkEX∼P
θ̃

[
(T (X)− µT (θ̃))i(T (X)− µT (θ̃))j(T (X)− µT (θ̃))k

]
= EX∼P

θ̃
[〈T (X)− µT (θ̃), v〉2〈T (X)− µT (θ̃), w〉]

≤
√
EX∼P

θ̃
[〈T (X)− µT (θ̃), v〉4] ·

√
EX∼P

θ̃
[〈T (X)− µT (θ̃), w〉2],

where we apply Proposition 16 in the fifth equality and the last inequality comes from Cauchy–Schwarz.
From Fact 21, we know that both EX∼P

θ̃
[〈T (X) − µT (θ̃), v〉4] and EX∼P

θ̃
[〈T (X) − µT (θ̃), w〉2]

are upper bounded by universal constants. Hence we obtain that
∥∥∥∇f(θ̃)

∥∥∥
2
≤ c′ for some universal

constant c′ > 0.
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Appendix C. Omitted Proofs from Section 4

C.1. Proof of Lemma 18

Fact 39 (Götze et al. (2019)) Let X ∼ Pθ be an Ising model satisfying Dobrushin’s condition and
maxi∈[d] |θi| ≤ α, where α > 0 is an absolute constant. Let f : {±1}d → R be an arbitrary

function. Define function Df : {±1}d → Rd as Df(x)i = f(xi+)−f(xi−)
2 , ∀x ∈ {±1}d,∀i ∈ [d],

where xi+ is the vector obtained from x by replacing the i-th coordinate with 1 and xi− is the one
that is obtained by replacing the i-th coordinate with−1. Define the function Hf : {±1}d → Rd×d
as Hf(x)ij = D(Df(x)j)(x)i,∀x ∈ {±1}d,∀i, j ∈ [d]. If E[‖Df(X)‖22] ≤ 1 and ‖Hf(x)‖2F ≤
1,∀x ∈ {±1}d, then there is a constant c(α, η) > 0 such that

Pr[|f(X)−E[f(X)]| > t] ≤ 2 exp(−c(α, η) t) ,

where η > 0 is the constant in Definition 3.

Proof [Proof of Lemma 18] Let A ∈ Rd×d be a symmetric matrix with zero diagonal and b ∈ Rd
be such that 2‖A‖2F + ‖b‖22 = 1. Let f(X) = (X − v)TA(X − v) + bTX . From Fact 30, we can
write

E
[
‖Df(X)‖22

]
=

1

4

d∑
i=1

E
[
(f(Xi+)− f(Xi−))2

]
=

d∑
i=1

E

(bi + 2
∑
j 6=i

Aij(Xj − vj)

)2


=

d∑
i=1

E

[(
bi + 2

∑
j 6=i

Aij(Xj −E[Xj ]) + 2
∑
j 6=i

Aij(E[Xj ]− vj)

)2]

≤ 3
d∑
i=1

b2i + 12
d∑
i=1

Var

[∑
j 6=i

AijXj

]
+ 12

d∑
i=1

(∑
j 6=i

Aij(E[Xj ]− vj)

)2

≤ 3

d∑
i=1

b2i + 12

d∑
i=1

Var

[∑
j 6=i

AijXj

]
+ 12‖A‖2F ‖E[X]− v‖22

≤ 3‖b‖22 + (c′ + 12δ2)‖A‖2F ,

where in the first inequality we used the elementary identity 3(a2+b2+c2) ≥ (a+b+c)2,∀a, b, c ∈
R, and c′ > 0 is an absolute constant. In addition, we have that

Hf(x)ij =
Df(xi+)j −Df(xi−)j

2
=
f(xi+,j+)− f(xi+,j−)− f(xi−,j+) + f(xi−,j−)

4
= Aij ,

which implies that ‖Hf‖2F =
∑

i,j∈[d]A
2
ij = ‖A‖2F .

Hence, after a renormalization by 1/
√

max(3, c′ + 12δ2)(‖A‖2F + ‖b‖22), the assumptions in
Fact 39 are satisfied, and we have that

Pr[|f(X)−E[f(X)]| > t] ≤ 2 exp

− ct√
‖A‖2F + ‖b‖22

 ,

where c > 0 is an absolute constant.
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C.2. Proof of Theorem 19

By definition, we have that

Var[(X − v)TA(X − v)] =
1

2
E
[(

(X − v)TA(X − v)− (Y − v)TA(Y − v)
)2]

=
1

2
E
[(

(X − Y )TA(X + Y − 2v)
)2]

, (4)

where Y is an independent copy of X . Let S = {i ∈ [d] | Xi = Yi}. Then we can write

E
[(

(X − Y )TA(X + Y − 2v)
)2]

= 16E

E[(∑
i/∈S

Xi

(∑
j∈S

Aij(Xj − vj)−
∑
j /∈S

vjAij

))2]∣∣∣∣∣S


= 16E
[
E
[(
XT
−SA

SWS
)2 | S]] ,

where ASij = Aij for all i /∈ S, j ∈ [d] and WS
i = I[i ∈ S]Xi − vi, for all i ∈ [d].

Now for a fixed subset S ⊆ [d], we calculate the conditional probability Pr[X = x | S]. By
our definition of S, we have that

Pr[X = x | S] = Pr[X = x ∧ YS = xS ∧ Y−S = −x−S | S]

=
Pr[[X = x ∧ YS = xS ∧ Y−S = −x−S ]

Pr[S]

=

exp

(∑
i∈S,j∈S θijxixj +

∑
i/∈S,j /∈S θijxixj + 2

∑
i∈S θixi

)
Z(θ)2Pr[S]

,

where Z(θ) is the partition function of Ising model Pθ. Therefore conditioning on S, the marginal
distribution of X is exactly an Ising model distribution with parameters

θSij =

{
2θij i ∈ S, j ∈ S or i /∈ S, j /∈ S,
0 otherwise ,

and θSi =

{
2θi i ∈ S,
0 i /∈ S,

which implies that conditioning on S, the marginal distribution XS and X−S are independent
(2M, 2α)-bounded Ising model distributions and E[X−S | S] = 0. Therefore, from Fact 32, there
is a universal constant c1(M,α) > 0 such that

E
[(
XT
−SA

SWS
)2 | S] = EXS

[
EX−S

[(
XT
−SA

SWS
)2 | XS , S

]
| S
]

≥ EXS
[
λmin

(
EX−S

[
X−SX

T
−S | S

])
‖ASWS‖22 | S

]
≥ c1(M,α)E

[
‖ASWS‖22 | S

]
,

where λmin

(
EX−S

[
X−SX

T
−S | S

])
denotes the minimum eigenvalue of EX−S

[
X−SX

T
−S | S

]
and in the first inequality, we use the fact that conditioning on S, XS and X−S are independent.
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Therefore, we have that

E
[(

(X − Y )TA(X + Y − 2v)
)2]

= 16E
[
E
[(
XT
−SA

SWS
)2 | S]] (5)

≥ 16c1(M,α)E
[
E
[
‖ASWS‖22 | S

]]
= 16c1(M,α)E

E[∑
i/∈S

(∑
j∈[d]

aij(I[j ∈ S]Xj − vj)

)2∣∣∣∣∣S
]

= 4c1(M,α)E
[
‖A′(X + Y − 2v)‖22

]
, (6)

where A′ij = I[Xi 6= Yi]Aij for all i, j ∈ [d]. Now we write A′ = [I[X1 6= Y1]a1, · · · , I[Xd 6=
Yd]a

d]T , where (ai)T denotes the i-th row vector of matrix A. By linearity of expectation, we have
that

E
[
‖A′(X + Y − 2v)‖22

]
=

d∑
i=1

E
[
〈I[Xi 6= Yi]a

i, X + Y − 2v〉2
]
. (7)

By the law of total expectation, we can write

E
[
〈I[Xi 6= Yi]a

i, X + Y − 2v〉2
]

(8)

= Pr[Xi = 1, Yi = −1] ·E
[
〈ai, X + Y − 2v〉2 | Xi = 1, Yi = −1

]
+ Pr[Xi = −1, Yi = 1] ·E

[
〈ai, X + Y − 2v〉2 | Xi = −1, Yi = 1

]
≥ 2

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

E
[
〈ai, X + Y − 2v〉2 | Xi = 1, Yi = −1

]
, (9)

where the inequality comes from Proposition 26 and the fact that Y is an independent copy of X .
Now we try to bound E

[
〈ai, X + Y − 2v〉2 | Xi = 1, Yi = −1

]
. From Fact 25, conditioning

on Xi = q ∈ {±1}, X−i is an Ising model with parameter θ′ satisfying the following property

max
j∈[d]\{i}

|θ′j | ≤M + α, max
j∈[d]\{i}

∑
k∈[d]\{i,j}

|θ′jk| ≤M ,

which implies that conditioning on Xi = q, X−i is an (M,M +α)-bounded Ising model. Note that
X−i and Y−i are independent, conditioning on Xi = −1, Yi = 1, from Fact 32, there is a constant
c2(M,α) > 0 such that

E
[
〈ai, X + Y − 2v〉2 | Xi = 1, Yi = −1

]
≥ Var

[
〈ai, X + Y 〉 | Xi = 1, Yi = −1

]
= Var[〈ai, X〉 | Xi = 1] + Var[〈ai, Y 〉 | Yi = −1]

≥ c2(M,α)‖ai‖22 , (10)

Combine (7), (8) and (10), we obtain that

E
[
‖A′(X + Y − 2v)‖22

]
=

d∑
i=1

E
[
〈I[Xi 6= Yi]a

i, X + Y − 2v〉2
]

≥ 2

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2 d∑
i=1

E
[
〈ai, X + Y − 2v〉2 | Xi = 1, Yi = −1

]
≥ 2

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

c2(M,α)‖A‖2F . (11)
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Combine (4), (5) and (11), we know that there exists a constant c(M,α) > 0 such that

Var[(X − v)TA(X − v)] =
1

2
E
[(

(X − Y )TA(X + Y − 2v)
)2] ≥ c(M,α)‖A‖2F .

C.3. Robustly Learning Ising Models with Non-zero External Field

In this section, we provide an efficient algorithm that robustly learns an Ising model with nonzero-
external field. The main theorem of this section is the following:

Theorem 40 Let Pθ∗ be an Ising model. Let α > 0 and 0 < M < 1 be universal constants such
that maxi∈[d]

∑
j 6=i |θ∗ij | ≤ M and maxi∈[d] |θ∗i | ≤ α. Let 0 < ε ≤ ε0 for some universal constant

ε0 and S′ be an ε-corrupted set of samples from Pθ∗ . Let N be the size of S′. If there is a constant
c0 > 0 such that

4

(
M

1−M
+O(

√
ε)

)2

≤ (1− c0)

(
8

(
exp(−2(α+ 2M))

1 + exp(−2(α+ 2M))

)2

− 2M

1−M
− c0

)
, (12)

then there is a poly(d/ε) time algorithm that, for some N = Õ(d2/ε2)2, on input S′ and ε, re-
turns an Ising model P

θ̂
such that with probability at least 99/100, we have that dTV (P

θ̂
, Pθ∗) ≤

O(ε log(1/ε)). In addition, P
θ̂

satisfies the Dobrushin’s condition.

Intuitively, the theorem states that as long as the dependencies among each point and the external
fields are sufficiently small, we can properly learn the Ising model distribution within small total
variation distance in the strong contamination model. However, due to technical reasons, the con-
straint (12) is much stronger than the Dobrushin’s condition and we are not able to obtain an efficient
algorithm that learns the parameter θ∗ here.

Similar to the zero-external field case, we view the Ising model distribution Pθ as an instance of
an exponential family and try to apply Algorithm 1. However, if we choose the sufficient statistics
T (x) = ((xixj)1≤i<j≤d, (xi)i∈[d]) in the straightforward way, the first statement in Condition 6 will
not hold. For instance, consider the Ising model Pθ with θij = 0, ∀i, j ∈ [d] and θi = β,∀i ∈ [d]
for some β > 0, such that EX∼Pθ [Xi] = 1/2,∀i ∈ [d]. Let A ∈ Rd×d be such that Aij =

1√
d(d−1)(d+1)

, ∀i 6= j and bi = −
√

d−1
d(d+1) ,∀i ∈ [d]. In this case, we have that 2‖A‖2F + ‖b‖22 = 1

and

Var[XTAX + bTX] = Var[(X − v)TA(X − v) + (2Av + b)TX]

= Var[(X − v)TA(X − v)]

≤ c‖A‖2F =
c

d+ 1
,

where the last inequality comes from Fact 30 and c > 0 is an absolute constant.

2. Here we fixM,α and c0 to be universal constants. Therefore we will suppress any possible dependence onM,α and
c0 in our asymptotic notation in this section.
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To address this issue, we rewrite the density of an Ising model as the following “v-centered
form”. Let v ∈ Rd be an arbitrary fixed vector. By definition of the Ising model, we have that

Pθ(x) =
1

Z(θ)
exp

1

2

∑
i,j∈[d]

θijxixj +
d∑
i=1

θixi


=

1

Z(θ)
exp

1

2

∑
i,j∈[d]

θij(xi − vi)(xj − vj) +
d∑
i=1

(
θi +

∑
j∈[d]

θijvj

)
xi


=

1

Z(θ)
exp

(
1

2
(x− v)TJ(θ)(x− v) + h(θ)Tx

)
,

where J(θ)ij = θij , ∀i, j ∈ [d] and h(θ)i = θi +
∑

j∈[d] θijvj . If we write the probability density
function Pθ(x) in the “v-centered form” as an instance of an exponential family, the sufficient
statistics T (x) will be

T (x) = ((xi − vi)(xj − vj)1≤i<j≤d, (xi)1≤i≤d) ,

and the projection of T (x) on a fixed direction is

(X − v)TA(X − v) + bTX ,

where A ∈ Rd×d is a symmetric matrix with zero diagonal and b ∈ Rd with 2‖A‖2F + ‖b‖22 = 1.
In this way, by taking v to be an estimate of EX∼Pθ∗ [X], we are able to prove the following

lower bound for covariance of the sufficient statistics T (x) and then apply Algorithm 1 to robustly
learn the parameter J(θ∗) and h(θ∗) in the “v-centered form”.

Theorem 41 Let X ∼ Pθ be an Ising model. Let α > 0 and 0 < M < 1 be absolute constants
such that maxi∈[d]

∑
j 6=i |θij | ≤ M and maxi∈[d] |θi| ≤ α. Let v ∈ Rd be a vector such that

‖v −E[X]‖2 ≤ δ for some constant δ > 0. If there is a constant c0 > 0 such that

4

(
M

1−M
+ δ

)2

≤ (1− c0)

(
8

(
exp(−2(α+ 2M))

1 + exp(−2(α+ 2M))

)2

− 2M

1−M
− c0

)
,

then there exists another constant c(α,M, c0) > 0 such that

Var[(X − v)TA(X − v) + bTX] ≥ c(α,M, c0)(‖A‖2F + ‖b‖22)

holds for all symmetric A ∈ Rd×d with zero diagonal and b ∈ Rd.

Proof By definition, we have that

Var[(X − v)TA(X − v) + bTX] =
1

2
E
[(

(X − v)TA(X − v)− (Y − v)TA(Y − v) + bTX − bTY
)2]

=
1

2
E
[(

(X − Y )T (A(X + Y − 2v) + b)
)2]

, (13)
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where Y is an independent copy of X . Let S = {i ∈ [d] | Xi = Yi} and we can write

E
[(

(X − Y )T (A(X + Y − 2v) + b)
)2]

= E

E[(∑
i/∈S

Xi

(
bi +

∑
j∈S

2aij(Xj − vj)−
∑
j /∈S

2vjaij

))2]∣∣∣∣∣S


= 4E
[
E
[(
XT
−S
(
ASWS + b−S

))2 | S]] ,
where ASij = Aij for all i /∈ S, j ∈ [d] and WS

i = 2 (I[i ∈ S]Xi − vi) for all i ∈ [d].
Now for a fixed subset S ⊆ [d], we calculate the conditional probability Pr[X = x | S]. By

definition of S, we have that

Pr[X = x | S] = Pr[X = x ∧ YS = xS ∧ Y−S = −x−S | S]

=
Pr[[X = x ∧ YS = xS ∧ Y−S = −x−S ]

Pr[S]

=

exp

(
2
∑

i∈S,j∈S θijxixj + 2
∑

i/∈S,j /∈S θijxixj + 2
∑

i∈S θixi

)
Z(θ)2Pr[S]

,

where Z(θ) is the partition function of Ising model Pθ. Therefore conditioning on S, the marginal
distribution of X is exactly an Ising model distribution with parameters

θSij =

{
2θij i ∈ S, j ∈ S or i /∈ S, j /∈ S,
0 otherwise ,

and θSi =

{
2θi i ∈ S,
0 i /∈ S,

which implies that conditioning on S, the marginal distribution XS and X−S are independent
(2M, 2α)-bounded Ising model distributions and E[X−S | S] = 0. Therefore, from Fact 32, there
is a constant c1(M,α) > 0 such that

E
[(
XT
−S
(
ASWS + b−S

))2 | S] = EXS

[
EX−S

[(
XT
−S
(
ASWS + b−S

))2 | XS , S
]
| S
]

≥ EXS
[
λmin

(
EX−S

[
X−SX

T
−S | S

])
‖ASWS + b−S‖22 | S

]
≥ c1(M,α)E

[
‖ASWS + b−S‖22 | S

]
,

where λmin

(
EX−S

[
X−SX

T
−S | S

])
denotes the minimum eigenvalue of EX−S

[
X−SX

T
−S | S

]
and in the first inequality, we use the fact that conditioning on S, XS and X−S are independent.
Therefore, we have that

E
[(

(X − Y )T (A(X + Y − 2v) + b)
)2]

(14)

= 4E
[
E
[(
XT
−S
(
ASWS + b−S

))2 | S]]
≥ 4c1(M,α)E

[
E
[
‖ASWS + b−S‖22 | S

]]
(15)

= c1(M,α)E

E[∑
i/∈S

(
bi +

∑
j∈[d]

2Aij(I[j ∈ S]Xj − vj)

)2∣∣∣∣∣S
]

= c1(M,α)E
[
‖A′(X + Y − 2v) + b′‖22

]
, (16)
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where A′ij = I[Xi 6= Yi]Aij for all i, j ∈ [d] and b′i = I[Xi 6= Yi]bi for all i ∈ [d]. Now we write
A′ = [I[X1 6= Y1]a1, · · · , I[Xd 6= Yd]a

d]T , where (ai)T denotes the i-th row vector of matrix A.
By linearity of expectation, we have that

E
[
‖A′(X + Y − 2v) + b′‖22

]
=

d∑
i=1

E
[(
〈I[Xi 6= Yi]a

i, X + Y − 2v〉+ b′i
)2]

. (17)

Fix some i ∈ [d]. Note that Y is an independent copy of X , we can write

E
[(
〈I[Xi 6= Yi]a

i, X + Y − 2v〉+ b′i
)2]

(18)

= Pr[Xi = 1, Yi = −1] ·E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = 1, Yi = −1
]

+ Pr[Xi = −1, Yi = 1] ·E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = −1, Yi = 1
]

≥ 2

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

·E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = −1, Yi = 1
]
, (19)

where the inequality comes from Proposition 26.
Now we bound E

[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = −1, Yi = 1
]

as follows. From Proposi-

tion 25, we know that conditioning on Xi = q ∈ {±1}, X−i is an Ising model over {±1}d−1 with
parameter θ′ satisfying the following property

max
j∈[d]\{i}

|θ′j | ≤M + α, max
j∈[d]\{i}

∑
k∈[d]\{i,j}

|θ′jk| ≤M,

which implies that conditioning on Xi = q, X−i is an (M,M + α)-bounded Ising model. Let µ1
−i

denote the conditional expectation over x−i conditioning on xi = 1 and µ−1
−i denote the conditional

expectation over x−i conditioning on xi = −1. Note thatX−i and Y−i are independent conditioning
on Xi = −1, Yi = 1, we have that

E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = 1, Yi = −1
]

= Var
[
〈ai, X + Y − 2v〉+ bi | Xi = 1, Yi = −1

]
+ E

[
〈ai, X + Y − 2v〉+ bi | Xi = 1, Yi = −1

]2
= Var[〈ai−i, X−i〉 | Xi = 1] + Var[〈ai−i, Y−i〉 | Yi = −1] +

(
bi + 〈ai−i, µ1

−i + µ−1
−i − 2v−i〉

)2
≥ Var[〈ai−i, X−i〉 | Xi = 1] + Var[〈ai−i, Y−i〉 | Yi = −1] + b2i + 2bi〈ai−i, µ1

−i + µ−1
−i − 2v−i〉

≥ Var[〈ai−i, X−i〉 | Xi = 1] + Var[〈ai−i, Y−i〉 | Yi = −1] + b2i − 2|bi|‖ai‖2‖µ1
−i + µ−1

−i − 2v−i‖2,

where we use Aii = 0, ∀i ∈ [d].
Let µ = E[X] and thus ‖µ− v‖2 ≤ δ by our assumption. From Fact 31, we know that

‖µ1
−i + µ−1

−i − 2v−i‖2 ≤ ‖µ1
−i + µ−1

−i − 2µ−i‖2 + 2‖µ−i − v−i‖2
= (1−Pr[Xi = 1])‖µ1

−i − µ−1
−i ‖2 + 2‖µ−i − v−i‖2

≤ ‖µ1
−i − µ−1

−i ‖1 + 2δ

≤ 2M

1−M
+ 2δ.
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From Fact 31 and Proposition 25, we have that

Var[〈ai−i, X−i〉 | Xi = q] =
∑

j 6=i,k 6=i
AijAikCov(Xj , Xk | Xi = q)

≥
∑
j 6=i

A2
ijVar[Xj | Xi = q]−

∑
j 6=i,k 6=i,k 6=j

|Aij ||Aik||Cov(Xj , Xk | Xi = q)|

≥
∑
j 6=i

A2
ijVar[Xj | Xi = q]−

∑
j 6=i,k 6=i,k 6=j

(A2
ij +A2

ik)|Cov(Xj , Xk | Xi = q)|
2

=
∑
j 6=i

A2
ij

(
Var[Xj | Xi = q]−

∑
k 6=j,k 6=i

|Cov(Xj , Xk | Xi = q)|

)

≥
∑
j 6=i

A2
ij

(
Var[Xj | Xi = q]− M

1−M

)

≥

(
4

(
exp(−2(α+ 2M))

1 + exp(−2(α+ 2M))

)2

− M

1−M

)
‖ai‖22.

Therefore, we have that

E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = 1, Yi = −1
]

≥ Var[〈ai−i, X−i〉 | Xi = 1] + Var[〈ai−i, Y−i〉 | Yi = −1] + b2i − 2|bi|‖ai‖2‖µ1
−i + µ−1

−i − 2v−i‖2

≥

(
8

(
exp(−2(α+ 2M))

1 + exp(−2(α+ 2M))

)2

− 2M

1−M

)
‖ai‖22 + b2i − 2|bi|‖ai‖2

(
2M

1−M
+ 2δ

)
≥ c0(‖ai‖22 + b2i ) , (20)

as long as

4

(
M

1−M
+ δ

)2

≤ (1− c0)

(
8

(
exp(−2(α+ 2M))

1 + exp(−2(α+ 2M))

)2

− 2M

1−M
− c0

)
.

Combine (17), (18) and (20), we obtain that

E
[
‖A′(X + Y − 2v) + b′‖22

]
=

d∑
i=1

E
[(
〈I[Xi 6= Yi]α

i, X + Y − 2v〉+ b′i
)2]

≥ 2

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2 d∑
i=1

E
[(
〈ai, X + Y − 2v〉+ bi

)2 | Xi = −1, Yi = 1
]

≥ 2c0

(
exp(−2(α+M))

1 + exp(−2(α+M))

)2

(‖A‖2F + ‖b‖22) . (21)

Combine (13), (14) and (21), we know that there is a constant c(α,M, c0) such that

Var[(X − v)TA(X − v) + bTX] =
1

2
E
[(

(X − Y )T (A(X + Y − 2v) + b)
)2]

≥ c(α,M, c0)(‖A‖2F + ‖b‖22).
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Proof [Proof of Theorem 40] From Fact 29, we know that X ∼ Pθ∗ is sub-Gaussian, and thus
CovX∼Pθ∗ � c0 I , for some universal constant c0 > 0. Hence, we can apply the robust mean
estimation algorithm for bounded covariance distributions (Fact 12) to obtain an estimate v ∈ Rd
with

∥∥v −EX∼Pθ∗ [X]
∥∥

2
≤ O(

√
ε).

Let Ω = {((θij)1≤i<j≤d ∈ Rd×(d−1)/2, (θi)i∈[d] ∈ Rd | maxi∈[d]

∑i−1
j=1 |θji|+

∑d
j=i+1 |θij | ≤

M,maxi∈[d] |θi| ≤ α}. For any θ ∈ Ω, define J(θ)ij = θij ,∀1 ≤ i < j ≤ d and h(θ)i =

θi +
∑i−1

j=1 θjivj +
∑d

j=i+1 θijvj ,∀i ∈ [d]. Let ΩJ,h = {(J(θ), h(θ)) | θ ∈ Ω}. Note that for
any θ1, θ2 ∈ Ω and any 0 < λ < 1, we have that J(λθ1 + (1 − λ)θ2) = λJ(θ1) + (1 − λ)J(θ2)
and h(λθ1 + (1 − λ)θ2) = λh(θ1) + (1 − λ)h(θ2), which implies that ΩJ,h is convex because
of the convexity of Ω. Let θ ∈ Ω and Pθ be the corresponding Ising distribution. We write Pθ
in the “v-centered form”, i.e., Pθ(x) = 1

Z(θ) exp
(

1
2(x− v)TJ(θ)(x− v) + h(θ)Tx

)
3, where Z(θ)

is the partition function. In this way, Pθ is an exponential family with sufficient statics T (x) =
((xi − vi)(xj − vj)1≤i<j≤d, (xi)1≤i≤d).

Now we check the statements in Condition 6 one by one in order to apply Algorithm 1 to obtain
an estimation of J(θ∗) and h(θ∗). By our choice of ΩJ,h, we know that diam(ΩJ,h) = O(d) and
we can efficiently compute the projection of any point z ∈ Rd×(d−1)/2. From Fact 9, we can sample
from Pθ within total variation distance γ in time O(d(log d+ log(1/γ))) for any γ > 0. Therefore
the third statement holds. From Lemma 18, there is a universal constant c > 0 such that for any
symmetric matrix A ∈ Rd×d with zero diagonal and b ∈ Rd, we have that

PrX∼Pθ [|f(X)−E[f(X)]| > t] ≤ 2 exp

− ct√
‖A‖2F + ‖b‖22

 ,

where f(x) = (x − v)TA(x − v) + bTx, ∀x ∈ {±1}d. This implies the second statement in
Condtion 6. Moreover, From Theorem 19, we know that there is a universal constant c′ > 0 such
that for any symmetric matrix A ∈ Rd×d with zero diagonal and b ∈ Rd, we have that

Var[(X − v)TA(X − v) + bTX] ≥ c′(‖A‖2F + ‖b‖22) ,

which implies the first statement in Condition 6. Then, we apply Algorithm 1 to obtain an estimation

Ĵ , ĥ with
√
‖Ĵ − J(θ∗)‖2F + ‖ĥ− h(θ∗)‖22 ≤ O(ε log(1/ε)). Let θ̂ij = Ĵij ,∀i, j ∈ [d] and θ̂i =

ĥi −
∑d

j=1 Ĵijvj . From Theorem 7, we have that

dTV (P
θ̂
, Pθ∗) ≤ O

(√
‖Ĵ − J(θ∗)‖2F + ‖ĥ− h(θ∗)‖22

)
≤ O(ε log(1/ε)),

where P
θ̂

denotes the Ising model distribution corresponding to parameter θ̂. In addition, by our
algorithm, we have that maxi∈[d]

∑
j 6=i |θ̂ij | ≤ 1 − η, and thus the output hypothesis satisfies Do-

brushin’s condition.

3. For simplicity, we also use J(θ) to note the d× d symmetric matrix with zero diagonal.
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