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A. Generalized Object Detection Benchmarks

We present the full benchmark results of PASCAL VOC
(Table 1) and COCO (Table 2) on the revised benchmark
used in this work. We report the average AP, AP50 and
APT75 for all the classes, base classes only, and novel classes
only in the tables. For each evaluation metric, we report
the average value of n repeated runs with different groups
of randomly sampled training shots (30 for PASCAL VOC
and 10 for COCO) as well as the 95% confidence interval
estimate of the mean values. The 95% confidence interval
is calculated by

s
T
Vn
where 1.96 is the Z-value, s is the standard deviation, and
n is the number of repeated runs.

95% CI =1.96 - (1

We compare two of our methods, one using a FC-based clas-
sifier (TFA w/fc) and one using a cosine similarity based
classifier (TFA w/cos). We also compare against a fine-
tuning baseline FRCN+£ft—-full and against FSRW (Kang
et al., 2019) using their released code on PASCAL VOC
shown in Table 1.

As shown in Table 1, TFA w/cos is able to significantly
outperform TFA w/fc in overall AP across most splits
and shots. We observe that using a cosine similarity based
classifier can achieve much higher accuracy on base classes,
especially in higher shots. On split 1 and 3, TFA w/cos
is able to outperform TFA w/ fc by over 3 points on bAP
on 5 and 10 shots. Across all shots in split 1, TFA w/cos
consistently outperforms TFA w/fc on nAP75 by over 2
points in the novel classes.

Moreover, the AP of our models is usually over 10 points
higher than that of FRCN+ft—-full and FSRW on all set-
tings. Note that FSRW uses YOLOV2 as the base object
detector, while we are using Faster R-CNN. Wang et al.
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(2019) shows that there are only about 2 points of difference
when using a one or two-stage detector. Therefore, our im-
provements should still be significant despite the difference
in the base detector.

We evaluate on COCO over six different number of shots
K =1,2,3,5,10, 30 shown in Table 2. Although the dif-
ferences are less significant than on PASCAL VOC, similar
observations can be made about accuracy on base classes
and novel classes.

B. Performance over Multiple Runs

In our revised benchmark, we adopt n repeated runs with
different randomly sampled training shots to increase the
reliability of the benchmark. In our experiments, we adopt
n = 30 for PASCAL VOC and n = 10 for COCO.

In this section, we provide plots of cumulative means with
95% confidence intervals of the repeated runs to show that
the selected value of n is sufficient to provide statistically
stable results.

We plot the model performance measured by AP, AP50 and
AP75 of up to 40 random groups of training shots across
all three splits in Figure 1. For COCO, we plot up to 10
random groups of training shots in Figure 2.

As we can observe from both Figure 1 and Figure 2, after
around 30 runs on PASCAL VOC and 8 runs on COCO, the
means and variances stabilize and our selected values of n
are sufficient to obtain stable estimates of the model perfor-
mances and reliable comparisons across different methods.

We also observe that the average value across multiple runs
is consistently lower than that on the first run, especially in
the one-shot case. For example, the average AP50 across
40 runs is around 15 points lower than the AP50 on the first
run in the 1-shot case on split 1 on PASCAL VOC. This
indicates that the accuracies on the first run, adopted by the
previous work (Kang et al., 2019; Yan et al., 2019; Wang
et al., 2019), often overestimate the actual performance
and thus lead to unreliable comparison between different
approaches.



Frustratingly Simple Few-Shot Object Detection

Table 1. Generalized object detection benchmarks on PASCAL VOC. For each metric, we report the average and 95% confidence interval
computed over 30 random samples.

Split | 4 shots | Method | Overall | Base class | Novel class

‘ ‘ ‘ AP AP50 AP75 ‘ bAP bAP50 bAP75 ‘ nAP nAP50 nAP75
FSRW (Kang et al., 2019) | 27.6 £ 0.5 50.8 £0.9 265+0.6|34.1+£05 629+09 326+05[80+1.0 142+17 79+1.1

1 FRCN+ft-full 30.240.6 49.4+40.7 322409 | 38.2+0.8 62.6+1.0 40.8t1.1 | 6.0£0.7 9.9+1.2 6.3+0.8
TFA wi/fc 39.6£0.5 63.5£0.7 43.24+0.7 | 48.7+£0.7 77.1£0.7 53.7£1.0 | 122+1.6 229+£25 11.6%+1.9

TFA w/cos 40.6+£0.5 64.5£0.6 44.7+0.6 | 49.4+04 77.6+£0.2 548405 | 142+14 253422 142+1.8

FSRW (Kang et al., 2019) | 28.7£0.4 52.24+0.6 27.7£0.5 | 33.9+04 61.8+£0.5 32.7+0.5 | 13.2+1.0 23.6+1.7 12.7£1.1

2 FRCN+ft-full 30.5£0.6 49.4+0.8 32.6+0.7 | 37.3+0.7 60.7£1.0 40.1£09 | 99+09 15.6£14 103%1.0
TFA w/fc 40.5+0.5 65.5£0.7 43.8+0.7 | 47.8+£0.7 75.840.7 52.2+1.0 | 189£1.5 345424 184+19

TFA w/cos 42.6+0.3 67.1+£04 47.0+£04 | 49.6+0.3 77.3+0.2 55.0+04 | 21.7£1.0 36.4+1.6 22.8+1.3

FSRW (Kang et al., 2019) | 29.5£0.3 53.3+0.6 28.6£0.4 | 33.840.3 61.2+£0.6 32.7+0.4 | 16.840.9 29.8+1.6 16.5£1.0

Split 1 3 FRCN+ft-full 31.8+0.5 51.4+08 34.240.6 | 37.9+0.5 61.3+0.7 40.7£0.6 | 13.7£1.0 21.6£1.6 14.8%1.1
TFA w/fc 41.8+£0.9 67.1£09 454+1.2 | 482+09 76.0+0.9 53.1£1.2 | 22.6£1.2 40.44+1.7 224+1.7

TFA w/cos 43.7£0.3 68.5+0.4 483+04 | 49.840.3 77.3+£0.2 55.4+04 | 254409 42.1+1.5 27.0£1.2

FSRW (Kang et al., 2019) | 30.4+£0.3 54.6+£0.5 29.6+0.4 | 33.7£0.3 60.7£0.4 32.84+0.4 | 20.6+£0.8 36.5+1.4 20.0+0.9

5 FRCN+ft-full 32.7+£0.5 52.5+0.8 35.0+£0.6 | 37.6+£04 60.6+£0.6 40.3£0.5 | 17.94+1.1 28.0+1.7 19.2+1.3
TFA wifc 41.9+0.6 68.0£0.7 45.0+0.8 | 47.2+£0.6 75.1£0.6 51.5+0.8 | 25.9+1.0 46.7+1.4 253+1.2

TFA w/cos 44.8+0.3 70.1£04 49.4+04 | 50.1+£0.2 77.4£03 55.6+0.3 | 28.9+0.8 479412 30.6£1.0
FRCN+ft-full 33.3+04 53.84£0.6 35.5+0.4 | 36.8+04 59.8+£0.6 39.2+0.4 | 22.7+0.9 35.6+1.5 24.4+1.0

10 TFA wi/fc 42.840.3 69.5£04 46.0+0.4 | 47.3+£0.3 754403 51.6+04 | 29.3+£0.7 52.0+1.1 29.0+0.9
TFA w/cos 45.8+0.2 71.3£03 504403 | 50.4+0.2 77.5£0.2 55.940.3 | 32.0+£0.6 52.8+1.0 33.7+0.7

FSRW (Kang et al., 2019) | 28.4+£0.5 51.7£09 27.340.6 | 35.7£0.5 64.8409 34.6+0.7 | 6.3£09 123+19 5.5+0.7

1 FRCN+ft-full 30.3+0.5 49.7+£0.5 32.3+£0.7 | 38.8+£0.6 63.2+£0.7 41.6+£0.9 | 5.0+£0.6 94+1.2  4.5+0.7
TFA wi/fc 36.2+0.8 59.6+0.9 38.7£1.0 | 45.6+£0.9 73.8+£0.9 49.4+1.2 | 8.1+1.2 169423 6.6+1.1

TFA w/cos 36.7+£0.6 59.9+£0.8 39.3+0.8 | 459+0.7 73.8+£0.8 49.8+1.1 | 9.0£1.2 183424 7.8+1.2

FSRW (Kang et al., 2019) | 29.4+0.3 53.1£0.6 285404 | 358+04 64.2+0.6 351405 | 9.9£0.7 19.6+1.3 8.8+0.6

5 FRCN+ft-full 30.7+£0.5 49.7+£0.7 32.9+0.6 | 38.4+0.5 61.6+£0.7 41.4+0.7 | 7.7£0.8 13.8+1.4 7.4+0.8
TFA wi/fc 38.5+£0.5 62.840.6 41.2+0.6 | 46.9+0.5 74.9+0.5 51.2+0.7 | 13.1+£1.0 264419 11.3£1.1
TFA w/cos 39.0+0.4 63.0+£0.5 42.1+£0.6 | 47.3+04 74.9+04 51.940.7 | 14.1+£0.9 27.5+1.6 12.7+1.0

FSRW (Kang et al., 2019) | 29.9+0.3 53.94+0.4 29.0+0.4 | 35.7+£0.3 63.5£04 35.14+04 | 12.5+£0.7 25.1+1.4 10.4+0.7

Split 2 3 FRCN+ft-full 31.14£0.3 50.1£0.5 33.240.5 | 38.1+04 61.0+0.6 41.2+0.5 | 9.84£09 174+£1.6 94+1.0
TFA w/fc 394404 64.2+0.5 42.0£0.5 | 47.5+£04 754+0.5 51.740.6 | 1524+0.8 30.5+1.5 13.1£0.8

TFA w/cos 40.1£0.3 64.5+0.5 43.3+04 | 48.1+£03 75.6+£04 529405 | 16.0+£0.8 30.9+1.6 14.44+0.9

FSRW (Kang et al., 2019) | 30.4+£0.4 54.6+0.5 29.5£0.5 | 353+0.3 62.4+£04 349405 | 15.7+£0.8 31.4+1.5 13.3£09

5 FRCN+ft-full 31.5£0.3 50.8+£0.7 33.6+04 | 37.9+04 60.4+0.6 40.8£0.5 | 124+09 219+£1.5 12.1+0.9
TFA w/fc 40.0+£04 65.1£0.5 42.6+0.5 | 47.5£04 75305 51.6%£0.5 | 17.5£0.7 34.6+1.1 155+09

TFA w/cos 40.9+04 65.7£0.5 44.1£0.5 | 48.6£04 76.2+0.4 53.3+0.5 | 17.8£0.8 34.1+1.4 16.2+1.0
FRCN+ft-full 322403 523+04 34.1+04 | 37.2+0.3 59.8404 39.9+04 | 17.0+£0.8 29.8£1.4 16.7+0.9

10 TFA w/fc 41.3+0.2 67.0£0.3 44.0+0.3 | 48.3£0.2 76.1+0.3 52.7+0.4 | 20.2£0.5 39.7+£0.9 18.0+0.7
TFA w/cos 423403  67.6+04 45.7+£03 | 494402 769403 54.54+0.3 | 20.840.6 39.5+1.1 19.2+0.6

FSRW (Kang et al., 2019) | 27.5£0.6 50.0+1.0 26.8+£0.7 | 34.5+0.7 62.5£1.2 33.5+0.7 | 6.7£1.0 125+1.6 6.4+1.0

1 FRCN+ft-full 30.8+£0.6 49.8+£0.8 32.94+0.8 | 39.6+0.8 63.7£1.0 42.5£09 | 4.5£0.7 8.1£1.3 4.2£0.7
TFA wlfc 39.0£0.6 62.3+0.7 42.1+0.8 | 49.5+0.8 77.840.8 54.0£1.0 | 7.8£1.1 15.7£2.1 6.5£1.0

TFA w/cos 40.1+£0.3  63.5+0.6 43.6£0.5 | 50.2+04 78.7+£0.2 55.1£0.5 | 9.6+1.1 179420 9.1+1.2

FSRW (Kang et al., 2019) | 28.7£0.4 51.840.7 28.1£0.5 | 34.5+04 62.0+£0.7 34.0+0.5 | 11.3+0.7 21.3+1.0 10.6£0.8

2 FRCN+ft-full 31.3£0.5 50.2+09 33.54+0.6 | 39.1+0.5 62.44+09 42.0+£0.7 | 8.0£0.8 13.9£14 7.9+09
TFA w/fc 41.1+£0.6  65.1£0.7 44.3+0.7 | 50.1£0.7 77.7+£0.7 54.8409 | 14.2£1.2 272420 12.6+1.3

TFA w/cos 41.8+04 65.6+0.6 453404 | 50.7£0.3 78.4+0.2 55.6+0.4 | 15.1+£1.3 27.2+2.1 144%15

FSRW (Kang et al., 2019) | 29.2+0.4 52.7+0.6 28.5+0.4 | 34.24+0.3 61.3£0.6 33.6+0.4 | 14240.7 26.8+1.4 13.1£0.7

Split 3 3 FRCN+t-full 32.1+£0.5 51.3+£0.8 34.3+0.6 | 39.1+£0.5 62.1+£0.7 42.1+£0.6 | 11.1+£0.9 19.0+1.5 11.2£1.0
TFA wi/fc 40.4£0.5 654£0.7 43.1+£0.7 | 47.8£0.5 75.6+£0.5 52.1+0.7 | 18.1+£1.0 34.7+£1.6 16.2+1.3
TFA w/cos 43.1£04 67.5£0.5 46.7£0.5 | 51.1+£0.3 78.6£0.2 56.3+0.4 | 18.941.1 343+1.7 18.1+14

FSRW (Kang et al., 2019) | 30.1+£0.3 53.84£0.5 29.3+0.4 | 34.1£0.3 60.5+0.4 33.6+0.4 | 18.0+£0.7 33.8+14 16.5+0.8

5 FRCN+ft-full 324405 51.7+£0.8 34.4+£0.6 | 38.5+£0.5 61.0£0.7 41.3+0.6 | 14.0+£09 239417 13.7+0.9
TFA wi/fc 41.3+0.5 67.1£0.6 44.0+0.6 | 48.0+£0.5 75.8+0.5 52.24+0.6 | 21.4+0.9 40.8+1.3 19.4+1.0

TFA w/cos 44.1£0.3  69.1+£04 47.84+0.4 | 51.3£0.2 78.5+0.3 56.4+0.3 | 22.840.9 40.8+1.4 22.1+1.1
FRCN+ft-full 33.1+£0.5 53.1+£0.7 35.2+0.5 | 38.0+£0.5 60.5+£0.7 40.7+£0.6 | 18.44+0.8 31.0+1.2 18.7£1.0

10 TFA w/fc 422404 68.3+0.5 449+40.6 | 48.5£04 762404 52.940.5 | 23.3£0.8 44.6+1.1 21.0+1.2
TFA w/cos 45.0+0.3 70.3+£04 489404 | 51.64+0.2 78.6+0.2 57.0+0.3 | 25.4+£0.7 45.6+1.1 24.7+1.1
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Table 2. Generalized object detection benchmarks on COCO. For each metric, we report the average and 95% confidence interval
computed over 10 random samples.

# shots | Method | Overall | Base class | Novel class
‘ AP AP50 AP75 APs APm API ‘ bAP bAPS50 bAP75 ‘ nAP nAP50 nAP75
FRCN+ft-full | 16.2+0.9 25.841.2 17.6£1.0 7.240.6 17.9+1.0 23.14+1.1|21.0+1.2 33.3+1.7 23.0£1.4| 1.7+£0.2 3.3+0.3 1.6£0.2
1 TFA w/fc 24.04+0.5 38.94+0.5 25.840.6 13.840.4 26.64+0.4 32.0+£0.6 | 31.5+0.5 50.7+£0.6 33.9+0.8 | 1.6+04 3.4+06 1.3+04

TFA w/cos |24.4+0.6 39.840.8 26.1+0.8 14.7+0.7 26.840.5 31.4+0.7 | 31.94+0.7 51.840.9 34.3+09 | 1.9+04 3.840.6 1.7£0.5

FRCN+ft-full | 15.8+£0.7 25.0+1.1 17.3+£0.7 6.6£0.6 17.24+0.8 23.5+0.7 | 20.0+0.9 31.4%1.5 222+1.0| 3.1£0.3 6.1£0.6 2.9+0.3
2 TFA w/fc | 24.5+0.4 39.3+0.6 26.5+0.5 13.94£0.3 27.1£0.5 32.7£0.7 | 31.4+0.5 49.840.7 34.3+0.6 | 3.8£0.5 7.8+0.8 3.240.6
TFA w/cos |24.9£0.6 40.1£0.9 27.0£0.7 14.9£0.7 27.3+0.6 32.34+0.6 | 31.9£0.7 50.8+1.1 34.840.8 | 3.9+:04 7.840.7 3.6+0.6

FRCN+ft-full | 15.04£0.7 23.9+1.2 16.44+0.7 6.0£0.6 16.1+0.9 22.6+0.9 | 18.8+0.9 29.5+1.5 20.7+0.9| 3.7£04 7.1£0.8 3.5+0.4
3 TFA w/fc | 24.9+0.5 39.7£0.7 27.1£0.6 14.1+£0.4 27.5£0.6 33.4+0.8 | 31.5+£0.6 49.6+0.7 34.6+0.7 | 5.0£0.5 99+1.0 4.6+0.6
TFA w/cos |25.3£0.6 40.4£1.0 27.6+0.7 14.8+£0.7 27.7+0.6 33.1+0.7 | 32.0£0.7 50.5+£1.0 35.1+0.7 | 5.1+£0.6 9.9+0.9 4.840.6

FRCN+ft-full | 14.4£0.8 23.0£1.3 15.6+0.8 5.6+£04 1524+1.0 21.9%1.1|17.6£0.9 27.8+£1.5 19.3+£1.0| 4.6+0.5 8.7+1.0 44406
5 TFA w/fc | 25.6+0.5 40.7+0.8 28.0+0.5 14.3+04 28.2+0.6 34.4+0.6|31.840.5 49.840.7 352+0.5| 6.9£0.7 13.4%+1.2 6.3£0.8
TFA w/cos | 25.94£0.6 41.2+0.9 28.4+0.6 15.0+0.6 28340.5 34.14+0.6 | 32.3£0.6 50.5+£0.9 35.6+0.6 | 7.0+£0.7 13.3£1.2 6.5+0.7

FRCN+ft-full | 13.4£1.0 21.8+1.7 1454+09 5.1+£04 143412 20.1+1.5]|16.1£1.0 25.7+1.8 17.5+1.0| 5.54+09 10.0£1.6 5.54+09
10 TFA w/fc | 26.2+0.5 41.840.7 28.6+0.5 14.5+0.3 29.0+0.5 35.2+0.6 | 32.0+0.5 49.9+0.7 35.3+0.6 | 9.1£0.5 17.3+1.0 8.5+0.5
TFA w/cos |26.6+0.5 42.240.8 29.0+0.6 15.0+£0.5 29.1+0.4 35.2+0.5 | 32.4+0.6 50.6+0.9 35.7+0.7 | 9.1+£0.5 17.1£1.1 8.8+0.5

FRCN+ft-full | 13.5£1.0 21.8+1.9 14.5£1.0 5.1£03 14.6+1.2 19.9£2.0| 15.6+1.0 24.8+1.8 16.9+1.0| 74+1.1 13.1£2.1 7.4+£1.0
30 TFA w/fc | 28.4+0.3 44.4+0.6 31.2+0.3 15.7£0.3 31.2£0.3 38.6+0.4 | 33.840.3 51.8+£0.6 37.6+£0.4 | 12.0+0.4 22.24+0.6 11.8+0.4
TFA w/cos |28.7+0.4 44.7+0.7 31.5+0.4 16.1+0.4 31.2+0.3 38.4+0.4 | 342404 52.31+0.7 38.0+0.4 | 12.1£0.4 22.0£0.7 12.0+0.5
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Figure 1. Cumulative means with 95% confidence intervals across 40 repeated runs, computed on the novel classes of all three splits of
PASCAL VOC. The means and variances become stable after around 30 runs.
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Figure 2. Cumulative means with 95% confidence intervals across 10 repeated runs, computed on the novel classes of COCO.
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