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Proof of Theorem 1

Nondecreasing and Concave:

We will first show that if V (s,,, £,,) is nondecreasing and concave in ¢,,, then so is
Fm(snv En) =E [ma - 6yn + zn + agv(sn—l +m, b1+ Tn)] ,

form =0,1,...,q. Assume
o 2V (sn,ly) > 0 (nondecreasing),
® %V(Sn7€n) < 0 (concavity).

Using the nondecreasing monotonicity of V (s, £,,) we can write

P naly”} 0
= >
al, Fm(snaén) (1 _ k’)sfl_l + agE 8£nv(sna£n) >0,

where the derivative can be brought inside the integral due to the monotone convergence theorem. Since 0 < a < 1, for the
second derivative we have
0? na(a — 1022 { H?

1
o Fr(spn,ln) = A—ms_, +a4E o V(sn,én)] < 0.

Hence, it is sufficient to show that V' (s,,, £,,) is nondecreasing and concave.

Finding the value function iteratively (i.e., value iteration) is a common approach which is known to converge (Sutton &
Barto, 2018): lim;_, o V;(s,£) = V (s, £). For brevity, we drop the time index from now on. We will next prove that V' (s, £)
is nondecreasing and concave iteratively. Initializing all the state values as zero, i.e., V°(s,¢) = 0, Vs, £, after the first
iteration we get

Vi(s,0) = mmin {E[am — By(x,2) + 2(5,0) + a,VO (s + z, £ + )},
B B o ne®
= E[z(s,0)] =0+ Tk =0+ T

where we used the fact that E[y] = 0 when = = 0 for all states. Differentiating with respect to ¢, we get

O vis.) =t >0, v 1)
a0 1Y TN Ty = TS

32 €a72

w‘fl(s,g) = 77@((1 — ].)m < 0, VS,
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sincen > 0,a € (0,1),b > 0,k < 0. Thus,V; (s, £) is nondecreasing and concave in /¢ for all s. Next, value function after
the second iteration becomes

Va(s, ) = min {E[Ozx — By(x,z) + 2(s,€) + agVi(s + z,0 + r)]}
o nte n+r)*
= min {E[am — By(z,2)] + 0+ A=k + agf + a4k [(lk)(squ)b} }

Denoting the optimum action with Z we will show that V5 (s, £) is nondecreasing and concave for any Z. Moreover, the
pointwise minimum of nondecreasing and concave functions is also nondecreasing and concave. The residents’ probability
of support E[y(z, z)] depends on past values of x and z, but not ¢ directly, so taking the derivative with respect to £ we get

2ty = D 2, )

ol o —k)sb V(1 —k)(s+x)
B ¢a-t E[(¢+r)*]
= ’I’}(Lm + agnam 2 07 VS
62 a—2 [(€+T)a 2}
6€2 (3 é) (CL - 1)m + agna( l)w < 0, Vs.

Hence, V5 (s, £) is nondecreasing and concave. Now, for any ¢, given that V;_1 (s, £) is nondecreasing and concave, we can
write

0 (a1 0 _

@Vi(s,é):na( st ; +agE 8£V 1(s+z,0)| >0, Vs (S2)
82 o= 2 82
2 Vi(s,€) = na(a — )( A 5 +agE {apVil(s —1—53,8)} <0, Vs.

Consequently, by mathematical induction, V' (s, £) is nondecreasing and concave.

Comparison of Derivatives:

Similarly, if we show that

gV(s—i—m €)<2 V(is+m—1,¢),

4 o
we can conclude that %Fm(s, 0) < % F—1(s, ) since
0 nat®! 0
%Fm(sn,én) = (1 — k)8271 + agE %V(Snfl + m,fn)
9 _ naliTh 9
aieanm,_l(Sn,gn)—m‘i’agE 8£nv(5n 1+m71 0 )

Starting again with Vj(s, £) = 0, Vs, ¢, from (S1) we can write the following inequality for the first iteration
gafl a Eafl

—_— < =V —-1,0) = .

A= Wermp S etm—LO=ng—mr—r—

For any 4, given that %Vg,l(s +m,0) < V 1(s +m — 1,£), from (S2) we have

0
@Vl(s +m,¢) =na

0 a—1
—Vi(s+m,?) =na

0
+asE | =Vici(s+m+ xl)] <

ol (1—Fk)(s +m)b B
QV-( +m—1,0) = e + (s+m—1+z,0)
aezs m , _na(lfk)(Squ*l)b agE (%218 m T

As a result, by mathematical induction we can conclude that %V(s +m,l) < %V(s +m—1,0).
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