Deep Reinforcement Learning with Smooth Policy

A. Appendix

We present two variants of DDPG with the proposed smoothness-inducing regularizer. The first algorithm, DDPG-SR-A,
directly learns a smooth policy with a regularizer that measures the non-smoothness in the actor network (policy). The second
variant, DDPG-SR-C, learns a smooth Q-function with a regularizer that measure the non-smoothness in the critic network
(Q-function). We present the details of DDPG-SR-A and DDPG-SR-C in Algorithm 2 and Algorithm 3, respectively.

Algorithm 2 DDPG with smoothness-inducing regularization on the actor network (DDPG-SR-A).

Input: step size for target networks a € (0, 1), coefficient of regularizer \s, perturbation strength €, number of iterations
to solve inner optimization problem D, number of training steps 7', number of training episodes M, step size for inner
maximization 73, step size for updating actor/critic network 7.
Initialize: randomly initialize the critic network Q4 (s, a) and the actor network 1i9(s), initialize target networks Q (s, a)
and pgs (s) with ¢’ = ¢ and ' = 6, initialize replay buffer R.
for episode=1...,M do
Initialize a random process e for action exploration.
Observe initial state sq.
fort=1...T do
Select action a; = pp(s¢) + €; where ¢, is the exploration noise.
Take action ay, receive reward r; and observe the new state s 1.
Store transition (s;, at, r¢, St+1) into the replay buffer R.
Sample mini-batch B of transitions {(s}, a}, ¢, s} 1) }icp from the replay buffer R.
Sety; =1y +7Q¢ (1115 o (s111)) fori € B. o
Update the critic network: ¢ <= argming >, 5 (y; — Q5(s, at))?.
for si € B do
Randomly initialize J;.
for/{=1...Ddo
8i ¢ 8; + 15V s | 1o (s}) — po(si +6,)| -
6; < p,(0,6)(6i)-
end for
Set 5% = si + 6.
end for
Update the actor network:

0+ 0+ % Z (antﬁ(S’a)’S:Si’a:ue(si)VGMG(S)‘S:Si - /\SVQHMQ(SzZ;) - M@@)Hi) .
i€B

Update the target networks:

0+ af + (1 — )b,
¢ +—ap+ (1—a)d.

end for
end for
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Algorithm 3 DDPG with smoothness-inducing regularization on the critic network (DDPG-SR-C).

Input: step size for target networks « € (0, 1), coefficient of regularizer g, perturbation strength e, number of iterations
to solve inner optimization problem D, number of training steps 7', number of training episodes M, step size for inner
maximization 7, step size for updating actor/critic network 7.
Initialize: randomly initialize the critic network Q4 (s, a) and the actor network 114(s), initialize target networks Q (s, a)
and pg (s) with ¢’ = ¢ and 6’ = 6, initialize replay buffer R.
for episode=1...,M do
Initialize a random process e for action exploration.
Observe initial state s7.
fort=1...T do
Select action a; = pg(s¢) + €; where ¢, is the exploration noise.
Take action ay, receive reward r; and observe the new state sy 1.
Store transition (s¢, at, r¢, S¢11) into replay buffer R.
Sample mini-batch B of transitions {(s}, a}, ¢, s! 1) }icp from the replay buffer R.
Sety; =} +7Q (511, pter (5i41)) fori € B.
for s; € Bdo
Randomly initialize 9;.
for/=1...Ddo
0;i < 0; + n&vts(Q(#(Si’ a’zlf) - Q¢>(S?& +9, ai))z'
0; H]Bd(o,e) (52)
end for
Set st = st + 6;.
end for
Update the critic network:

¢ argmlnz Q¢ sta at 2 +As Z(QC/)(‘S%? ai) - Qfﬁ(giv ai))z'

¢ i€EB i€EB

Update the actor network:

9%9+®ZVGQ¢ S, CL)|S sia=ug( VG,UQ( )’SZSi.
i€B

Update the target networks:

0+ af+ (1 — )b,
¢ +—ap+ (1—a)d.

end for
end for




