Supplementary Materials

A Analysis of spherical caps

In this section, we formulate some technical results on the volumes of spherical caps and their
intersections, which we extensively use in the proofs. Although they are similar to those formulated
in [1]], it is crucial for our problem that parameters defining spherical caps depend on d and may tend
to zero (both in dense and sparse regimes), while the results in [[1]] hold only for fixed parameters.
Also, in Lemma@, we extend the corresponding result from [[1]], as discussed further in this section.

A.1 Volumes of spherical caps

Let us denote by 1 the Lebesgue measure over R*1. By Cy () we denote a spherical cap of height
7 centered at x € S%, i.e., {y € 8% : (x,y) > v}; C(y) = p(Cx(7)) denotes the volume of a
spherical cap of height . Recall that throughout the paper for any variable v, 0 < v < 1, we let

4 := 4/1 — ~2. We prove the following lemma.
Lemma 1. Let v = v(d) be such that 0 < ~v < 1. Then

0 (d’1/2> < C(7) <O (d*1/2) 44 min {dl/z, i} .

Proof. In order to have similar reasoning with the proof of Lemma 2] we consider any two-
dimensional plane containing the vector x defining the cap Cx(v) and let p denote the orthogonal
projection from S¢ to this two-dimensional plane.

The first steps of the proof are similar to those in [1]] (but note that we analyze S? instead of
S9=1 which leads to slightly simpler expressions). Consider any measurable subset U of the
two-dimensional unit ball, then the volume of the preimage p~! (U) (relative to the volume of S¢) is:

I(U) = /WGU % ( 1 fTQ)d_:irdrqu.

We define a function g(r d¢, then we can rewrite the integral as

)= fd;:(m)eU

IU) = (d-1) /01 (1- rg)(d_g)/Qg(r) dr? .
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Let U = p (Cx(7)), then, using t = (1 — %) /42, where 4 = /1 — 72, we get
d—1

et =% )/1 (1) g(ryar? = (d_lwd_l/olg (VI=732) =2/ gy
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Note that from Equation (I)) we get thvolume of a hemisphere is C'(0) = 1/2, since g(r) = 7 for all
7 in this case and 4 = 1.

Now we consider an arbitrary v > 0 and note that g(r) = 2arccos(y/r) (see Figure[l). So, we
obtain



Figure 1: g(r)
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Now we note that z < arcsin(z) <z -7/2for0 < x <1, so
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Finally, we estimate
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This completes the proof. O
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A.2 Volumes of intersections of spherical caps

By Wx y(a, 5) we denote the intersection of two spherical caps centered at x € S dandy € S?
with heights a and 3, respectively, i.e., Wx y(a,8) = {z € 8% : (z,x) > «,(z,y) > [}. As for
spherical caps, by W («, 3, 8) we denote the volume of such intersection given that the angle between
x and y is 6.

We analyze the volume of the intersection of two spherical caps Cx(c) and Cy (). In the lemma
below we assume v < 1. However, it is clear that if v > 1, then either the caps do not intersect (if
a > [cosf and B > a cos 0) or the larger cap contains the smaller one.

v a?2+B2—2aB cos O

sin 6

(1) If o < Bcosb, then C(B)/2 < W(a, 5,0) < C(B) and

Lemma 2. Let vy = and assume that v < 1, then:

C(/B) - W(Oé,ﬁ, 9) S Cu,B @ (d_1> ’A)/d min {dl/27 i} ;

[\



(@) B> acosh, a> Bcosh (b) a < Bcosb

Figure 2: Intersection of spherical caps

(2) If B < acosb, then C(a)/2 < W(a, B8,0) < C(a) and

Cla) = W(as B.6) < Coun © (d-1) 5 min {dl/% i} :

(3) Otherwise,

(Cha +Ci5) © (471) 4% < W (@, 8,0) < (Cuva + Cup) © (d°1) 4% min {dm, 1} ;

Y
where
o _a(asind — |3 —a cosb|) o _5(ﬁsin9—|a—,8cosﬁ|)
he vy sinf R Y4 sin @ ’
c = ¥ a sinf 4 B sin 6

VB —acosf’ P T Sla— B cosd|

The cases considered in this lemma are illustrated in Figure 2}

This lemma differs from Lemma 2.2 in by, first, allowing the parameters «, 3, 6 depend on d
and, second, considering the cases (1) and (2), which are essential for the proofs. Namely, we use
the lower bound in (3) to show that with high probability we can make a step of the algorithm since
the intersection of some spherical caps is large enough (Figure[2a); we use the upper bounds in (1)
and (2) to show that at the final step of the algorithm we can find the nearest neighbor with high
probability, since the volume of the intersection of some spherical caps is very close to the volume of
one of them (Figure 2b)), see the details further in the proof.

Proof. Consider the plane formed by the the vectors x and y defining the caps and let p denote the
orthogonal projection to this plane. Let U = p(Wx y(«, 3)).

Denote by v the distance between the origin and the intersection of chords bounding the projections
of spherical caps. One can show that

\/a2 + 82 — 2B cos b

sin® 6

If o < B cos b, itis easy to see that W (e, 8,60) > 1C(B), since more than a half of Cy,(3) is covered
by the intersection (see Figure . Similarly, if 3 < accos, then W (a, 3,6) > 3C(c). Now we
move to the proof of (3) and will return to (1) and (2) after that.

If cosf < % and cosf < g, then we are in the situation shown on Figure [2al and the distance

between the intersection of spherical caps and the origin is ~y. As in the proof of Lemmal([T] denote
g(r) = fd):(r #yeu 4o, then the relative volume of p~1(U) is (see Equation (T))):

W (e, 5.0) = (d‘md_l/olg (VI=72) 0 .
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(@) B> acosh, a> Bcosh (b) a < Bcosh

Figure 3: g, (r) and gg(r)

The function g(r) can be written as g (r) + gs(r), where (see Figure[3a)
a e
g (1) = arccos (—) — arccos <> ,
r Y
gs(r) = arccos By _ arccos p .
r vy

Accordingly, we can write W («, 8,0) = Wy (a, 38,0) + Wa(a, 5, 0).

Let us estimate g, ( 1- ’y2t):

2 2
Jou (\/ 1- ﬁ%) = arcsin ( 1- OéA2t> — arcsin ( 1- O;)

1-%

) a? a? a? a?
= arcsin (1 1% '3/215) ? (1 — 72) =32

Note that

72 Pt ¥
1+ ——=-1|(1-t) <414+ 55— - 1< 55— (1-1).
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Now, we can write the lower bound for W, («, 8, 6). Let

ol Y7 sinf

)

Cl,a:< 1+ 2’?2 2_1>04 ’72—042204((3481119—|,3—ac0s0|)
Y=«
C},5 can be obtained by swapping « and 3.

Then the lower bound is
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Now we define C, o, (and, similarly, C', 5) as

o A L« fyzfaQ: 4 o sin 6
Y (- a?) B! 718 — a cosd|




Then
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‘We use the upper bound
1t 1—1¢
s < {VTa
2t v
and obtain

11
W(a,B,60) < O(d1) 4 (Cy.o + Cy p) min {dz, } ,
v

which completes the proof of (3).

Now, let us finish the proof for (1) and (2). If & < S cos#, then we are in a situation shown on
Figure 2b] In this case, the bounds on W (v, 3, 6) are obvious. To estimate C(3) — W (a, 3,6), we
can directly follow the above proof for (3) and the only difference would be that g(r) = gg(r) — g (7)
instead of g(r) = ga(r) + gp(r). Note that we need only the upper bound and we simply say that
g(r) < gg(r). The proof for (2) is similar with g(r) = go (1) — gs(r). O

B Greedy search on plain NN graphs

B.1 Proof overview

Let aps denote the height of a spherical cap defining G(M). By f = f(n) = (n — 1)C(anm)
we denote the expected number of neighbors of a given node in G(M). Then, it is clear that the
complexity of one step of graph-based search is © (f - d) (with high probability), so for making k
steps we need © (k - f - d) computations (see Section[B.2.1). The number of edges in the graph is
O (f - n), so the space complexity is © (f - n - log n) (see Section[B.2.2).

To prove that the algorithm succeeds, we have to show that it does not get stuck in a local optimum
until we are sufficiently close to ¢. If we take some point x with (x,q) = «s, then the probability
of making a step towards ¢ is determined by W (s, s, arccos ). In all further proofs we obtain
lower bounds for this value of the form % g(n) with 1 < g(n) < n. From this, we easily get that the

probability of making a step is at least 1 — (1 — g(n)/n)" "' =1 — ¢=9(m1+o(1)),

A fact that will be useful in the proofs is that the value W (avpy, avs, arccos ) is a monotone function
of a (see Section[B.2.3). Le., if we have a lower bound for some «, then for all smaller values we
have this bound automatically.

By estimating the value W (cvps, s, arccos g ), we obtain (in further sections) that with probability
1 — o(1) we reach some point at distance at most arccos s from ¢. Then, to achieve success, we
may either jump directly to X at the next step or to already have arccos as < cR if we are solving
c, R-ANN.

To limit the number of steps, we additionally show that with a sufficiently large probability at each
step we become “c closer” to ¢. In the dense regime, it means that the sine of the angle between the
current position and g becomes smaller by at least some fixed value.

Let us emphasize that several consecutive steps of the algorithm cannot be analyzed independently.
Indeed, if at some step we moved from x to y, then there were no points in Cx(cps) closer to
¢ than y by the definition of the algorithm. Consequently, the intersection of Cx(aar), Cy(cuar)
and C, ((¢,y)) contains no elements of the dataset. The closer y to x the larger this intersection.
However, the fact that at each step we become at least “e closer” to ¢ allows us to bound the volume
of this intersection and to prove that it can be neglected.

This is worth noting that in the proofs below we assume that the elements are distributed according
to the Poisson point process on S with n being the expected number of elements. This makes the
proofs more concise without changing the results since the distributions are asymptotically equivalent.
Indeed, conditioning on the number of nodes in the Poisson process, we get the uniform distribution,
and the number of nodes in the Poisson process is ©(n) with high probability.



B.2 Auxiliary results

B.2.1 Time complexity

Let v be an arbitrary node of G and let N (v) denote the number of its neighbors in G. Recall that
f = (n - 1)0(0(]\4).
Lemma 3. With probability at lest 1 — % we have %f < N((v) < %f

Proof. The number of neighbors N (v) of a node v follows Binomial distribution Bin(n—1, C(ayy)),
so EN(v) = f. From Chebyshev’s inequality we get

P (V) - g1 > § ) < LD

which completes the proof. O

4
Sfa
f

To obtain the final time complexity of graph-based NN search, we have to sum up the complexities of
all steps of the algorithm. We obtain the following result.

Lemma 4. If we made k steps of the graph-based NNS, then with probability 1 — O (ﬁ) the
obtained time complexity is © (k fd).

Proof. Although the nodes encountered in one iteration are not independent, the fact that we do
not need to measure the distance from any point to ¢ more than once allows us to upper bound the
complexity by the random variable distributed according to Bin(k(n — 1), C'(aas)). Then, we can
follow the proof of Lemma and note that one distance computation takes O(d).

To see that the lower bound is also © (kfd), we note that more than a constant number of steps
are needed only for the dense regime. For this regime, we may follow the reasoning of Lemma|[I0]
to show that the volume of the intersection of two consecutive balls is negligible compared to the
volume of each of them. O

B.2.2 Space complexity

Lemma 5. With probability 1 — O (ﬁ) we have 5 fn < E(G) <3 fn.

Proof. The proof is straightforward For each pair of nodes, the probability that there is an edge
between them equals C' (apr). Therefore, the expected number of edges is

n

E(E(G)) = <2>C(QM) .

It remains to prove that F(G) is tightly concentrated near its expectation. For this, we apply
Chebyshev’s inequality, so we have to estimate the variance Var(E(G)). One can easily see that if
we are given two pairs of nodes e; and es, then, if they are not the same (while one coincident node
is allowed), then P(eq, e2 € E(G)) = C(apr)?. Therefore,

Var(E(G)) = Y Ple,e2 € E(G)) — (EE(G))?

61,626(723)

= 3 Pler.es € E(G)) +EE(G) - (EE(Q))? = (Z)C (anr) (1 — C (anr)) -

ereac(?)
e1#en

Applying Chebyshev’s inequality, we get

P (E(G) ~E(B(G))| > E(G)) _ 4Var(B(G)) _ 4(1=C(a))

2 )=  EG? ~  EG ®)

From this, the lemma follows. L]

'Similar proof appeared in, e.g., [4].
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Figure 4: Monotonicity of W (a s, as, arccos o)

It remains to note that if we store a graph as the adjacency lists, then the space complexity is
O (E(G) -logn).

B.2.3 Monotonicity of W (o, ars, arccos o)

Lemma 6. W (s, g, arccos a) is a non-increasing function of a.

Proof. We refer to Figure 4] where two spherical caps of height ay, are centered at x and y,
respectively, and note that we have to compare “curved triangles” A x x; X2 and Ay y; y2. Obvi-
ously, p(x,x2) = p(y,y2), £xXoXx1 = Ly y2¥1, but ZxX1 Xg < Zyy1Yy2. From this and the
spherical symmetry of 1(p~1(-)) (p was defined in the proof of Lemma |2)) the result follows. O

B.3 Proof of Theorem 1 (greedy search in dense regime)

Recall that for dense datasets (d = log n/w), it is convenient to operate with radii of spherical caps (if
« is a height of a spherical cap, then we say that & is its radius). Let & be the radius of a cap centered

at a given point and covering its nearest neighbor, then we have C(ay) ~ %, e,y ~nTd=2"Y,
We further let § := 2.

We construct a graph G(M) using spherical caps with radius é&p; = M §. Then, from Lemma |1}
we get f = O (nd Y/2M4) = ©(d"1/2M?). So, the number of edges in G(M) is
© (d=1/%- M? - n) and the space complexity is © (d~/% - M? - n -logn) (see Section|B.2.2).

Let us now analyze the distance arccos as up to which we can make steps towards the query ¢ (with

sufficiently large probability). This is stated in Lemma [9] but before that let us prove some auxiliary
results.

First, let us analyze the behavior of the main term 4% in W (z, y, arccos z) when Z,¢, 2 = o(1),
which is the case for the considered situations in the dense regime.

Lemma 7. If,9, 2 = o(1), then ¥ defined in Lemma or W (z,y,arccos z) is

R \/2 (2292 + 4222 + 3222) — (2% + 9% + 24)
e — .
22

Proof. By the definition, v = 4/ “mfi# Then

5 , 24P+ 22-242/(1-32)(1-9?%)(1-22)
V=1-9"= 2

Now, we analyze W (a s, as, arccos o) and we need only the lower bound. Recall that we use the
notation § = 2%,



Lemma 8. Assume that ¢os = s and &y = M 6.

. gd+o(d).

(o -15)

o If M > +/2s, then W (o, o, arccos ag) >

d/2+0(d)
o If M < \/2s, then W (aupg, ag, arccos ovg) > .

3=

Proof. First, assume that M > +/2s. In this case we have aps < oﬁ, so we are under the conditions
(D)-(2) of Lemma(see Figure b and, using Lemma we get W (auy, as, arccos ag) > %C(as) =
[e) (dfl/st(;d) — 1gd+o(d)

If M < +/2s, then, asymptotically, we have aps > ozi, so the case (3) of Lemmacan be applied.
Let us use Lemma(7]to estimate 4:

42 = §2 <M2 M4) (1+0(1)) .

 4s?
And now from Lemma 2] we get
W (ar, as, arccos ag) > €, © (d1) 44,

where () corresponds to the sum of Cj ,, and Cj g in Lemma@ So, it remains to estimate Cj:

ang (Gar és + apas — ag) + as (d§ +a? - OéM)

C) = —
YA s
o <M552 + /(L= M52 (1 — 526%) — V1 — 262 + 5262 + 1 — s26% — /1 — M262>
— =
M(s — M/2)6% + L M?52
=0(1)- % 2 =0(1).
Therefore,

SRS

W (o, aus, arceos ag) >

L, M d/2+o(d)
NV cp— .
(- 5%)

O

From Lemma [8] we can find the conditions for M and s to guarantee (with sufficiently large
probability) making steps until we are in the cap of radius sd centered at ¢q. The following lemma
gives such conditions and also guarantees that at each step we can reach a cap of a radius at least £§
smaller for some constant € > 0.

Lemma 9. Assume that s > 1. If M > V2s or M2 — % > 1, then there exists such constant € > 0
that W (s, as, arcsin (&g + €90)) > %Sd(pro(l)) for some constant S > 1.

Proof. First, let us take ¢ = 0. Then, the result directly follows from Lemma[8] We note that a value
o 4 . .

M satisfying M? — 44 > 1 exists only if s > 1.

Now, let us demonstrate that we can take some € > 0. The two cases discussed in Lemma@now

correspond to M? > %2+ (s+ 5)2 and M? < s2 + (s+ 8)2, respectively. If M > \/2s, then we can
choose a sufficiently small & that M? > s+ (s+¢)2. Then, the result follows from Lemma and the

fact that s > 1. Otherwise, we have M? < s2 + (s +¢)? and instead of the condition M? — % >1
we get (using Lemmal[7)
2(M?s* + s%(s+e)? + M?(s+¢)?) — (M* + s* + (s +¢)*)

> 1.
A(s + )2

As this holds for ¢ = 0, we can choose a small enough ¢ > 0 that the condition is still satisfied. [J
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Figure 5: Dependence of consecutive steps

This lemma implies that if we are given M and s satisfying the above conditions, then we can make
a step towards ¢ since the expected number of nodes in the intersection of spherical caps is much
larger than 1. Formally, we can estimate from below the values g(n) for all steps of the algorithm

bY gmin(n) = S¥+e()  So, according to Section we can make each step with probability
1-0 (e*S d(HO(m). Moreover, each step reduces the radius of a spherical cap centered at ¢ and

containing the current position by at least €§. As a result, the number of steps (until we reach some
distance arccos ) is O (671) = O (2%).

To estimate the overall success probability, we have to take into account that the consecutive steps of
the algorithm are dependent. In Section it is explained how the previous steps of the algorithm
may affect the current one: the fact that at some step we moved from y to x implies that there were
no elements closer to ¢ than x in a spherical cap centered at y. However, we can show that this
dependence can be neglected.

Lemma 10. The dependence of the consecutive steps can be neglected and does not affect the
analysis.

Proof. The main idea is illustrated on Figure [5] Assume that we are currently at a point x with
p(x,q) = arcsin (& + 6). Then, as in the proof of Lemma[9] we are interested in the volume
W (apr, as, arcsin (&g + €9)), which corresponds to Wy + Ws on Figure [5| Assume that at the
previous step we were at some point y. Given that all steps are “longer than £”, the largest effect of
the previous step is reached when y is as close to x as possible and x lies on the geodesic between y
and ¢. Therefore, the largest possible volume is W (a s, o, arcsin(és + 2e6)), which corresponds
to Wy on Figure@ It remains to show that W is negligible compared with Wy + Ws.

If M < /2s, then the main term of W (auas, ag, arcsin (& + £6)) is 4¢ with
o 2(M? + 5% (s )’ + MP(s +¢)?) — (M +5* + (s +2)*)
4(s+¢€)?

2 A(s +¢)? 4

M (M) (ste)?

The main term of W (avz, avg, arcsin(és + 2¢6)) is 4§ with

o M2+ 2 (M2—52)2 (s +2¢)?

T A(s + 2¢0)?2 1

It is easy to see that M < +/2s implies that 47 < 42. As a result, W (apr, ag, arcsin(dy + 2e8)) =
o (W (aps, as,arcsin(é;, + £96))) (similarly to the other proofs, it is easy to show that the effect of
the other terms in Lemma [2|is negligible compared to (9, / &)d). Moreover, since at each step we
reduce the radius of a spherical cap centered at ¢ by at least €4, any cap encountered in one iteration
intersects with only a constant number of other caps, so their overall effect is negligible, which
completes the proof.

Finally, let us note that as soon as we have M > V2s (with s > 1), with probability 1 — o(1) we
find the nearest neighbor in one step. O



Having this result on “almost independence” of the consecutive steps, we can say that the overall
success probability is 1 — O (2%_5“0(1)). Assuming d > log log n, we get O (2“e—sd(1+o(l))) =

logn

0] (2 d e_log"> = o(1). This concludes the proof for the success probability 1 — o(1) up to

choosing suitable values for s and M.

Let us discuss the time complexity. With probability 1 — o(1) the number of steps is © (5 *1): the
upper bound was already discussed; the lower bound follows from the fact that M6 is the radius of a
spherical cap, so we cannot make steps longer than arcsin(M ), and with probability 1 — o(1) we
start from a constant distance from g. The complexity of each step is © (f - d) = © (d*/% - M%), so

overall we get © (d'/2 - 2% . M).

It remains to find suitable values for s and M. Before we continue, let us analyze the conditions
under which we find exactly the nearest neighbor at the next step of the algorithm. Assume that
the radius of a cap centered at ¢ and covering the currently considered element is &, and &5 = s 4,
G = M. Further assume that the radius of a spherical cap covering points at distance at most R
from g is &, = rd = sin R for some r < 1. The following lemma gives the conditions for M and s
such that at the next step of the algorithm we find the nearest neighbor X with probability 1 — o(1)
given that X is uniformly distributed within a distance R from gq.

Lemma 11. If for constant M, s, r we have M? > s? + 12, then

C(ay) — W(apr, o, arccos o) < Cla,.) 5
with some 3 < 1.
Proof. First, recall the lower bound for C(a;,): C(ay,) > © (d=1/2) §%r.

Since we have M? > s2 + 72, then asymptotically we have ap; < aq,., so the cases (1)-(2) of
Lemma should be applied (see Figure [2b)). Let us estimate 42 (Lemma:

32~ 52 2 (M?s? + M?r? + s%r?) — (M* +1* + s*)
’y ~ .
452

2T (M? — s* —T2)2—|—452r2
4 52

=6%r?(1-0(1)).

Therefore 4¢ < §%r?3¢ with some 3 < 1.

It only remains to estimate the other terms in the upper bound from Lemma 2}

Y o G @(d_l)min{dl/z,l}:O(d_l) 7

YNanr — ar o gl

from which the lemma follows. O

Now we are ready to finalize the proof. We solve ¢, R-ANN if either we have arcsin(sé) < cR or
we are sufficiently close to ¢ to find the exact nearest neighbor X in the next step of the algorithm.
Let us analyze the first possibility. Let sin R = rd, then we need s < ¢r. According to Lemma[9] it
is sufficient to have r ¢ > 1 and either M > v/2rc or M2 — 4%; > 1. Alternatively, according to
Lemma to find the exact nearest neighbor with probability 1 — o(1), it is sufficient to reach such
s that M? > s? + r2. For this, according to Lemma@, it is sufficient to have s > 1, M2 > s2 4 r2,

and either M > v/2s or M2 — 2—5 > 1.

One can show that if the following conditions on M and r are satisfied, then we can choose an
appropriate s for the two cases discussed above:

(@) re>1land M? > 27?2 (1—1/1—ﬁ>;
(b) M?> 2 (r2+1+Vrf—r2+1).

To succeed, we need either (a) or (b) to be satisfied. The bound in (a) decreases with r (r > 1/¢)
and for r = % it equals v/2. The bound in (b) increases with 7 and for r = 1 it equals V2. To find a

10



general bound holding for all r, we take the “hardest” r € (l 1), where the bounds in (a) and (b) are

equal to each other. This valueis r = / % and it gives the bound M > /"7 stated

in the theorem.

B.4 Larger neighborhood in dense regime

As discussed in the main text, it could potentially be possible that taking M = M (n) > 1 improves
the query time. The following theorem shows that this is not the case.

Theorem 1. Let M = M (n) > 1. Then, with probability 1 — o(1), graph-based NNS finds the
exact nearest neighbor in one iteration; time complexity is ) (d1/2 - 29 Mdfl); space complexity

is © (n-d_1/2-Md-logn).

As a result, when M — oo, both time and space complexities become larger compared with
constant M (see Theorem 1 from the main text).

Proof. When M grows with n, it follows from the previous reasoning that the algorithm succeeds
with probability 1 — o(1). The analysis of the space complexity is the same as for constant M, so

we get © (d=1/2- M? - n -logn). When analyzing the time complexity, we note that the one-step
complexity is © (dil/2 . Md). It is easy to see that we cannot make steps longer than O (M - 27¢).
This leads to the time complexity  (d'/2 - M4=1 . 2). O

B.5 Proof of Theorem 2 (greedy search in sparse regime)

For sparse datasets, instead of radii, we operate with heights of spherical caps. In this case, we have
Cloq) ~ +ie,af ~1- ni=1-2"%~ 2In2 'We further denote 2122 by §.

We construct G(M) using spherical caps with height ay, a2, = M, where M is some
constant. Then, from Lemma [I] we get that the expected number of neighbors of a node is
f=0(n d°M Mé)d/Q) = p'~M+o(1) From this and Section the stated space complex-

ity follows. The one-step time complexity n'~#+°(1) follows from Sectionm

Our aim is to solve ¢, R-ANN with some ¢ > 1, R > 0. If R > m/2¢, then we can easily find the
required near neighbor within a distance /2, since we start G(M )-based NNS from such point. Let
us consider any 12 < 7. It is clear that in this case we have to find the nearest neighbor itself, since
R c is smaller than the distance to the (non-planted) nearest neighbor with probability 1 + o(1). Note
that .. = cos 5. < ag := cos R.

Lemma 12. Assume that a?w = M, ag = 36, ag = &0, M,s > 0 are constants, and € > 0 is
bounded by a constant. If s + M < 1, then

W (ag, s, arccos o) > nm

3=

Proof. Asymptotically, we have ap; > asa. and s > apsa., so we are under the condition (3) in
Lemma First, consider the main term of W (ay, ais, arccos o ):

/2
d _ <1 B M6 + 8(51— 2\5/ Mss55> _ e—%ﬁ(]\/f‘i’SJrO(\/S)) _ nf(M+s+o(\/3)) _ l )
—e n

It remains to multiply this by © (d_l) and C; = C} o + C; g (see Lemma . It is easy to see that
Cy = Q(1) in this case, so both terms can be included to ("), which concludes the proof. O

It follows from Lemmal|l2|that if M + s < 1, then we can reach a spherical cap with height oy = v/ s
centered at ¢ in just one step (starting from a distance at most 7/2). And we get g(n) = n),

Recall that M < 2+1 and let us take s = QH, then we have M + s < 1. The following lemma

discusses the conditions for M and s such that at the next step of the algorithm we find x with
probability 1 — o(1).

11



Lemma 13. Iffor constant M and s we have M < sa%, then

C(agr) — W(an, ar,arccos a,) = C(ag)n M.

Proof. First, recall the lower bound for C'(ag): C(ag) > © (d/?) (1 — a3,)¥/2.
Note that since we have M < sa%, then the cases (1)-(2) of Lemma [2| should be applied (see
Figure[2b). Let us estimate :

M 2 —2vM

2
= o} +8 (VM = Vsar) +0(5%) = ah +6(9).
Therefore,
~ d/2 d/2
44 = (1 — O‘QR) / (1- @(6))d/2 = (1 — a%) /2 =00
It only remains to estimate the other terms in the upper bound from Lemma [}

R A 1

_JAR% 9 (d") min {d1/2, } —0 ('),
Ylam — ar as| gl

from which the lemma follows. O

2 2
Note that in our case we have M < a(;i1 < a(jjil = sa%. From this Theorem 2 follows.

C Long-range links

C.1 Random edges

The simplest way to obtain a graph with a small diameter from a given graph is to connect each
node to a few random neighbors. This idea is proposed in [8]] and gives O (logn) diameter for the
so-called “small-world model”. It was later confirmed that adding a little randomness to a connected
graph makes the diameter small [2]. However, we emphasize that having a logarithmic diameter
does not guarantee a logarithmic number of steps in graph-based NNS, since these steps, while being
greedy in the underlying metric space, may not be optimal on a graph.

To demonstrate the effect of long edges, assume that there is a graph G’, where each node is connected
to several random neighbors by directed edges. For simplicity or reasonings, assume that we first
perform NNS on G’ and then continue on the standard NN graph G. It is easy to see that during
NNS on G’, the neighbors considered at each step are just randomly sampled nodes, we choose
the one closest to ¢ and continue the process, and all such steps are independent. Therefore, the
overall procedure is basically equivalent to a random sampling of a certain number of nodes and then
choosing the one closest to g (from which we then start the standard NNS on G).

Theorem 2. Under the conditions of Theorem I in the main text, performing a random sampling of
some number of nodes and choosing the one closest to q as a starting point for graph-based NNS
does not allow to get time complexity better than §2 (dl/2 - ew(lto(D)) . Md).

Proof. Assume that we sample e/’ nodes with an arbitrary [ = I(n). Then, with probability 1 — o(1),
the closest one among them lies at a distance © <e_17w>. As a result, the overall time complexity

becomes © <e*17w AV e MY 4 d- el“’). If | = Q(d), then the term d - ¢! = d - (D«
dominates d/2- % - M, otherwise we get © (d'/2 - e#(1+°(1) . A1) which proves Theorem O

12



C.2 Proof of Theorem 3 (effect of proper long edges)
Recall that we assume the following probability distribution:

p(u,v) =
P(edge fromutov) = =———"——. 4)
First, we estimate the denominator. In the lemma below we consider only the elements w with

plu,w) > n~ . However, it easily follows from the proof that adding only edges with plu,v) > n=a
does not affect the reasoning.

From Theorem 1 in the main text, we know that without long edges we need O(n ) steps, which is

less than log? n for d > 5 klfégl:g —. So, in this case Theorem 3 follows from Theorem 2. Hence, in the

logn
2loglogn*

lemma below we can assume that d <

Lemma 14. Ifd < 21(1)‘;%;; —, then
_ logn
B (o)) = 0 (2.

Proof. Note that E (p(u, w)~) = Ep~¢(1,w), where 1 = (1,0, ,0). So, similarly to Lemmal[}

1
cos(n~d)

d—1 d—2
E (p(1,w)™%) = uST) / (1-2%) % (arccosz) “dz.

O(V/d). After replacing y = arccos z, the

From Stirling’s approximation, we have %sd))
integral becomes
™

n . d—1 n
/ y~Tsin®H(y)dy = / 1 (sm(y)> dy < / Liy=o (lnn) .
y Yy Yy d

n

-
3
-
3
=

On the other hand, for d < 51282

2Toglogn”
E (p(1, w)~) = ©(Vd) / ;(Si“y(y)) L4y > 0(d) f;(j")) ay

‘ d—1
Since on this interval we have (Smy(y)> = O(1), we can continue:

2
~d Loy = Inn 1y d)—e(ln
E (p(1,w) )>@(\/Zi)/ydy_@(x/ﬁ) - —yhd) =0 7i)
n7%
—d __ logn
As aresult, we get Ep(1, w) *®<\/E)' O

Also, from the proof above it follows that Ep(u, w) > < ©(Vd) [ dedy = O(%5) . Let

S

1
n d

Den= Y pluw),

1
wip(uw,w)>n"d

13



so EDen = © ("1%) and

2 212 12
EDen? = np(u )+ nn — 1) (Bptu, ) = 0 (1 T i)

Vil T d T d
Finally, from Chebyshev’s inequality, we get

EDen 4 Var(Den) Vd
_ < = = .
P (|Den EDen| > 5 ) < ~(EDen)? 0 <log2n> o(1)

. . n logn
So, we may further replace the denominator of Equation @) by O (Tf)

We are ready to prove the theorem. We split the search process on a sphere into log n phases and
show that each phase requires O(log n) steps. Phase j consists of the following nodes: {u : ;1 <

p(u,q) < tj},wheretj =7 t = z (1 _ é)J.

We start at a distance at most 7, this corresponds to j = 0. Recall that the nearest neighbor (in the
. . . logn
dense regime) is at a distance about 2~ . Then, the number of phases needed to reach the nearest

neighbor is
1 logn

_log(l—é) T d

~logn.

Suppose we are at some node belonging to a phase j. Let us prove the following inequality for the
probability of making a step to a phase with a larger number:

o(1
P(make a step to a closer phase) > Q .
logn

In the polar coordinates, we can express this probability as

(tz+1)

_ 1 drCC05 d—3
P(make a step to a closer phase) = vd / / (\/ 1- 7"2)
costitl

27r “om logn arccos Ztit1)

. (arccos(sin(t-)r sin(¢) + cos(t;)r cos(¢))) "% de dr

(f1+1)

arccos = d—3
1 —1r2 s(t; — —d
B logn Kost i1 / arccos COS(tH—l) ( L=r ) (arccos(r COb(tz (b))) " dd) dr.

Let r = cos(¢) and ¢ = t; — ¢, then the integral becomes

tit1 t;j+arccos Coi(:g;xl)
/ cos 1 (sin )42 / (arccos(cos 1 cos(¢)) " Adpdap .
0 cos(tjq1)

t;j —arccos

cos P

From convexity of log cos /z, it follows that Vi), ¢ € [0, Z] we have

jus
2

arccos(cos v cos ¢) < VR + 92,

cosltin) L m
arccos ————=
cos fir = 9%

3
sin(y) > — -

for

More formally, our analysis below is conditioned on the fact that the denominator is less than %\/%g"

some constant C' > 0. The probability that it does not hold is o(1) and for such nodes we can just assume that
we do not use long edges.
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We use these bounds since we need a lower bound for the integral. Also, we replace the upper limit
of the inner integral with ¢; and consider 1) = t;1 and ¢ = ¢;¢:

t 1

/F i / (V2 +¢2) "4 do dy,
0 1-y/t2—y2
where F'(t;,v) = cos(t; ¥) (1 N tiéﬁz)dﬂ'

Consider the inner integral:
1 1
[ e s [ @ tw
12— 2 1—2\/m+t2—w2

(1—2\/7¢2+t2 — (1492~ )

T d-2

Substitute the second term to the original integral and estimate it from above:

e () )
[ ety ans [ () av=o( ).

d—2

2

Now we estimate from below the second term f < ) di.
—2 /t2 2412

Note thatif 1 = 2= and t = 1 — 3, then

d—2 d;Z
< : )2 :
I-2/E= i e R T
d—2
( 4 2 3
d =2
> | 1 =e 2(140(1)).
ateta

Similarly, it can be shown that if 1) = %, then

d—2

y? N
(1 —2\/m+t2> > O

So, for ¢ € [\Qf f} this fraction is greater than some constant (as well as F'(¢;,1)) and the
derivative does not change the sign on this segment. As a result,

d—2

e, v RI0)]
/oF(t”w<1—2\/t2_7¢2+t2> = vd

And finally,
o)

P(make a step in to a closer phase) > .
logn

To sum up, there are O(logn) phases and the number of steps in each phase is geometrically
distributed with the expected value O(logn). From this the theorem follows.
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C.3 Proof of Corollary 2
We have
1
P (short-cut step within logn trying) = 1 — (1 — P)"e" = (1 - ) (1-0(1)), %)
(&

where P is the probability corresponding to one long-range edge, which is estimated in the proof
above.

Also, since d >> loglogn, we have % > logn, so the step complexity is the same.

It is easy to see that increasing the number of shortcut edges does not improve the asymptotic
complexity, since the probability in (3) is already constant.

C4 Proof of Lemma 1 (effect of pre-sampling)

For convenience, in this proof we assume that the overall number of elements is n + 1 instead of n
which does not affect the analysis.

Let v be the k-th neighbor for the source node u. For the initial distribution we have:

P(edge from u to v) ~

nn’
By pre-sampling of n¥ nodes, we modify this probability to
P(edge from u to v|v is sampled) - P(v is sampled). (6)

The second term above is equal to ™. Assuming that k = n® > n'~%, we can estimate the

probability above. Below by [ we denote the rank of v in the selected subset and obtain:

P(edge from w to v|v is sampled) - P(v is sampled)

_”@min%nﬂ n? —1 n® — 1\ /n—n> nw_ll 1
T on [—1 n—1 n—1 | Inn¥

1=1
min(n®,n% — T
B 1 (z: ) Ine n®—1\'""' [/n—n>
~pnlnn — l n—1 n—1
min(n®,n% Y _
0 (z: Yo\ ne —1\' fn—ne
~ pn®Inn pt l n—1 n—1 '
Let us analyze the sum above. First, it is easy to see that it is less than 1. Second, if n¥ < n®, then
the sum is “almost equal” to 1 (without one term corresponding to ! = 0, which we analyze below).

Otherwise, we know that for a binomial distribution its median cannot lie too far away from the mean
(see, e.g., [3]). Since v > 1 — ¢, we have

A

e(n® —1 a_1q
L)+1:1EBm(r#’,n :
n —

min(n®,n% ne—
(n®,n%) n® n —1I\' /n—ne """ 1
> >
l n—1 n—1 2
1=0
Note that we added one term corresponding to [ = 0, but it is easy to see that in the worst case it is
about % Namely, for [ = 0:

min(n®,n¥) > ) + 1 > median(p, a).

Hence,

) () (2 - () < () e
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D Proof of Theorem 4 (effect of beam search)

Let us call a spherical cap of radius L¢ centered at = an L-neighborhood of 2. We first show that
the subgraph of G(M) induced by the L-neighborhood contains a path from a given element to the
nearest neighbor of the query with high probability.

For random geometric graphs in d-dimensional Euclidean space (for fixed d) it is known that the
absence of isolated nodes implies connectivity [6} [7]. However, generalizing [6} 7] to our setting is
non-trivial, especially taking into account that the dimension grows as the logarithm of the number of
elements in the L-neighborhood. In our case, it is easy to show that with high probability there are no
isolated nodes. Moreover, the expected degree is about S for some S > 1. Hence, it is possible to
prove that the graph is connected. However, for simplicity, we prove a weaker result: for two fixed
points, there is a path between them with high probability.

Let us denote by N the number of nodes in the L-neighborhood. According to Lemma 3] with high
probability, this value is © (dil/ 2Ld). So, we further assume that there are N = © (dil/ 2Ld)
points uniformly distributed within the L-neighborhood.

Let us make the following observation that simplifies the reasoning. Consider the L-neighborhood
of q. Let us project all N points to the boundary of a neighborhood (moving them along the rays
starting at ¢) and construct a new graph on these elements using the same M -neighborhoods. It is
easy to see that this operation may only remove some edges and never adds new ones. Therefore, it is
sufficient to prove connectivity assuming that N nodes are uniformly distributed on a boundary of
the L-neighborhood. This allows us to avoid boundary effects and simplify reasoning.

Let p; be the probability that two random nodes are connected. This probability is the volume of
the M -neighborhood of a node normalized by the volume of the boundary of the L-neighborhood.

.. . d
Under the conditions on M and L, one can show that p; is at least (%) for some constant S > 1.

We fix any pair of nodes u, v and estimate the probability that there is a path of length k between
them. We assume that & — oo and k = o(1/Np1 ), which is possible to achieve since p1 N — 0.
We show that the probability of not having such a path is o(1).

Let us denote by Py (u,v) the number of paths of length k between u and v. Then,

N-2 LS\ /NN
]EPk(um)N(k_1>(k—l)!p’f2N’f 1<L> :<Ld) L gt

We have EP (u,v) — oo if k — oo.

To claim concentration near the expectation, we estimate the variance. Note that Py, (u,v) = E(>_, I;),
where I; indicates the event that a particular path is present and ¢ indexes all possible paths of length
k. Then, we can estimate

EP;(u,v)? — (EPy(u,v))? = ]E<ZI> — (EPy(u,v))?
=Y PUi=1)) (P(I; =1|I; = 1) - P(I; = 1))

J
=EP(u,v) Y (P(I; =1|I; =1) = P(I; = 1)) .
J
Itis easy to see that ), (P(I; = 1|I; = 1) — P(I; = 1)) = o (EPx(u,v)). Indeed, for most pairs

of paths we have P(I; = 1|I; = 1) ~ P(I; = 1) ~ p! since they do not share any intermediate
nodes. Let us show that the contribution of the remaining pairs is small. The fraction of pairs of paths
sharing & intermediate nodes is O (’;\?—:3) Then, P(I; = 1|I; = 1) < P(I; = 1)/p}°, since in the
worst case the paths may share ky consecutive edges. Since k? < Np;, the relative contribution is

D ko1 O ((A};;l)ko) = o(1). Therefore, we get Var(Pj(u,v)) = o ((IEP;C(U7 v))2>

Finally, it remains to apply Chebyshev’s inequality and get that P (P (u, v) < EPy(u,v)/2) = o(1),
so at least one such path exists with high probability.
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Now we are ready to prove the theorem. Let us prove that G( M )-based NNS succeeds with probability
1 — o(1). It follows from Lemma@] (and the discussion below it) that under the conditions on M and
L, greedy G(M)-based NNS reaches the L-neighborhood of the query with probability 1 — o(1).

Thus, with probability 1 — o(1) we reach the L-neighborhood within which there is a path to the
nearest neighbor. Recall that we assume beam search with CTL; candidates. Choosing large enough

C, we can guarantee that the number of candidates is larger than the number of elements in the
L-neighborhood. This implies that all reachable elements inside the L-neighborhood will finally be
covered by the algorithm.

Finally, it remains to analyze the time complexity. To reach the L-neighborhood, we need
O (dl/ 2. logn-M d) operations (recall that the number of steps can be bounded by logn due

to long edges). Then, to fully explore the L-neighborhood, we need O (Ld - M d). For d > loglogn
the first term is negligible compared to the second one, so the required complexity follows.

E Comparison with the results of [4]

Here we extend the related work from the main text and discuss in more detail how our research
differs from the results of [4].

Laarhoven [4] analyzes time and space complexity for graph-based NNS in sparse regime when
d > logn. He considers plain NN graphs and allows multiple restarts. In contrast, we consider
both regimes and assume only one iteration of a graph-based search. We do not consider multiple
restarts since it is non-trivial to rigorously prove that restarts can be assumed “almost independent”
(see Section A.3, proof of Lemma 15, [4]). As a result, for sparse datasets, we consider a slightly
weaker setting with only one iteration, but all results are formally proven. Our result for sparse regime
(Theorem 2 in the main text) corresponds to the case p; = ps from [4]].

Also, in Section[A] we state new bounds for the volumes of spherical caps’ intersections, which are
needed for the rigorous analysis in both sparse and dense regimes. We could not use the results of [1]
since parameters defining spherical caps are assumed to be constant there, while they can tend to O or
1 in dense and sparse regimes.

We also address the problem of possible dependence between consecutive steps of the algorithm
(Lemma[I0). While we prove that it can be neglected, it is important for rigorous analysis.

Most importantly, we analyze the dense regime and additional techniques (shortcuts and beam search),
which are essential for the effective graph-based search. Interestingly, shortcut edges are useful only
in the dense regime.

F Additional experiments

F.1 Dense vs sparse setting

Let us discuss our intuition on why real datasets are “more similar” to dense rather than sparse
synthetic ones.

In the sparse regime, all elements are almost at the same distance from each other, and even in
the moderate regime (d  log(n)), the distance to the nearest neighbor must be close to a certain
constant. In contrast, the dense regime implies high proximity of the nearest objects. While real
datasets are always finite and asymptotic properties cannot be formally verified, we still can compare
the properties of real and synthetic datasets. We plotted the distribution of the distance to the nearest
neighbor (see Figure[6) and see that for the SIFT dataset, the obtained distribution is more similar to
the ones in the dense regime. This is further supported by the literature which estimates the intrinsic
dimension of real data. For example, for the SIFT dataset with 128-dimensional vectors, the estimated
intrinsic dimension is 16 [5]. Thus, we conclude that the analysis of the dense regime is important.

F.2 Parameters of algorithms

In this section, we specify additional hyperparameters used in our experiments.
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Figure 6: The distribution of the distance to the nearest neighbor for the SIFT dataset and synthetic
uniform data for different dimensions and the same size (1M)
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Figure 7: The effect of KNN and KL approximations

The number of edges used in KL, when is not explicitly specified, is equal to 15, which is close to
Inn.

The number of edges in KNN graphs is dynamic when the beam search is not used. When the beam
search is used, the number of edges for synthetic datasets is 8 for d = 2, 10 for d = 4, 16 for d = 8,
20 for d = 16, and 25 for all real datasets.

The dimension we use for DIM-RED is 64 for GIST, 32 for SIFT, 48 for DEEP, 128 for GloVe.

F.3 Additional experimental results

In Figure |7, we show that several approximations discussed in the main text do not affect the quality
of graph-based NNS significantly (in the uniform case). Namely,

e Connecting a node to other nodes at a distance smaller than some constant (THRNN) and to
the fixed number of nearest neighbors (KNN) lead to graph-based algorithms with similar
performance;

e Pre-sampling of y/n nodes when adding shortcut edges (SAMPLE) lowers the quality, but
not substantially;

e Rank-based probabilities for shortcut edges (KL-RANK) can lead to even better quality than
distance-based (KL-DIST).

In Figure[8] we illustrate how the number of long-range edges affects the quality of the algorithm.
Let us note that 16 is close to log n discussed in Corollary 2 of the main text. Figure 8| shows that this
value is indeed close to being optimal, especially for the high-accuracy regime, which is a focus of
the current research. However, it also seems that the optimal number of long edges may depend on d:
on Figure|[8] the relative performance of graphs with 32 long edges is improving as d grows.
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Figure 8: The effect of the number of long-range edges
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