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1. Detailed Network Architecture
The detailed network architectures used in our Meta Vari-
ance Transfer (MVT) are described in Table 1 and Table 2.
Each table shows three networks for backbone θ, variance
transfer φ, and manifold regularization δ. Table 1 describes
the networks based on Conv4 architecture, while Table 2 de-
scribes the deeper networks baed on ResNet (He et al., 2016)
architecture. For the Conv4 network, we additionally ap-
plied a max pooling to reduce the number of parameters for
the final fully connected (FC) layer. Note that we used the
same parameters for the FC1 and FC2 with simply applying
a matrix transposition in the manifold regularization.

Table 1. Network architecture for Meta Variance Transfer using
Conv4 backbone.

(a) Conv4-based backbone θ

Layer Conv4+

conv1 [3× 3, 32], stride 2
conv2 [3× 3, 32], stride 2
conv3 [3× 3, 32], stride 2
conv4 [3× 3, 32], stride 2

pooling Max pooling
(3× 3, stride 2)

FC1 (288, 288)

(b) Variance transfer network φ

Layer Conv4+

FC1 (288× 4, 32)
LeakyReLU -

FC2 (32, 288)

(c) Manifold regularization δ

Layer Conv4+

FC1 Wδ (288, 32)
FC2 WT

δ (32, 288)
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Table 2. Network architecture for Meta Variance Transfer using
ResNet backbone.

(a) ResNet-based backbone θ

Layer ResNet-10+ ResNet-34+
conv1 [7× 7, 64], stride 2
pool1 3× 3 max pool, stride 2

conv2
[
3× 3, 64
3× 3, 64

]
×1

[
3× 3, 64
3× 3, 64

]
×3

conv3
[
3× 3, 128
3× 3, 128

]
×1, s2

[
3× 3, 128
3× 3, 128

]
×4, s2

conv4
[
3× 3, 256
3× 3, 256

]
×1, s2

[
3× 3, 256
3× 3, 256

]
×6, s2

conv5
[
3× 3, 512
3× 3, 512

]
×1, s2

[
3× 3, 512
3× 3, 512

]
×3, s2

pooling Global Average Pooling
FC1 (512, 512)

(b) Variance transfer network φ

Layer ResNet+
FC1 (512× 4, 64)

LeakyReLU -
FC2 (64, 512)

(c) Manifold regularization δ

Layer ResNet+
FC1 Wδ (512, 64)
FC2 WT

δ (64, 512)

2. Decoder Architecture for Visualization
The decoder architecture used in our experiment for the
proof of concept is described in Table 3. Given pre-trained
backbone network from our MVT meta-training, we trained
the decoder by feeding the feature embedding e and recon-
structing the original 112 × 112 input facial images. For
each convolutional block, instead of deconvolution, we used
a 2× upsampling by nearest neighbor interpolation followed
by a 3 × 3 convolution. We additionally performed a in-
stance normalization (Ulyanov et al., 2016) and a nonlinear
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Table 3. Decoder network architecture for image visualization
from a feature embedding e.

Layer Decoder
FC1 (512, 7× 7× 512)

conv1


2× Upsample
3× 3, 256

InstanceNorm
ReLU



conv2


2× Upsample
3× 3, 128

InstanceNorm
ReLU



conv3


2× Upsample

3× 3, 64
InstanceNorm

ReLU



conv4


2× Upsample

3× 3, 32
InstanceNorm

ReLU


conv5 [3× 3, 3]

ReLU for each block. The final output is a 112× 112× 3
image.
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