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We present proofs of theoretical claims and the full experi-
mental results discussed in the main paper.

1. Proofs
1.1. Proof of Property 1

This proof is straight-forward because l(w, k∗) is the max-
imal average log-likelihood over k ∈ K, T (θ,D) is the
average log-likelihood of the EEP, and the EEP is in K.
Thus, T (θ,D) ≤ l(w, k∗).

1.2. Proof of Property 2

Let Z = (z1, z2, . . . , zn) be the dummy labels of
(x1, x2, . . . , xn) obtained when computing the NCE, and
let Y = (y1, y2, . . . , yn) be the true label set. We have:

T (θ,D) = 1

n

n∑
i=1

log

(∑
z∈Z

P̂ (yi|z) θ(xi)z

)
(by definition)

≥ 1

n

n∑
i=1

log
(
P̂ (yi|zi) θ(xi)zi

)
(monotonicity of log)

=
1

n

n∑
i=1

log P̂ (yi|zi) +
1

n
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log θ(xi)zi .

According to the proof of Theorem 1 of Tran et al. (2019),
we have:

NCE(Y |Z) = 1

n

n∑
i=1

log P̂ (yi|zi).

Thus, we have:

T (θ,D) ≥ NCE(Y |Z) + 1

n

n∑
i=1

log θ(xi)zi .
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2. Full Experimental Results
Fig. 1 shows the results for all experimental settings with
small balanced target data sets.

Fig. 2 shows the results for all experimental settings with
small imbalanced target data sets.

Fig. 3 shows the results for all experimental settings with
the convergence speed of fine-tuned models. For a clearer
comparison, we only consider two LEEP transferability
levels for target tasks constructed from FashionMNIST.

Fig. 4 shows the results for all experimental settings in the
source model selection problem.
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(a) ImageNet → CIFAR100
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(b) CIFAR10 → CIFAR100
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(c) ImageNet → FashionMNIST
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(d) CIFAR10 → FashionMNIST

Figure 1. Average test accuracy of transferred models on small, balanced target data sets in five transferability levels obtained
from LEEP scores. The higher the level, the easier the transfer. A → B in the subcaptions indicate that the source model is trained on A
and the target datasets are constructed from B. The source models are ResNet18 for ImageNet (a,c) and ResNet20 for CIFAR10 (b,d).
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(a) ImageNet → CIFAR100
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(b) CIFAR10 → CIFAR100
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(c) ImageNet → FashionMNIST
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(d) CIFAR10 → FashionMNIST

Figure 2. Average test F1 score of transferred models on small, imbalanced target data sets in five transferability levels obtained
from LEEP scores. The higher the level, the easier the transfer. A → B in the subcaptions indicate that the source model is trained on A
and the target datasets are constructed from B. The source models are ResNet18 for ImageNet (a,c) and ResNet20 for CIFAR10 (b,d).

1 5 10 15
# epoch

0.3

0.2

0.1

0.0

Ac
cu

ra
cy

 d
iff

er
en

ce

level 1
level 2
level 3

level 4
level 5

(a) ImageNet → CIFAR100
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(b) CIFAR10 → CIFAR100
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(c) ImageNet → FashionMNIST
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(d) CIFAR10 → FashionMNIST

Figure 3. Convergence of accuracy for fine-tuned models to the accuracy of a reference model trained from scratch using only the
target dataset. The convergence is represented by the accuracy difference between the fine-tune model and the reference model. Each
curve is the average of the accuracy difference curves over tasks within the same transferability level. The zero lines indicate where the
fine-tuned models match the accuracy of the reference model.
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Figure 4. Test accuracy vs. transferability according to LEEP score, NCE score (Tran et al., 2019), H score (Bao et al., 2019), and
ImageNet accuracy (Kornblith et al., 2019) for 9 candidate source models (see the legend) pre-trained on ImageNet. The transferred
models are obtained by (a) re-training the head classifier, and (b) fine-tuning the source model.


