Supplementary Materials:
Confidence-Aware Learning for Deep Neural Networks

S1. Experimental Details: Ordinal Ranking
S1.1. Evaluation Metrics

AURC & E-AURC AURC measures the area under the
curve drawn by plotting the risk according to coverage. The
coverage indicates the ratio of samples whose confidence
estimates are higher than some confidence threshold, and the
risk, also known as the selective risk (Geifman & El-Yaniv,
2017), is an error rate computed by using those samples.
A low value of AURC implies that correct and incorrect
predictions can be well-separable by confidence estimates
associated with samples.

Inherently, AURC is affected by the predictive performance
of amodel. To have a unitless performance measure that can
be applied across models, Geifman et al. (2019) introduce
a normalized AURC, named Excess-AURC (E-AURC). E-
AURC can be computed by subtracting the optimal AURC,
the lowest possible value for a given model, from the em-
pirical AURC. For a detailed description, please refer to
Geifman et al. (2019).

AUPR-Error AUPR measures the area under the precision-
recall curve. The precision-recall curve is a graph showing
the precision = TP/(TP+FP) against recall = TP/(TP+FN),
where TP, FP, and FN denote true positives, false positives,
and false negatives, respectively. The AUPR-ERROR repre-
sents the area under precision-recall curve where misclas-
sified samples (i.e., errors) are used as positives. This is
used as the primary metric to evaluate the failure prediction
performance in Corbiere et al. (2019).

FPR-at-95%-TPR FPR-at-95%-TPR measures the false
positive rate (FPR) = FP/(FP+TN) when the true positive
rate (TPR) = TP/(TP+FN) is 95%, where TP, TN, FP, and
FN denotes true positives, true negatives, false positives,
and false negatives, respectively. It can be interpreted as the
probability that an example predicted incorrectly is misclas-
sified as a correct prediction when TPR is equal to 95%.

ECE Expected calibration error (ECE) (Naeini et al., 2015)
is a metric that approximates the difference in expectation
between accuracy and confidence. As an approximation,
ECE partitions the probability interval into a fixed number
of bins. Then, each bin B,, has an interval (%1, 2] m =
1, ..., M where M is the number of bins. With these bins,

ECE can be computed as
M Byl

ECE = —_— B,,) — conf(B,,

m}_jl L ace(By) — conf(By)|

where n is the total number of samples, acc(B,,) denotes
the accuracy computed from samples in B,,,, and conf(B,,)
is the average confidence scores of samples in B,,.

NLL Negative log likelihood (NLL) is a standard measure
for evaluating the quality of predictive probability, which is
computed as

n

NLL = —ZlogP(y = yi|xi, W).

i=1

Brier Score Brier score (Brier, 1950) can be interpreted
as the average mean squared error between the predicted
probability and one-hot encoded label. It can be computed
as

n K
1
Brier = = > > (P (y = klxi, w) — ti)?
rier - (P (y |x;, W) — tr)

i=1 k=1

where ¢, = 1 if k = y;, and O otherwise.

S1.2. Experimental Settings

Datasets CIFAR-10 and CIFAR-100 are the datasets for a
multi-class image classification task. They consist of S0K
training images and 10K test images of size 32 x 32 with
10 and 100 classes, respectively. The Street View House
Numbers (SVHN) dataset (Netzer et al., 2011) contains
73,257 training images and 26,032 test images of size 32 X
32 with 10 classes of digits.

MCdropout VGG-16 for MCdropout is the one used in
Geifman et al. (2019).! Specifically, a dropout layer with a
dropout rate p = 0.3 is added after the first convolutional
layer, and dropout layers with p = 0.4 are applied to other
convolutional layers except ones followed by a max pooling
layer. For fully connected layers, dropout with p = 0.5 is
used. PreAct-ResNet110 for MCdropout comes from Zhang
et al. (2019). Dropout layers with p = 0.2 are applied to
all convolutional layer, and a dropout layer with p = 0.1

"https://github.com/geifmany/uncertainty ICLR
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is added before the last fully connected layer. Note that
this architecture from Zhang et al. (2019) was determined
through the validation process. DenseNet-BC already has
dropout layers and we set the dropout rate of them to 0.2
as used in the original paper (Huang et al., 2017). In the
experiments, we compute 50 stochastic predictions and the
entropy on the average predicted probabilities is used as an
uncertainty estimate.

Aleatoric+MCdropout To consider aleatoric uncertainty, a
Gaussian distribution whose mean is a model’s prediction
is placed over the logit space as proposed in Kendall & Gal
(2017). The models for Aleatoric+MCdropout are the same
as used for MCdropout except that an additional output
layer is attached to produce the variance of the Gaussian
distribution. With this Gaussian distribution, 50 logit vectors
are sampled and averaged to compute a cross-entropy loss
during training. Like MCdropout, we use 50 stochastic
predictions and the entropy is used to estimate uncertainty.

AES Average early stopping (AES) is a snapshot ensemble
approach motivated by the observation that easy samples
are learned earlier during training while hard samples are
not. To leverage this for confidence estimation, AES method
provides the average confidence estimates from the ensem-
ble of model snapshots. Geifman et al. (2019) suggests an
ensemble with k models at epochs i € F' where F'is a set
of k evenly spaced integers between 0.47 and T'. Here, T’
denotes the total number of epochs. In the experiments, we
consider £ = 10 and k& = 30.

S1.3. Results

Table S1, S2 and S3 shows the complete experimental re-
sults to evaluate ordinal ranking performance on CIFAR-10,
CIFAR-100 and SVHN, respectively. For CRL models, we
consider the maximum class probability (CRL-softmax),
negative entropy (CRL-entropy), and margin (CRL-margin)
as a confidence function, respectively. Regardless of the
confidence function, it is observed that CRL improves the
quality of confidence estimates. Compared to other methods
that require multiple predictions, CRL models consistently
yield comparable or better performance.

Figure S1 shows the risk-coverage (RC) curve plots from
PreAct-ResNet110 on CIFAR-10/100 and SVHN datasets.
A score in parentheses is the AURC value associated with
each model. For this figure, the model that shows the median
performance among five repeated runs is selected.

Tables S4 and S5 show ordinal ranking performance of CRL
ensembles with A = 0.5 and A = 1.0, respectively.

S2. Experimental Details:
Out-of-Distribution Detection

S2.1. Evaluation metrics

Detection Error Detection error measures the minimum
possible error rate over all possible thresholds when sepa-
rating in- and out-of-distribution samples.

AUROC The area under the receiver operating characteris-
tic curve (AUROC) measures the area under the curve drawn
by plotting the true positive rate against the false positive
rate.

AUPR-In & AUPR-Out AUPR measures the area under
the precision-recall curve. AUPR-In and AUPR-Out use in-
and out-of-distribution samples as positives, respectively.

S2.2. Experimental Settings

Datasets The TinyImageNet is a subset of ImageNet dataset
that contains 10,000 test images with 200 classes. The
LSUN dataset consists of 10,000 images of 10 different
scenes (Yu et al., 2015). The iSUN dataset is a subset of
LSUN images and consists of 8,925 images. These datasets
are used as out-of-distribution datasets, and all images are
resized to 32 x 32.

ODIN ODIN (Out-of-DIstribution detector for Neural net-
works) (Liang et al., 2018) is a simple and effective post-
processing method for out-of-distribution detection. ODIN
consists of two steps: temperature scaling and adding small
perturbations to inputs. Through a manipulation of tem-
perature constant 7', the softmax scores of in- and out-of-
distribution images can be distinguishable by pusing them
further apart from each other. In addition, an input is pre-
processed by adding small perturbations to decrease the
softmax score. The perturbations can be computed as the
gradient of loss with respect to the input, and they are added
to the input with a multiplicative constant e. To find the
hyperparameters 7" and €, a small hold-out set from out-of-
distribution dataset was used following to the procedure in
the original paper.

Mahalanobis Lee et al. (2018) proposed the Maha-
lanobis distance-based confidence score to identify out-of-
distribution samples from the finding that the trained fea-
tures of deep neural networks follow the class-conditional
Gaussian distribution. To further enhance the detection per-
formance, it adds small perturbations € to an input similar
to ODIN, and combines the confidence scores from all lay-
ers in a deep neural network. Concretely, the scores are
computed by weighted averaging and these weights are de-
termined by training a logistic regression model using a
validation dataset. The optimal value of € was chosen via
validation process as described in the original paper.
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S2.3. Results

Table S6 shows full out-of-distribution detection results
including those from iSUN dataset. Since iSUN is a subset
of LSUN, the detection performances on iSUN are similar
to those on LSUN.

S3. Experimental Details: Active Learning
S3.1. Experimental Settings

Since query strategies for active learning are based on uncer-
tainty, there exists a risk that samples selected to be labeled
are overlapped, i.e., they might have redundant information.
To avoid this issue, we select the samples from a random
subset of the unlabeled pool Dg at S-th stage. We set the
size of subset to 10,000. Beluch et al. (2018) and Yoo &
Kweon (2019) are also used this simple scheme to address
the redundancy issue.

The proposed method requires counting correct prediction
events of all training samples. Hence, incremental learning
with newly labeled samples cannot be applied to CRL mod-
els. For a fair comparison, we initialize all models including
comparison targets at the beginning of every stage, i.e., all
models are trained from scratch with their labeled dataset.
To control the unexpected effect of random initialization, all
models share the same random seed at each stage.

Query Strategy We consider the following query strate-
gies (i.e., sampling methods) for comparison: random sam-
pling, entropy-based sampling, core-set sampling (Sener
& Savarese, 2018), and entropy-based sampling with MC-
dropout. Random sampling is selecting samples to be
labeled randomly. Entropy-based sampling selects sam-
ples whose entropy of predicted class probability is high.
Entropy-based sampling with MCdropout differs from just
entropy-based sampling in that it measures entropy on the
average predicted class probabilities obtained by 50 stochas-
tic predictions. Core-set sampling focuses on the repre-
sentativeness of samples, which can be implemented by
K-Center-Greedy algorithm. Following to Sener & Savarese
(2018), we use the [, distance between activations of the last
fully connected layer to measure the diversity of samples.

S3.2. Results

Table S7 shows the classification accuracy values of sam-
pling strategies at each active learning stage.
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Table S1. Comparison of the quality of confidence estimates on CIFAR-10. The means and standard deviations over five runs are reported.
1 and 7 indicate that lower and higher values are better respectively. AURC and E-AURC values are multiplied by 103, and NLL are
multiplied by 10 for clarity. All remaining values are percentage. Red and blue represent the best performance among single models and
the methods requiring multiple predictions, respectively.

Dataset Method ACC AURC E-AURC AUPR- FPR-95% ECE NLL Brier
Model M () ) Err (1) TPR (1) ) ) Q)
Baseline 93.74+0.14  7.10+0.31 5.10+0.26  44.19+0.34 41.43+0.38 | 5.20+0.11 3.79+£0.11 11.30£0.21
CRL-entropy | 93.84+0.12 6.77+£0.16 4.83+0.16 46.16+2.87 41.354+3.03 | 2.474+0.19 2.474+0.03  9.99+0.09
CRL-softmax | 93.82+0.18 6.78+£0.18 4.83+0.08 46.79+1.75 40.21+2.18 | 1.244+0.20 2.09+0.04  9.33+0.21
CIFAR-10 CRL-margin 93.88+0.12 7.13£0.23 521£0.16 43.26+1.79 44.204+0.94 | 1.55+0.13 2.73+0.07 9.81£0.16
VGG-16 MCdropout 93.78+0.27 6.72+0.28 4.724+0.19 45.084+2.14 41.52+2.83 | 1.11+£0.19 1.93£0.05  9.3440.39
Aleatoric+MC | 93.91£0.13  6.57£0.29 4.68+0.22 44.67+1.76 41.68+1.86 | 0.86+0.12 1.89+0.05 9.08+0.24
AES(k=10) 93.97+0.12 7.15+0.25 5.304+0.25 44.47+1.00 41.01+1.75 | 1.61+£0.27 2.06+£0.04  9.2640.15
AES(k=30) 93.96+0.17 6.50+0.10 4.64+0.09 45.36+3.02 38.60+1.51 | 1.82+0.25 1.95+0.03 9.23+0.15
Baseline 94.11£0.20 9.11+0.44 7.344+0.39 42.70+1.59 40.424+2.30 | 4.46+0.16 3.34+0.13  10.19+0.32
CRL-entropy | 94.24+0.11 6.01+0.18 4.33+0.13 43.15+0.43 41.65+2.66 | 0.794+0.12 1.974+0.02  8.74+0.12
CRL-softmax | 94.00£0.12 6.02+0.26 4.21+0.19 4520+1.15 38.81+1.59 | 1.234+0.18 1.814+0.04  8.85+0.20
CIFAR-10 CRL-margin 93.83+0.10 6.284+0.13 4.344+0.07 45.46+1.07 39.92+1.27 | 1.12+0.16 1.87+£0.01  9.074+0.09
ResNet110 MCdropout 94.25+0.00 5.48+0.19 3.80+0.16 45.214+2.19 36.74+3.06 | 1.45+0.15 1.88+£0.05 8.48+0.13
Aleatoric+MC | 94.33£0.09 6.02+0.33 4.384+0.30 45.55+0.87 38.72+1.82 | 1.254+0.07 1.80+0.03  8.36+0.12
AES(k=10) 94.224+0.22 6.71+£0.54 5.00+0.44 44.314+2.00 39.80+2.35 | 1.38+0.15 1.94+0.05 8.824+0.32
AES(k=30) 94.20£0.23 5.80+0.28 4.09+0.25 47.15+1.93 36.37+2.85 | 1.61+0.20 1.82+0.04 8.69+0.29
Baseline 94.87£0.23 5.15+0.35 3.824+0.30 44.214+2.21 36.35+2.02 | 3.20+£0.20 2.23+£0.09  8.33+0.37
CRL-entropy | 94.98+£0.15 4.95+0.30 3.67£0.26 40.67+1.50 42.124+2.06 | 0.69+0.15 1.66+0.03  7.67+0.19
CRL-softmax | 94.71+£0.09 4.92+0.14 3.49+0.94 45.16+2.12 36.13+3.35 | 0.87+0.07 1.60+0.02  7.84+0.17
CIFAR-10 CRL-margin 94.4240.19 5.26+0.23 3.684+0.18 45.36+3.22 36.67+2.19 | 0.95+£0.11 1.65+0.03  8.1740.18
DenseNet ~ MCdropout 94.69+0.25 5.30+0.38 3.85+0.28 45.64+2.65 36.61+2.38 | 1.20+£0.09 1.73£0.05  7.924+0.28
Aleatoric+MC | 94.73£0.19 5.17£0.20 3.76+0.14 45.67+3.18 34.69+1.03 | 1.25+0.06 1.724+0.04  7.80+0.16
AES(k=10) 95.00+0.14 5314032 4.04+0.26 43.29+1.83 37.13+2.69 | 1.00+0.10 1.66+0.04  7.654+0.27
AES(k=30) 94.99+0.18 4.70+0.20 3.43+0.15 45.394+2.02 34.37+1.70 | 1.18+£0.09 1.58+0.04 7.57+0.26

Table S2. Comparison of the quality of confidence estimates on CIFAR-100. The means and standard deviations over five runs are
reported. | and 1 indicate that lower and higher values are better respectively. AURC and E-AURC values are multiplied by 10%, and
NLL are multiplied by 10 for clarity. All remaining values are percentage. Red and blue represent the best performance among single
models and the methods requiring multiple predictions, respectively.

Dataset Method ACC AURC E-AURC AUPR- FPR-95% ECE NLL Brier
Model () ) ) Err () TPR (1) (€3] (€3] (€3]
Baseline 73.49+0.34 77.33£1.15 38.61+£0.66 68.59+0.64 62.01+0.39 | 19.81+£0.33 17.77+0.37 44.85£0.51
CRL-entropy | 74.71+£0.19  70.19+1.53 35.11£1.13 68.70+£1.08 59.154+2.19 | 11.62+0.32 12.42+0.10 38.16+0.39
CRL-softmax | 74.06£0.18 71.83+0.47 34.84+0.57 69.60+1.11 59.47+1.01 | 13.86+0.27 13.10£0.12 39.424+0.19
CIFAR-100 CRL-margin 74.06+0.27 7591+0.76 38.93+0.74 67.59+1.04 59.74+1.62 | 12.16+£0.24 13.67£0.16 38.79+0.36
VGG-16 MCdropout 73.06+0.42 77.36£1.15 37.85+0.51 67.684+0.95 62.39+2.16 | 3.37+£0.37 10.05£0.02 36.59+0.29
Aleatoric+MC | 73.124+0.28 77.31+1.00 37.43+0.42 67.67+0.53 63.53+0.81 | 3.22+0.19  10.02+0.04 36.63+0.21
AES(k=10) 74.684+0.25 72.25+1.13 37.09+0.58 67.69+0.76 60.88+0.92 | 7.42+0.26 10.02+0.11 35.83+0.36
AES(k=30) 74.78+0.30  68.99+1.24 34.13+£0.74 67.72+0.95 61.20+1.40 | 7.85£0.30  9.64+0.19  35.64+0.38
Baseline 72.85+0.30 87.24+1.21 46.50+£1.09 66.01+£0.43 66.03£1.52 | 16.58+0.16 15.09+£0.14 42.83+0.38
CRL-entropy | 73.73£0.38 75.77+1.81 37.78+1.01 67.62+1.32 61.83+1.46 | 10.37+0.40 11.23+0.15 38.031+0.53
CRL-softmax | 74.16+0.32 73.594+1.39 36.90+1.08 67.23+1.13 62.56+1.26 | 11.52+0.36  10.87+0.05 37.71+0.44
CIFAR-100 CRL-margin 74.66+0.13  73.26£0.30 38.04+0.56 63.27+0.59 66.64+1.33 | 10.77+0.21 10.50+0.12  36.93+0.23
ResNet110 ~ MCdropout 74.08+0.00 75.47+1.07 38.53+1.13 66.14£1.68 64.59+1.46 | 5.354+0.32 10.06+£0.15 36.06+0.38
Aleatoric+MC | 74.50+0.24 73.26+0.83 37.56+0.95 65.65+091 63.53+1.78 | 2.68+0.25  9.24+0.13  34.96+0.20
AES(k=10) 73.65+£0.29  79.12£1.07 40.88+£0.49 66.72+0.74 63.81£1.40 | 8.90+0.15 10.67+0.13 37.67+0.37
AES(k=30) 73.67+0.32  76.69+1.32 38.52+0.96 67.13+£0.76 64.23+0.95 | 9.33+0.20 10.17£0.11 37.61£0.39
Baseline 75.394+0.29 71.75+£0.89 38.63+0.72 65.184+1.71 63.30£1.93 | 12.67+£0.25 11.544+0.08 37.26+0.21
CRL-entropy | 76.244+0.28 64.33+1.19 33.56+0.54 65.36+0.28 61.36+0.92 | 8.02+0.39  9.60+0.09  34.04+0.44
CRL-softmax | 76.82+0.26 61.77+1.07 32.57+0.81 65.22+1.40 61.79+2.20 | 8.59+0.17  9.114+0.09  33.3940.28
CIFAR-100 CRL-margin 77.09+0.18 61.51+0.99 33.00+0.65 61.73£0.64 64.23+1.35 | 8.424+0.17 8.97+0.10  33.06+0.28
DenseNet MCdropout 75.80+£0.36  66.92+1.45 34.97+0.46 65.11£1.10 63.27+£1.47 | 5.59+0.33  9.424+0.14  34.02+0.38
Aleatoric+MC | 75.504+0.39  67.87£1.55 35.05+0.65 65.924+1.38 61.69+1.79 | 6.01£0.22  9.4540.13  34.25+0.47
AES(k=10) 76.10+£0.16 67.18+£0.37 36.04+£0.18 64.82+0.83 62.59+0.69 | 6.78+£0.37  9.39+0.04  34.04+0.14
AES(k=30) 76.05+0.12  65.22+0.73  33.95+0.68 65.94+0.84 62.17+0.54 | 7.38+£0.22  9.04+0.04 33.96+0.16
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Table S3. Comparison of the quality of confidence estimates on SVHN. The means and standard deviations over five runs are reported.
1 and 1 indicate that lower and higher values are better respectively. AURC and E-AURC values are multiplied by 10, and NLL are
multiplied by 10 for clarity. All remaining values are percentage. Red and blue represent the best performance among single models and
the methods requiring multiple predictions, respectively.

Dataset Method ACC AURC E-AURC AUPR- FPR-95% ECE NLL Brier
Model (@) ) €3] Err. () TPR (1) (€3] €3] €]
Baseline 96.20£0.10 5.97+0.28 5.24+0.28 41.15+0.95 32.08+0.56 | 3.15+£0.11 2.69+0.05 6.86+0.17

CRL-entropy | 96.55+0.10 4.31+0.10 3.72+0.10 44.39+2.87 28.34+1.07 | 1.15£0.10 1.55+0.03 5.54+0.11
CRL-softmax | 96.55+0.07 4.47+0.10 3.86+£0.08 42.82+1.35 29.82+1.42 | 0.88+0.12 1.524+0.03 5.44+0.10
SVHN CRL-margin 96.49+0.05 4.50+0.15 3.88+£0.13 42.194+0.60 29.184+0.66 | 0.95+£0.03 1.86+0.02 5.67+0.10
VGG-16 MCdropout 96.794+0.05 4.64+0.34 4.12+£0.31 41.62+1.21 27.46+0.95 | 0.36+£0.02 1.25+0.03 4.963-0.11
Aleatoric+MC | 96.80+0.01 4.86+0.26 4.34+£0.26 41.14+0.60 27.60+1.45 | 0.38+£0.07 1.26+0.01 4.99+0.02
AES(k=10) 96.54+0.09 4.59+0.10 3.98+0.11 43.48+0.86 27.40+0.99 | 0.54+0.09 1.34+0.01 5.314+0.06
AES(k=30) 96.58+0.08 4.27+0.14 3.69+0.12 43.53+1.16 25.20+1.47 | 0.50+£0.04 1.284+0.01 5.2140.08
Baseline 96.45+0.06 8.02+0.76  7.38+£0.75 38.83+1.79 35.78%+1.45 | 2.79+£0.06 2.38+0.04 6.25+0.12
CRL-entropy | 96.80+0.01 4.12+0.06 3.60+£0.06 41.18+1.89 27.81+0.77 | 1.13£0.05 1.37£0.01 5.124+0.03
CRL-softmax | 96.81£0.09 4.25+0.12 3.744+0.14 43.46+1.78 27.71+0.56 | 0.85+0.09 1.31+£0.02 4.97+0.12
SVHN CRL-margin 96.83+0.09 4.09+0.14 3.58+0.15 42324242 27.00+1.27 | 0.86+£0.06 1.36+0.02 4.93+0.08
ResNet110 MCdropout 97.00£0.00 4.994+0.35 4.53+£0.34 39.10+0.94 28.69+2.22 | 0.65+£0.07 1.294+0.01 4.73+0.13
Aleatoric+MC | 97.01+0.04 5.54+0.24 5.09£0.23 38.71£1.08 31.60+0.50 | 0.54+0.05 1.254+0.01 4.69+0.05
AES(k=10) 96.77+0.05 4.41+0.17 3.89+0.16 43.56+2.51 27.39+1.34 | 0.43£0.11 1.26+0.01 4.9740.05
AES(k=30) 96.81+0.05 4.23+0.13 3.72+£0.14 43.64+1.48 26.09+1.54 | 0.33+£0.03 1.21+0.02 4.89+0.05
Baseline 96.40+0.08 7.70+0.41 7.00£0.39 39.43+0.78 34.23+1.21 | 2.51+£0.07 2.10£0.05 6.13%+0.15
CRL-entropy | 96.68+£0.07 4.27+0.34 3.724+0.33 42.08+2.15 28.76+1.58 | 0.84+£0.05 1.37£0.02 5.20+0.08
CRL-softmax | 96.614+0.12 4.47+0.14 3.89+0.13 43.35+0.81 28.35+1.62 | 0.85+£0.06 1.384+0.04 5.26+0.18
SVHN CRL-margin 96.65+0.07 4.41+0.20 3.85+£0.18 42914099 26.58+1.04 | 0.83+£0.05 1.35+0.00 5.154-0.07
DenseNet ~ MCdropout 96.824+0.04 5.10+0.52  4.59+0.51 39.57+£2.58 31.04+1.67 | 0.42+£0.06 1.294+0.03 4.9740.11
Aleatoric+MC | 96.86+0.14 5.68+1.19 5.18%1.15 39.094+2.28 31.43+3.61 | 0.79+£0.87 1.44+0.35 5.18%1.15
AES(k=10) 96.78+0.08 4.50+0.16 3.98+0.15 43.43+1.39 26.16+1.17 | 0.41£0.09 1.2440.02 4.96+0.10
AES(k=30) 96.80+0.07 4.29+0.14 3.77+0.13 43.14+1.30 25.86+0.84 | 0.34+0.07 1.21+0.02 4.90+0.10
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Figure S1. Risk-coverage curves from PreAct-ResNet110 on (a) CIFAR-10, (b) CIFAR-100, and (c) SVHN.
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Table S4. Comparison of ensembles of five classifiers. A is set to 0.5 for CRL models. For each experiment, the best result is shown
in boldface. AURC and E-AURC values are multiplied by 10°, and NLL are multiplied by 10 for clarity. All remaining values are
percentage.

Dataset Method ACC AURC E-AURC AUPR- FPR-95% | ECE NLL Brier
Model @) ) (@) Err() TPRA) | D d @
Baseline 95.02 445 3.19 46.45 33.73 1.52 192  7.65

CIFAR-10  CRL-entropy | 94.81  5.06 3.69 45.96 34.68 097 179 177
VGG-16 CRL-softmax | 95.09  4.32 3.09 45.27 37.88 132 178 17.51
CRL-margin | 94.85  5.05 3.70 42.01 40.77 093 171 7.67
Baseline 9542  4.01 2.95 44.14 29.03 1.12 1.63 6.86
CIFAR-10  CRL-entropy | 95.15  4.12 2.93 43.38 34.02 042 150 7.22
ResNet110  CRL-softmax | 95.55  3.72 2.72 44.01 29.88 0.84 150 6.60
CRL-margin | 95.23  4.26 3.10 37.90 39.83 076 146 7.03
Baseline 96.03  3.02 2.22 4417 30.73 079 129 597
CIFAR-10  CRL-entropy | 95.89  3.33 247 42.80 33.57 057 132 631
DenseNet CRL-softmax | 95.97  3.17 2.35 45.25 29.77 0.85 127 599
CRL-margin | 9550 3.45 243 47.12 28.88 045 132 648
Baseline 78.34  54.53 29.16 64.99 58.44 407 9.53 31.05
CIFAR-100 CRL-entropy | 78.43  55.19 30.05 64.50 60.36 385 9.14 30.86
VGG-16 CRL-softmax | 78.53  52.53 27.63 66.53 57.89 3.80 9.11 3047
CRL-margin | 77.84  58.27 31.67 61.69 63.94 442 9.08 30.84
Baseline 78.83 5491 30.72 64.42 58.99 239 8.63 30.19
CIFAR-100 CRL-entropy | 78.69  54.49 29.97 64.51 58.51 195 831 30.01
ResNetl10  CRL-softmax | 79.08  52.87 29.27 64.88 57.74 2.11 8.06 29.59
CRL-margin | 79.01  57.20 33.44 56.87 68.41 2.04 8.06 29.90
Baseline 80.34 4743 26.70 63.83 56.10 1.87 743 27.74
CIFAR-100 CRL-entropy | 80.47 46.10 25.65 63.73 55.65 1.81 7.20 27.47
DenseNet CRL-softmax | 80.85  45.63 25.99 61.46 57.33 1.79 713 27.34
CRL-margin | 80.29 48.15 27.30 59.93 63.01 1.53 720 27.60
Baseline 9691  4.48 4.00 40.66 28.64 1.09 160 493
SVHN CRL-entropy | 97.01  3.96 3.51 39.80 27.02 0.78 130 4.75
VGG-16 CRL-softmax | 96.95  4.07 3.60 40.52 29.25 1.02 153 492
CRL-margin | 96.84  4.30 3.80 37.62 30.04 0.86 142 492
Baseline 97.13 433 3.91 42.52 26.30 092 138 447
SVHN CRL-entropy | 97.24  3.56 317 41.58 25.80 059 113 430
ResNet110  CRL-softmax | 97.29  3.80 343 40.75 26.80 0.88 123 426
CRL-margin | 97.31  3.61 3.24 36.75 27.03 072 1.16 4.24
Baseline 97.24 493 4.55 36.49 30.54 0.83 134 451
SVHN CRL-entropy | 97.15  3.85 3.44 40.59 27.16 072 117 447
DenseNet CRL-softmax | 97.18  4.10 3.70 43.31 29.05 0.87 125 446
CRL-margin | 97.19  3.73 3.34 35.40 27.98 059 1.18 441
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Table S5. Comparison of ensembles of five classifiers. A is set to 1 for CRL models. For each experiment, the best result is shown
in boldface. AURC and E-AURC values are multiplied by 10°, and NLL are multiplied by 10 for clarity. All remaining values are
percentage.

Dataset Method ACC AURC E-AURC AUPR- FPR-95% | ECE NLL Brier
Model Q) W (€ Err() TPRA) | ) & D
Baseline 95.02 445 3.19 46.45 33.73 1.52 192 17.65

CIFAR-10  CRL-entropy | 94.70  5.12 3.69 43.88 37.92 050 186 7.77
VGG-16 CRL-softmax | 94.60  5.21 3.72 46.80 37.22 1.32 171 8.03
CRL-margin | 94.77  5.67 4.28 36.91 47.22 099 190 8.15
Baseline 9542 4.01 2.95 44.14 29.03 .12 1.63 6.86
CIFAR-10  CRL-entropy | 95.16  4.42 3.23 39.56 35.95 1.68 1.63 7.43
ResNet110  CRL-softmax | 94.70  4.58 3.15 45.23 34.15 072 153 7.71
CRL-margin | 94.62 4091 3.44 41.74 35.50 0.68 1.58 7.87
Baseline 96.03  3.02 2.22 44.17 30.73 079 129 597
CIFAR-10  CRL-entropy | 95.52 3.72 2.70 43.82 32.14 1.50 145 6.73
DenseNet CRL-softmax | 95.34  3.92 2.81 43.89 32.61 052 140 694
CRL-margin | 95.18  4.26 3.08 40.61 37.75 0.61 145 7.28
Baseline 78.34  54.53 29.16 64.99 58.44 407 9.53 31.05
CIFAR-100 CRL-entropy | 78.66  55.05 28.46 65.20 59.04 217 859 29.96
VGG-16 CRL-softmax | 78.09 53.74 27.76 67.01 56.86 276 848 3029
CRL-margin | 78.08  58.63 32.63 62.32 62.04 2.14 8.67 30.52
Baseline 78.83 5491 30.72 64.42 58.99 239 8.63 30.19
CIFAR-100 CRL-entropy | 78.56  53.92 29.09 64.32 58.53 239 8.63 30.19
ResNet110  CRL-softmax | 78.40  53.55 28.33 66.35 56.43 238 793 30.04
CRL-margin | 78.84 55.85 31.69 58.53 66.82 1.78 7.61 29.69
Baseline 80.34 4743 26.70 63.83 56.10 1.87 743 2774
CIFAR-100 CRL-entropy | 80.18 47.37 26.29 62.65 56.91 218 7.21 2773
DenseNet CRL-softmax | 80.38  46.63 25.98 62.59 58.81 145 695 2743
CRL-margin | 80.50 48.27 27.88 57.82 63.64 1.55 6.94 27.42
Baseline 9691  4.48 4.00 40.66 28.64 1.09 1.60 4.93
SVHN CRL-entropy | 96.98  4.16 3.70 41.49 26.62 045 130 4.75
VGG-16 CRL-softmax | 96.98  4.02 3.56 41.21 28.95 0.81 130 4.79
CRL-margin | 96.97  4.05 3.59 38.50 29.18 047 146 4.87
Baseline 97.13 433 391 42.52 26.30 092 138 447
SVHN CRL-entropy | 97.31 3.51 3.15 37.65 28.08 0.60 1.13 4.30
ResNet110  CRL-softmax | 97.26  3.82 3.44 40.00 26.58 0.56 112 433
CRL-margin | 97.26  3.66 3.28 37.61 25.17 050 1.14 4.27
Baseline 9724 493 4.55 36.49 30.54 0.83 134 451
SVHN CRL-entropy | 97.18  3.70 3.30 39.74 26.43 0.74 1.16 4.44
DenseNet CRL-softmax | 97.13  3.85 3.44 39.91 25.77 053 114 446
CRL-margin | 97.19  3.76 3.37 40.02 28.49 0.81 1.17 4.53
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Table S6. Performances of CRL models on out-of-distribution detection task. The means and standard deviations are computed from
five models trained to evaluate the ordinal ranking performance. For each comparison, better result is shown in boldface. All values are

percentage.

IM"O‘::: Out-of-dist FPR-95%TPR(}) Detection Err.(}) AUROC() AUPR-In() AUPR-Out(1)
Baseline / CRL
Baseline+ODIN / CRL+ODIN
Baseline+Mahalanobis / CRL+Mahalanobi

20.65£2.40/5.8940.70  12.11£0.96/5.0500.23  93.00-£1.06/98.830.13 96.31-0.91/99.56-0.04 84.95-t141/96.72::0.50
TinyImageNet 27.50+3.00/2.17+026  13.14+1.29/3.41£0.23  92.3241.38/99.3940.08 95.63--1.17/99.76--:0.03 85.61+1.85 / 98.41-0.30
0.2440.08/03040.12  11540.16/ 1394027  99.88-0.03/99.82-40.06 99.96:-0.01/99.93+0.02 99.39-0.19 / 98.99-:0.28
32374278 /7484091  13.0141.17/5.50£0.20  92.1941.39/98.6250.17 95.82+1.30/99.4940.06 8348+ 1.74/96.14-0.62
SVHN LSUN 20.5743.98/2.9240.51  14.06-+1.23/3.88-030  91.56:+1.78/99.28+0.11 95.19+1.65/99.720.03  84.422.38 / 98.06:-0.42
ResNet110 0.08£0.05/0.0640.07  0.88+0.14/0.8540.32  99.91-+0.03/99.89+0.06 99.97-0.01/99.96+0.02 99.45+0.25 / 99.03£0.38
31435263/ 64040.78  12.6741.15/5.174023  92.4611.39/98.7550.14 96.36=1.21/99.58-10.04 82,54+ 1.66/ 96.13-0.59
iSUN 20.73+3.71/2.554041  13.87+1.43/3.672026  91.59+1.91/99.30£0.07 95.67--1.58/99.76-0.02 83.04-2.42 /97.92-:0.29
0.04£0.05/0.03£0.03  0.73+0.22/0.81£0.24  99.89--0.03/99.88£0.04 99.97+0.04/99.97+0.01 99.3140.26 / 98.79+0.63
26325555/ 7995249 11.49+1.61/5.7550.71  93.75+143/98.53-041 96.62-094/99.43-0.16 87.30+-2.74/96.15+1.16
TinylmageNet 19.93+4.43/3.3941.34  11.46:1.80/4.04-0.80  94.061.47/99.17£0.28 96.56--0.94/99.65:0.12  90.03-:2.39 / 98.00--0.67
14441.62/ 103141 2.42+1.15/1.86£0.92  99.37+0.91/99.48-0.79 99.52--1.08/99.6240.99 98.45+1.04/98.48-0.80
2895580/ 11.05:3.09 12.39+1.84/6.58£0.74  92.9511.76/98.120.49 96.11=1.23/99.2940.19 85931312/ 95.06-1.40
SVHN LSUN 20204486/4.6341.84  12.35+£1.98/4.68-20.94  9332+1.80/98.93+0.36 96.15+1.22/99.56-0.15 88.83-£2.73/ 97.45:-0.89
DenseNet 0.4110.84/0.444046  1.23+0.63/12340.66  99.73-0.60/99.75:0.17 99.86--0.88/99.79+0.13 98.97--0.60 / 98.70-:0.62
28204559/9.9452.78  12.08£1.62/64310.73  93.11-£1.57/98.25:0.47 96.57-0.96/99.39-0.16 85.04-13.20/ 95.04--1.50
iSUN 20374459/4.39+41.90  12.20+1.82/4.5141.03  9337-+1.62/98.96:0.36 96.51+0.97/99.61-0.14 87.95::2.78 / 97.38-0.99
0.06:0.46/0.0840.16  0.8140.62/ 1.1340.26  99.87-0.21/99.78-:0.05 99.94--0.17/99.94:0.03 98.92--0.33 / 98.56-:0.30
66.0942.86/53.1745.60 22.59+181/22.06:2.35 82.5912.91/86.2552.76 79.63+5.39/86.56£3.27 82.07+2.00/ 85.61-2.50
TinyImageNet 49.33-4.19/43.08+5.15 22.0842.28/ 17.6942.02 84.3143.22/90.40+1.91 80.73-5.07/90.77+2.13 86.0142.30 / 90.03+1.77
8.46142.12/9.444225  6.39+0.87/7.024091  98.34-0.41/97.924041 98.40:-0.37/97.85+0.35 98.22--0.49 / 98.02::0.44
CIFARO 57.65+2.89/44.5316.57 17.78+1.21/ 17.8941.87 88.2511.54/90.46-1.93 87.73+2.59/91.37+1.95 87.0611.29/89.60+1.97
Resneti1o SUN 34724575 /32104529 1629+1.76/ 13.5041.64 90.63+1.97/93.90+1.23 88.9842.79/94.48+1.21 91.47+1.66/93.30+1.25
6.33+42.54/5.5241.30  5514125/5.1640.76  98.66:0.51/98.7140.20 98.79+0.48 /98.76::0.25 98.49+0.61 / 98.62+0.31
61.7812.67/ 50341587 20.07£147/ 20014212 85.84=2.15/88.3942.27 85.78+3.71/90.25-2.28 8344163 /86.29+2.37
iSUN 41.954.35/38.08+5.21  19.0241.70/ 14.89+1.58  87.95-2.39/92.66=1.31 86.90+3.59/93.96-1.17 88.08-1.90/91.01-:1.48
8.19+42.47/9.4841.66  6.53:1.08/7.07£0.71  98.10:-0.57/97.97+0.37 98.29--0.50/98.10+0.33 97.89--0.72 /97.81+0.42
4581L3.95/29.8744.09 13.151.41/12.9941.03 93.25+1.04/94.50:0.84 94.53+0.94/95.1720.71 91.82-£1.24/93.87+1.03
TinylmageNet 10.73£6.24/10.41+3.00  7.0942.02/6.89=1.10  97.86::1.09/97.97+0.56 97.90-1.04/98.16-0.48 97.84-£1.13/97.78:0.65
699+1.13/628+3.18  592+40.58/5.61+1.54  98.37-0.50/98.52-1.17 98.22+1.29/98.09+2.07 98.49-0.38 / 98.57-:0.82
CIFARO 363143.64/21.2242.73  10.60-£0.88/10.590.55 95.1810.64/96.34-0.44 96.16-0.50/96.80-0.35 O4.1410.86/ 95.94-0.57
Dencevet | LSUN 43242.55/52941.53  4.46+1.15/5.034071  99.04-0.46/98.81-£0.29 99.10+0.41/98.9240.24 98.99-0.50 / 98.70-£0.35
507+1.15/3.8642.15  5.08+0.57/426+111  98.73+0.50/98.89-:0.66 98.68-1.56/98.67+1.07 98.71-0.36 / 98.91-:0.50
30.8444.40/25.5943.52 11494126/ [1.7540.84 94511091 /95.5250.67 95.99+0.70/96.44-£0.50 92.61%1.26/ 94.52-0.88
iSUN 6.6144.00/7.5442.08  549+1.41/6.034092  98.67-0.70/98.45£0.41 98.87+0.55/98.7340.33 98.46-0.87 / 98.13-:0.54
649+1.07/62041.45  5.67+0.52/5.54+0.69  98.52--0.21/98.4940.51 98.34:0.30/98.38+0.93 98.44-0.19 / 98.50--0.41

Table S7. Comparison of five sampling strategies for ResNet18 on CIFAR datasets. The means and standard deviations of accuracy values
over five runs are reported. For each experiment, the best result is shown in boldface. The percentage in parentheses next to the stage
number indicates the proportion of the labeled dataset to the entire training dataset (i.e., 50,000).

Dataset Sampling Stage
1st (4%) 2nd (8%) 3rd (12%)  4th (16%)  5th (20%)  6th 24%)  7th (28%)  8th (32%)  9th (36%)  10th (40%)
random 64.86+1.43 77.35+0.69 82.31+1.42 85.43+0.96 86.84+0.71 88.36+0.82 89.45+0.70 90.47+0.54 91.10+0.57 91.50+0.58
entropy 64.98+1.12 80.40+0.56 85.69+0.59 88.30+0.34 90.14+0.28 91.62+0.19 92.69+0.13 93.35+0.15 93.82+0.26 94.32+0.18
CIFAR-10  coreset 65.36+0.95 79.55+0.39 84.79+0.23 87.58+0.24 89.42+0.19 91.00+0.24 91.94+0.34 92.70+0.21 93.48+0.16 93.81+0.20
MC-entropy | 59.22+1.89 75.54+1.46 84.62+0.59 87.93+£0.52 90.10+0.41 91.55+0.22 92.724+0.17 93.32+0.19 93.96+0.17 94.33+0.17
CRL-softmax | 65.91+1.44 80.60+0.58 85.84+0.36 89.00+0.06 90.82+0.16 91.80+0.29 92.78+0.10 93.38+0.24 93.82+0.14 94.09+0.09
random 20.574£049 31.72+1.36 42.61+1.45 48.84+0.35 54.30+0.41 58.34+0.50 61.11+0.16 63.39+0.28 65.194+0.28 66.73+0.28
entropy 19.86+0.42 32.414+0.17 42.63+1.30 50.45+0.80 55.36+0.47 60.10+0.45 63.22+0.50 65.54+0.46 68.01+0.42 69.35+0.23
CIFAR-100 coreset 20.274£0.64 33.47+0.74 44.36+1.20 50.31+0.46 56.00+£0.65 59.34+0.46 62.53+0.43 64.82+0.27 66.66+0.37 68.20+0.28
MC-entropy 19.45+£0.70 31.20+2.18 41.57+1.18 50.03+£0.69 56.18+0.60 60.28+0.34 63.55+0.20 66.31£0.22 68.25+£0.35 69.97+0.40
CRL-softmax | 20.72+0.34 32.174+1.03 43.87+£1.82 51.224+0.99 57.69+0.79 61.65+0.31 64.27+0.36 66.71+0.57 68.78+0.27 70.40+0.32
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