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Abstract

We build four new test sets for the Stanford Ques-

tion Answering Dataset (SQuAD) and evaluate

the ability of question-answering systems to gen-

eralize to new data. Our first test set is from the

original Wikipedia domain and measures the ex-

tent to which existing systems overfit the original

test set. Despite several years of heavy test set

re-use, we find no evidence of adaptive overfitting.

The remaining three test sets are constructed from

New York Times articles, Reddit posts, and Ama-

zon product reviews and measure robustness to

natural distribution shifts. Across a broad range

of models, we observe average performance drops

of 3.8, 14.0, and 17.4 F1 points, respectively. In

contrast, a strong human baseline matches or ex-

ceeds the performance of SQuAD models on the

original domain and exhibits little to no drop in

new domains. Taken together, our results confirm

the surprising resilience of the holdout method

and emphasize the need to move towards evalua-

tion metrics that incorporate robustness to natural

distribution shifts.

1. Introduction

Since its release in 2016, the Stanford Question Answer-

ing Dataset (SQuAD) (Rajpurkar et al., 2016) has gener-

ated intense interest from the natural language processing

community. At first glance, this intense interest has lead to

impressive results. The best performing models in 2020 (De-

vlin et al., 2019; Yang et al., 2019) have F1 scores more than

40 points higher than the baseline presented by Rajpurkar

et al. (2016). At the same time, it remains unclear to what

extent progress on these benchmark numbers is a reliable

indicator of progress more broadly.

The goal of building question answering systems is not
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merely to obtain high scores on the SQuAD leaderboard, but

rather to generalize to new examples beyond the SQuAD test

set. However, the competition format of SQuAD puts pres-

sure on the validity of leaderboard scores. It is well-known

that repeatedly evaluating models on a held-out test set can

give overly optimistic estimates of model performance, a

phenomenon known as adaptive overfitting (Dwork et al.,

2015). Moreover, the standard SQuAD evaluation only mea-

sures model performance on new examples from a single

distribution, i.e., paragraphs derived from Wikipedia arti-

cles. Nevertheless, we often use models in settings different

from the one in which they were trained. While Jia & Liang

(2017) demonstrated that SQuAD models are not robust to

adversarial distribution shifts, one might still hope that the

models are more robust to natural distribution shifts, for

instance changing from Wikipedia to newspaper articles.

This state of affairs raises two important questions:

Are SQuAD models overfit to the SQuAD test set?

Are SQuAD models robust to natural distribution shifts?

In this work, we address both questions by replicating the

SQuAD dataset creation process and generating four new

SQuAD test sets on both the original Wikipedia domain, as

well as three new domains: New York Times articles, Reddit

posts, and Amazon product reviews.

We first show that there is no evidence of adaptive overfitting

on SQuAD. Across a large collection of SQuAD models,

there is little to no difference between the F1 scores from

the original SQuAD test set and our replication. This even

holds when comparing scores from the SQuAD develop-

ment set (which was publicly released with answers) to our

new test set. The lack of adaptive overfitting is consistent

with recent replication studies in the context of image classi-

fication (Recht et al., 2019; Yadav & Bottou, 2019). These

studies leave open the possibility that this phenomenon is

specific to the data or models typical in computer vision

research. Our result demonstrates this same phenomenon

also holds for natural language processing.

Beyond adaptive overfitting, we also demonstrate that

SQuAD models exhibit robustness to some of our natural

distribution shifts, though they still suffer substantial per-

formance degradation on others. On the New York Times

dataset, models in our testbed on average drop 3.8 F1 points.
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Figure 1. Model and human F1 scores on the original SQuAD v1.1 test set compared to our new test sets. Each point corresponds to a

model evaluation, shown with 95% Student’s t-confidence intervals (mostly covered by the point markers). The plots reveal three main

phenomena: (i) There is no evidence of adaptive overfitting on SQuAD, (ii) all of the models suffer F1 drops on the new datasets, with

the magnitude of the drop strongly depending on the corpus, and (iii) humans are substantially more robust to natural distribution shifts

than the models. The slopes of the linear fits are 0.92, 1.02, 1.19, and 1.36, respectively, and the R
2 statistics for the linear fits are 0.99,

0.97, 0.9, and 0.89, respectively. This means that every point of F1 improvement on the original dataset translates into roughly 1 point of

improvement on our new datasets.

On the Reddit and Amazon datasets, the drop is on average

14.0 and 17.4 F1 points, respectively. All of our datasets

were collected using the same data generation pipeline, so

this degradation can be attributed purely to changes in the

source text rather than differences in the annotation proce-

dures across datasets.

We complement each of these experiments with a strong

human baseline comprised of the authors of this paper. On

the original SQuAD data, our human accuracy numbers are

on par with the best SQuAD models (Yang et al., 2019)

and significantly better than the Mechanical Turk baseline

reported by Rajpurkar et al. (2016). On our new test sets,

average human F1 scores decrease by 0.1 F1 on New York

Times, 2.9 on Reddit, and 3.0 on Amazon. All of the result-

ing F1 scores are substantially higher than the best SQuAD

models on the respective test sets.

Figure 1 summarizes the main results of our experiments.

Humans show consistent behavior on all four test sets, while

models are substantially less robust against two of the dis-

tribution shifts. Although there has been steady progress

on the SQuAD leaderboard, there has been markedly less

progress in this robustness dimension.

To enable future research, all of our new tests sets are freely

available online.1

1https://modestyachts.github.io/squadshifts-website/

2. Background

In this section, we briefly introduce the SQuAD dataset and

present a formal model for reasoning about performance

drops between our test sets.

2.1. Stanford Question Answering Dataset

SQuAD is an extractive question answering dataset intro-

duced by Rajpurkar et al. (2016). An example in SQuAD

consists of a passage of text, a question, and one or more

spans of text within the passage that answer the question.

An example is given in Figure 2.

Model performance is evaluated using one of two metrics:

exact match (EM) or F1. Exact match measures the per-

centage of predictions that exactly match at least one of

the ground truth answers. F1 measures the maximum over-

lap between the tokens in the predicted span and any of

the ground truth answers, treating both the prediction and

each answer as a bag of words. Both metrics are described

formally in Appendix A.

After releasing the SQuAD v1.1 dataset, Rajpurkar et al.

(2018) introduced a new variant of the dataset, SQuAD

2.0, that includes unanswerable questions. Since SQuAD

v1.1 has been public longer and potentially subject to more

adaptivity, we focus on SQuAD v1.1 and refer to it as the

SQuAD dataset. The SQuAD test set is not publically avail-

able. Therefore, while we use public test set evaluation

numbers, we use the public development set for analysis.
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Passage: “In our neighborhood, we were 

the small family, at least among the 

Irish and Italians… We could almost field 

a full baseball team. But the Flynns, 

they could put an entire football lineup… 

We loved Robert F. Kennedy’s family: 11 

kids, and Ethel looks great. Bobby 

himself was the seventh of nine.”

Question: How many kids did Robert F. 

Kennedy have?

Answer: 11

Question: The author believes his family 

could fill a team of which sport?

Answer: baseball

Figure 2. Question and answer pairs from a sample passage in our

New York Times SQuAD test set. Answers are text spans from the

passage that answer the question.

2.2. A Model for Generalization

Although progress on SQuAD is measured through perfor-

mance on a held-out test set, the implicit goal is not to

achieve high F1 scores on the test set, but rather to general-

ize to unseen examples. Our experiments test the extent to

which this assumption holds—if models with high leader-

board scores on the test set continue to perform well on new

examples, whether from the same or different distributions.

To be more formal, suppose the original test set S is sampled

from some underlying distribution D, and consider a model

f submitted to the SQuAD leaderboard. Let LS(f) denote

the empirical loss of model f on the sample S, and let

LD(f) denote the corresponding population loss. In our

experiment, we gather a new dataset of examples S′ from

a distribution D
′, potentially different from D. We wish

for the loss on the new sample, LS′(f) to be close to the

original, LS(f). Omitting f , we can decompose this gap

into three terms (Recht et al., 2019).

LS − LS′ = (LS − LD)
︸ ︷︷ ︸

Adaptivity gap

+(LD − LD′)
︸ ︷︷ ︸

Distribution gap

+ (LD′ − LS′)
︸ ︷︷ ︸

Generalization gap

The adaptivity gap LS − LD measures how much adapting

the model to the held-out test set S biases the estimate of

the population loss. Since recent models are in part chosen

on the basis of past test set information, the model f is not

independent of S. Hence LS(f) can underestimate LD(f),
a phenomenon called adaptive overfitting. The distribution

gap measures how much changing the distribution from D

to D
′ affects the model’s performance. Finally, the general-

ization gap LS′ − LD′ captures the difference between the

sample and the population losses due to random sampling

of S′. Since S′ is sampled independently of the model f ,

this gap is typically small and well-controlled by standard

concentration results. For example, on the new Wikipedia

test set, the average size of Student’s t-confidence intervals

for models in our testbed is ±0.6 F1.

In the sequel, we empirically measure both the adaptivity

gap and the distribution gap for a wide range of SQuAD

models by collecting new test sets from a variety of distri-

butions D′. We first review related work that motivates our

choice of SQuAD and natural distribution shifts.

3. Related Work

Adaptive data analysis. Although repeated test-set reuse

puts pressure on the statistical guarantees of the holdout

method (Dwork et al., 2015), a series of replication studies

established there is no adaptive overfitting on popular clas-

sification benchmarks like MNIST (Yadav & Bottou, 2019),

CIFAR-10 (Recht et al., 2019), and ImageNet (Recht et al.,

2019). Furthermore, Roelofs et al. (2019) also found little to

no evidence of adaptive overfitting in a host of classification

competitions on the Kaggle platform. These investigations

either concern image classification or smaller competitions

that have not been subject to intense, multi-year community

scrutiny. Our work establishes similar results for natural

language processing on a heavily studied benchmark.

A number of works have proffered explanations for why

adaptive overfitting does not occur in machine learn-

ing (Blum & Hardt, 2015; Mania et al., 2019; Feldman

et al., 2019; Zrnic & Hardt, 2019). Complementary to these

results, our work provides a new data point with which to

validate and deepen our understanding of overfitting.

Datasets for question answering. Beyond SQuAD, a

number of works have proposed datasets for question an-

swering (Richardson et al., 2013; Berant et al., 2014; Joshi

et al., 2017; Trischler et al., 2017; Dunn et al., 2017; Yang

et al., 2018; Kwiatkowski et al., 2019). We focus our anal-

ysis on SQuAD for two reasons. First, SQuAD has been

the focus of intense research for almost four years, and the

competitive nature of the leaderboard format makes it an

excellent example to study adaptive overfitting in natural lan-

guage processing. Second, SQuAD requires all submissions

to be uploaded to CodaLab2, which ensures reproducibility

and makes it possible to evaluate every submission on our

new datasets using the same configuration and environment

as the original evaluation.

Generalization in question answering. Given the

plethora of question-answering datasets, Yogatama et al.

(2019), Talmor & Berant (2019), and Sen & Saffari (2020)

2https://worksheets.codalab.org/

https://worksheets.codalab.org/
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evaluate the extent to which models trained on SQuAD gen-

eralize to other question-answering datasets. Hendrycks

et al. (2020) evaluates robustness to distribution shift for

question answering, among other tasks, by carefully split-

ting subsets of the ReCoRD dataset (Zhang et al., 2018).

In a similar vein, Fisch et al. (2019) conduct a shared task

competition that evaluates how well models trained on mul-

tiple datasets generalize to unseen datasets at test time. In

these cases, the datasets encountered at test time vary across

a number of dimensions: the question collection procedure,

the origin of the input text, the question answering inter-

face, the crowd worker population, etc. These differences

are confounding factors that make it difficult to interpret

performance differences across datasets. For example, hu-

man performance differs by 10 F1 points between SQuAD

v1.1 and NewsQA (Trischler et al., 2017). In contrast, our

datasets focus on a single factor of variation—the input text

corpus. In this controlled setting, we observe non-trivial F1

drops across a large collection of models, while human F1

scores are essentially constant.

From a different perspective, Jia & Liang (2017) and Ribeiro

et al. (2018) consider robustness to adversarial dataset cor-

ruptions. Kaushik et al. (2019) and Gardner et al. (2020)

evaluate model performance when individual examples

are perturbed in small, but semantically meaningful ways.

While we instead focus on naturally occurring distribution

shifts, we also evaluate our model testbed on adversarial

distribution shifts in Appendix B.

4. Collecting New Test Sets

In this section, we describe our data collection methodology.

Data collection primarily proceeds in two stages: curating

passages from a text corpus and crowdsourcing question-

answer pairs over the passages. In both of these stages, we

take great care to replicate the original SQuAD data gener-

ation process. Where possible, we obtained and used the

original SQuAD generation code kindly provided by Ra-

jpurkar et al. (2016). We ran our dataset creation pipeline on

four different corpora: Wikipedia articles, New York Times

articles, Reddit posts, and Amazon product reviews. Table 1

summarizes the statistics of our new datasets.

4.1. Passage Curation

The first step in the dataset generation process is selecting

the articles from which the passages or contexts are drawn.

Wikipedia. We sampled 48 articles uniformly at random

from the same list of 10,000 Wikipedia articles as Rajpurkar

et al. (2016), ensuring there is no overlap between our arti-

cles and those in the SQuAD v1.1 training or development

sets. To minimize distribution shift due to temporal lan-

guage variation, we extracted the text of the Wikipedia

Table 1. Dataset statistics of our four new test sets compared to the

original SQuAD 1.1 development and test sets.

Dataset Total Articles Total Examples

SQuAD v1.1 Dev 48 10,570

SQuAD v1.1 Test 46 9,533

New Wikipedia 48 7,938

New York Times 797 10,065

Reddit 1969 9,803

Amazon 1909 9,885

articles from around the publication date of the SQuAD

v1.0 dataset (June 16, 2016). For each article, we extracted

individual paragraphs and stripped out images, figures, and

tables using the same data processing code as Rajpurkar

et al. (2016). Then, we subsampled the resulting paragraphs

to match the passage length statistics of the original SQuAD

dataset.3 See Appendix D.1 for a detailed comparison of the

paragraph distribution of the original SQuAD dev set and

our new SQuAD test set.

New York Times. We sampled New York Times articles

from the set of all articles published in 2015 using the

NYTimes Archive API. We scraped each article with the

Wayback Machine4, using the same snapshot timestamp

as our Wikipedia dataset and removed foreign language

articles. Since the average paragraph length for NYT ar-

ticles is significantly shorter than the average paragraph

length for Wikipedia articles, we randomly merged each

NYT paragraph with its successor, and then we subsampled

the merged paragraphs to match the passage length statistics

of the original SQuAD dataset.

Reddit Posts. We sampled Reddit posts from the set of all

posts across all subreddits during the month of January 2016

in the Pushshift Reddit Corpus (Baumgartner et al., 2020).

We restricted the set of posts to those marked as “safe for

work” and manually inspected and removed inappropriate

posts. We concatenated each post’s title with its body, re-

moved Markdown, and replaced all links with a single token,

LINKREMOVED. We then subsampled the posts to match

the passage length statistics of the original SQuAD dataset.

Amazon Product Reviews. We sampled Amazon prod-

uct reviews belonging to the “Home and Kitchen” category

from the dataset released by McAuley et al. (2015). As in

the previous datasets, we then subsampled the reviews to

match the passage length statistics of SQuAD.

3The minimum 500 character per paragraph rule mentioned in
Rajpurkar et al. (2016) was adopted midway through their data
collection, and hence the original dataset also includes shorter
paragraphs (Rajpurkar, 2019).

4https://archive.org/web/

https://archive.org/web/
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Table 2. Comparison of model F1 scores on the original SQuAD test set and our new Wikipedia test set. Rank refers to the relative

ordering of the models in our testbed using the original SQuAD v1.1 F1 scores, new rank refers to the ordering using the new Wikipedia

test set scores, and ∆ rank is the relative difference in ranking from the original test set to the new test set. The confidence intervals are

95% Student’s t-intervals. No confidence intervals are provided for the SQuAD v1.1 dataset since the dataset is not public and only the

average scores are available. A complete table with data for the entire model testbed and analogous data for EM scores is in Appendix E.

New-Wiki F1 Score Summary

Rank Name SQuAD New-Wiki Gap
New

Rank
∆ Rank

- Human Average (this study) 95.1 92.4 2.7 - -

1 XLNet 95.1 92.3 [91.9, 92.8] 2.7 1 0

8 BERT-Large Baseline 92.7 90.8 [90.3, 91.3] 1.9 9 -1

42 BiDAF+SelfAttention+ELMo 85.9 83.8 [83.1, 84.5] 2.1 45 -3

83 RaSoR 78.7 77.2 [76.4, 78.1] 1.5 84 -1

85 AllenNLP BiDAF 77.2 76.5 [75.7, 77.3] 0.7 88 -3

4.2. Crowdsourcing Question-Answer Pairs

We employed crowdworkers on Amazon Mechanical Turk

(MTurk) to ask and answer questions on the passages in

each dataset. We followed a nearly identical protocol to

the original SQuAD dataset creation process. We used the

same MTurk user interface, task instructions, MTurk worker

qualifications, time per task, and hourly rate (adjusted for

inflation) as Rajpurkar et al. (2016). For full details and

examples of the user interface, refer to Appendix D.2.

For each paragraph, one crowdworker first asked and an-

swered up to five questions on the content of the paragraph.

Then we obtained at least two additional answers for each

question using separate crowdworkers. There are two points

of discrepancy between our crowdsourcing protocol and the

one used to create the original SQuAD dataset. First, we

interfaced directly with MTurk rather than via the Daemo

platform because the Daemo platform has been discontinued.

Second, in our MTurk tasks, workers asked and answered

questions for at most five paragraphs rather than for the en-

tire article because MTurk workers preferred smaller units

of work. Although each difference is a potential source of

distribution shift, in Section 5 we show that the effect of

these changes is negligible—models achieve roughly the

same scores on both the original and new Wikipedia datasets.

On average, the difference in F1 scores is 1.5 F1, and 95%

of models in our testbed are within 2.7 F1.

After gathering question and answer pairs for each para-

graph, we apply the same post-processing and data clean-

ing as SQuAD v1.1. We adjusted answer whitespace for

consistency, filtered malformed answers, and removed all

documents that had less than an average of two questions

per paragraph after filtering. In Appendix C.7, we show

that further manual filtering of incorrect, ungrammatical, or

otherwise malformed questions and answers has negligible

impact on our results.

4.3. Human Evaluation

Although both SQuAD and our new test sets have answers

from MTurk workers, it is not clear whether these answers

represent a compelling human baseline. At minimum, work-

ers are not familiar with the typical style of answers in

SQuAD (e.g., how much detail to include), and they receive

no feedback on their performance. To obtain a stronger

human baseline, the graduate student and postdoc authors

of this paper also answered approximately 1,000 questions

on each of the four new test sets and the original SQuAD

development set, following the same procedure and using

the same UI as the MTurk workers. To take feedback into

account, each participant first labelled 500 practice exam-

ples from the training set and compared their answers with

the ground truth.

5. Main Results

We use the four new datasets generated in the previous part

to test for adaptive overfitting on SQuAD and probe the

robustness of SQuAD models to natural distribution shifts.

We evaluated a broad set of over 100 models submitted to

the SQuAD leaderboard, including state-of-the-art models

like XLNet (Yang et al., 2019) and BERT (Devlin et al.,

2019), as well as older, but popular models like BiDAF (Seo

et al., 2016). All of the models were submitted to the Co-

daLab platform, and we evaluate every model using the

exact same configuration (model weights, hyperparameters,

command-line arguments, execution environment) as the

original submission. Tables 2 and 3 contain a brief summary

of the results for key models on the new Wikipedia and

Amazon datasets. Detailed results table and citations for the

models, where available, are given in Appendix E.
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5.1. Adaptive Overfitting

The SQuAD models in our testbed come from a long se-

quence of papers that incrementally improve F1 and EM

scores over a period of several years. Consequently, if there

is adaptive overfitting, we should expect the later models to

have larger drops in F1 scores because they are the result of

more interaction with the test set. In this case, the higher F1

scores are partially the result of a larger adaptivity gap, and

we would expect that, as the observed scores LS continue

to rise, the population scores LD would begin to plateau.

To check for adaptive overfitting on the existing test set, we

plot the SQuAD v1.1 test F1 scores against F1 scores on

our new Wikipedia test set. Figure 1 in Section 1 provides

strong evidence against the adaptive overfitting hypothesis.

Across the entire model collection, the F1 scores on the

new test set closely replicate the original F1 scores. The

observed linear fit is in contrast to the concave curve one

would expect from adaptive overfitting. We use 95% Stu-

dent’s t-confidence intervals, which make a large-sample

Gaussian assumption, to capture the error in the new F1

scores due to random variation. No such confidence inter-

vals are available for the original test set scores since the test

set is not publicly available. A similar plot for EM scores is

provided in Appendix C.1.

Not only is there little evidence for adaptive overfitting

on the test set, there is also little evidence of adaptive

overfitting on the SQuAD development set. In Figure 3, we

plot F1 scores on the SQuAD v1.1 development set against

F1 scores on the SQuAD v1.1 test set. With the exception of

three models, the F1 scores on the dev set closely match the

scores on the test set, despite the fact that the development

set is aggressively used during model selection. Moreover,

the models that do not lie on the linear trend line—

Common-sense Governed BERT-123 (April

21), Common-sense Governed BERT-123 (May

9), and XLNet-123++—are directly trained on the

development set (Qiu, 2020).

5.2. Robustness to Natural Distribution Shifts

Given the correspondence between the old and new

Wikipedia test set F1 scores, the adaptivity gap and the

distribution gap are small or non-existent. Consequently,

the distribution shift stemming from our data generation

pipeline affects the models only minimally. This allows us

to probe the sensitivity of the SQuAD models to a set of

controlled distribution shifts, namely the choice of text cor-

pus. Since all of the datasets are constructed with the same

preprocessing pipeline, crowd-worker population, and post-

processing, the datasets are free of confounding factors that

would otherwise arise when comparing model performance

across different datasets.
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Figure 3. Comparison of F1 scores between the SQuAD v1.1 dev

set and the SQuAD v1.1 test set. Despite heavy use of the dev

set during model development, the dev set and test set scores

closely match, with the exception of three models that were

explicitly trained on the dev set, Common-sense Governed

BERT-123 (April 21), Common-sense Governed

BERT-123 (May 9), and XLNet-123++. (Qiu, 2020). The

slope of the linear fit is 0.97.

Figure 1 in Section 1 shows F1 scores on the SQuAD v1.1

test set versus the F1 scores on each of our new test sets for

all the models in our testbed. All models experience an F1

drop on the new test sets, though the magnitude strongly

depends on the specific test set. On New York Times, for

instance, BERT only drops around 2.1 F1 points, whereas it

drops around 11.9 F1 points on Amazon and 11.5 F1 points

on Reddit. The top performing XLNet model (Yang et al.,

2019) is a clear outlier. Despite generalizing well to the new

Wikipedia dataset, XLNet drops nearly 10 F1 and 40 EM

points on New York Times, substantially more than models

with similar performance on SQuAD v1.1 as well as other

XLNet variants, e.g., XLNet-1235.

In general, F1 scores on the original SQuAD test set are

highly predictive of F1 scores on the new test sets. Interest-

ingly, the relationship is well-captured by a linear fit even

under distribution shifts. Similar to Recht et al. (2019), in

Figure 11, we observe the linear fits are better under a probit

scaling of F1 scores. See Appendix C.2 for more details.

Moreover, the gap between perfect robustness (y = x) and

the observed linear fits varies with the dataset: 3.8 F1 points

for New York Times, 14.0 points for Reddit, and 17.4 F1

for Amazon. In each case, however, higher performance on

SQuAD v1.1 translates into higher performance on these

5This large drop persists even when normalizing Unicode
characers and replacing Unicode punctuation with Ascii approxi-
mations.
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Table 3. Comparison of model F1 scores on the original SQuAD test set and our new Amazon test set. Rank refers to the relative ordering

of the models in our testbed using the original SQuAD v1.1 F1 scores, new rank refers to the ordering using the Amazon test set scores,

and ∆ rank is the relative difference in ranking from the original test set to the new test set. The confidence intervals are 95% Student’s

t-intervals. See Appendix E for EM scores and evaluation results for the entire model testbed.

Amazon F1 Score Summary

Rank Name SQuAD Amazon Gap
New

Rank
∆ Rank

- Human Average (this study) 95.1 92.1 3.0 - -

1 XLNet 95.1 81.7 [81.1, 82.2] 13.4 5 -4

8 BERT-Large Baseline 92.7 80.8 [80.2, 81.5] 11.9 8 0

45 BiDAF+SelfAttention+ELMo 85.9 69.2 [68.3, 70.0] 16.7 43 2

90 RaSoR 78.7 57.6 [56.8, 58.5] 21.1 91 -1

93 AllenNLP BiDAF 77.2 56.2 [55.3, 57.0] 21.0 95 -2

natural distribution shift instances.

Despite the robustness demonstrated by the models, on all

of the test sets with distribution shift, human performance is

substantially higher than model performance and well above

the linear fits shown in Figure 1 and Figure 11. This rules

out the possibility that the shift in F1 scores are entirely by a

change in the Bayes error rate. Moreover, it points towards

substantial room for improvement for models on our new

test sets.

6. Further Analysis

In this section, we further explore the properties of our

new test sets. We first study the extent to which common

measures of dataset difficulty can explain the performance

drops on our new test sets. Then, we evaluate whether train-

ing models with more data or more diverse data improves

robustness to our distribution shifts.

6.1. Are The New Test Sets Harder Than The Original?

One hypothesis for the performance drops observed in Sec-

tion 5.2 is that our new dataset are harder in some sense.

For instance, the diversity of answers may be greater among

Reddit comments than Wikipedia articles. To better un-

derstand this question, we compare the original SQuAD

development set to our four new test sets using the three

difficulty measures introduced in Rajpurkar et al. (2016).

Answer diversity. Following Rajpurkar et al. (2016), we

automatically categorize each answer into numerical and

non-numerical answers, named entities, and constituents us-

ing spaCy (Honnibal & Montani, 2017) and the constituency

parser from Kitaev & Klein (2018). Histograms of answer

types for each data are shown in Figure 4. Since the original

pipeline is not available, our implementation differs slightly

from Rajpurkar et al. (2016) and we include results on the
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Figure 4. Comparison of answers types in the original and new

datasets. We automatically partition our answers into the same

categories as Rajpurkar et al. (2016). Although there are differ-

ences between the datasets, e.g., New York Times has more person

answers, the four datasets are very similar. Moreover, we show

in Appendix C.4 that differences in answer categorization across

datasets do not explain the performance drops we observe.

SQuAD v1.1 development set for comparison. Both the

original and our new Wikipedia test set have very similar

answer type histograms. The distribution shift datasets have

slight variations in the answer distributions. For instance,

NYT has more person answers, whereas Amazon has more

adjective phrases. However, changes in the answer type

distribution between datasets are not sufficient to explain
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the performance differences between the datasets. In Ap-

pendix C.4, we consider a simple model that predicts F1

scores on our new test sets by stratifying the dataset by an-

swer type, computing model F1 scores for each type, and

then reweighing these scores by the relative frequency of

each answer type in our new test set. This model explains

only a small fraction of the performance differences across

test sets.

Syntactic divergence. We also stratify our datasets using

the automatic syntactic divergence measure of Rajpurkar

et al. (2016). Syntactic divergence measures the similar-

ity between the syntactic dependency tree structure of both

the question and answer sentences and provides another

metric of example difficulty. In Figure 5, we compare the

histograms of syntactic divergence for the SQuAD v1.1 de-

velopment set and our new test sets. All of the datasets have

similar histograms, though both the Reddit and Amazon

test sets have slightly more examples with small syntactic

divergence. As in the previous part, in Appendix C.5, we

consider a simple model that predicts F1 scores on the new

test sets by stratifying the dataset according to syntactic

divergence and reweighting based on the relative frequence

of examples with a given syntactic divergence measure. As

before, this model explains only a small fraction of the

performance differences across test sets.
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Figure 5. Histograms of syntactic divergence between question and

answer sentences for both the original and new datasets. All of the

datasets have a similar distribution of syntactic divergence, though

the Reddit and Amazon datasets have more question-answers pairs

with small (1-2) syntactic divergence.

Reasoning required. Finally, we compare our new test

sets in terms of the reasoning required to answer each

question-answer pair, using the same non-mutually exclu-

sive categories as Rajpurkar et al. (2016). For each test

set, as well as the SQuAD development set, we randomly

sampled and manually labeled 192 examples. The results

for each dataset are presented in Table 4. Both the Amazon

and Reddit dataset have more examples requiring world

knowledge to resolve lexical variation, while the New York

Times dataset has more examples requiring multi-sentence

reasoning. Differences in reasoning required between test

sets do not explain the observed performance drops. In

Appendix C.6, we present a another model that predicts F1

scores on our new test sets by computing model F1 scores

in each reasoning category and then reweighing these scores

based on the relative frequency of each category on new test

sets. This model explains virtually none of the observed

changes in F1 scores.

6.2. Are Models Trained with More Data More Robust

to Natural Distribution Shifts?

High performance on our new datasets requires models to

generalize to data distributions that may be different from

those on which they were trained. Our primary evaluation

only concerns the robustness of SQuAD models, and a natu-

ral follow-up question is whether models trained on more

data, or explicitly trained for out-of-distribution question-

answering, perform better on our new test sets.

To test this claim, we evaluated a collection of models from

the Machine Reading for Question Answering (MRQA)

2019 Shared Task on Generalization (Fisch et al., 2019).

In the shared task, models were trained on 6 question-

answering datasets, including SQuAD v1.1, and then evalu-

ated on 12 held-out datasets. The datasets simultaneously

differed not just in the passage distribution, as in our ex-

periments, but also in confounders like the data collection

procedure, the question distribution, and the relationship

between questions and passages.

In Figure 6, we plot the F1 scores of MRQA models on the

SQuAD v1.1 dataset against the F1 scores on each of our

new test sets, along with the linear fits from Figure 1. On

the Reddit and Amazon test sets, the best MRQA model in

our testbed, Delphi (Longpre et al., 2019), achieves higher

F1 scores than any SQuAD model and is substantially above

the linear fit. However, many of the models trained on more

data exhibit little to no improved robustness. In addition,

all of the models are still substantially below the human F1

scores and robustness. See Appendix E.2 for the full results

table.
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Table 4. Manual comparison of the reasoning required to answer each question-answer pair on a random sample of 192 examples from

each dataset using the categories from Rajpurkar et al. (2016). The Reddit and Amazon datasets have more examples requiring world

knowledge to resolve lexical variation, whereas the New York Times and Amazon datasets require more multi-sentence reasoning. We

show in Appendix C.6 that these differences in reasoning required do not explain the performance drops we observe.

Reasoning Type SQuAD v1.1 New Wiki NYT Reddit Amazon

Lexical Variation (Synonomy) 39.1 39.1 31.8 35.9 36.5

Lexical Variation (World Knowledge) 8.3 4.7 9.9 20.3 18.8

Syntactic Variation 62.5 53.6 50.5 53.1 46.4

Multiple Sentence Reasoning 8.9 8.3 16.7 12.0 16.7

Ambiguous 1.6 3.6 1.6 1.6 1.0

75 85 95

Original Test F1

75

85
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y = x SQuAD Model Linear Fit MRQA Model F1 Human F1 Best SQuAD Model

Figure 6. Model from the MRQA Shared Task 2019, trained on 5 datasets beyond SQuAD, and human F1 scores on the original SQuAD

test set and each of our new test sets. The error bars are 95% Student’s t-confidence intervals. Although the MRQA models still lag

human performance and robustness across datasets, these models, particularly those with high F1 scores on the original SQuAD, exhibit

increased robustness and generalization across each of the datasets compared to models that are only trained on SQuAD.

7. Discussion

Despite years of test set reuse, we find no evidence of adap-

tive overfitting on SQuAD. Our findings demonstrate that

natural language processing benchmarks like SQuAD con-

tinue to support progress much longer than than reasoning

from first principles might have suggested.

While SQuAD models generalize well to new examples

from the same distribution, results on our new test sets show

that robustness to distribution shift remains a challenge. On

each of our test sets, a strong human baseline is largely un-

changed, but SQuAD models suffer non-trivial and nearly

uniform performance drops. While question answering mod-

els have made substantial progress on SQuAD, there has

been less progress towards closing the robustness gap under

natural distribution shifts. This highlights the need to move

beyond model evaluation in the standard, i.i.d. setting, and

to explicitly incorporate distribution shifts into evaluation.

We hope our new test sets offer a helpful starting point.

There are multiple promising avenues for future work. One

direction is constructing metrics for comparing datasets that

can explain the performance differences we observe. Why

do models perform so well on New York Times, but experi-

ence much larger drops on Reddit and Amazon? Stratifying

our datasets using common criteria like answer type or rea-

soning required appears insufficient to answer this question.

Another important direction is to better understand the inter-

play between additional data and model robustness. Some of

the models from the MRQA challenge, e.g., Delphi (Long-

pre et al., 2019), benefit substantially from training with

additional data, while other models remain near the same

linear trend line as the SQuAD models. From both empiri-

cal and theoretical perspectives, it would be interesting to

better understand when and why training with additional

data improves robustness, and to offer concrete guidance on

how to collect and use additional data to improve robustness

to distribution shifts.
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