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A. Appendix
A.1. Dataset Collection and Preprocessing

In this work we use the dataset gathered by Abbeel
et al. (2010) and available at http://heli.stanford.
edu/. A gas-powered helicopter was flown by a profes-
sional pilot to collect a large dataset of 6290s of flight. There
are four controls: the longitudinal and lateral cyclic pitch,
the tail rotor pitch and the collective pitch. The state is
measured thanks to an accelerometer, a gyroscope, a magne-
tometer and vision cameras. Abbeel et al. (2010) provide the
raw data, as well as states estimates in the Earth reference
frame obtained with extended Kalman smoothing. Follow-
ing Punjani & Abbeel (2015), we use the fused sensor data
and downsample it from 100Hz to 50Hz.

From the Earth frame accelerations provided in the dataset,
we compute body frame accelerations (minus gyroscopic
terms) which are the prediction targets for our training. Us-
ing the notations from Punjani & Abbeel (2015), we can
write the helicopter dynamics in the following form:

ṡ = F (s, δ) =


C12v
1
2 ω̂q

C>12g − ω × v + fv(s, δ)
fω(s, δ)

 (18)

where s ∈ R13 is the helicopter state consisting of its posi-
tion r, quaternion-attitude q, linear velocity v, angular ve-
locity ω, and δ ∈ R4 to be the control command. C12 is the
rotation-matrix from the body to Earth reference frame, and
fv and fω are the linear and angular accelerations caused
by aerodynamic forces, and are what we aim to predict.

The above notation is related to that used in Section 4.2 as
follows:

• We define u as the concatenation of all inputs to the
model, including the relevant state variables v and ω
and control commands δ.

• We define y as the output predicted, which would cor-
respond to a concatenation of fv and fω .

• We define x as the vector of unobserved flow states to
be estimated and is not present in their model.

The processed dataset used in our experiments can

be found at https://doi.org/10.5281/zenodo.
3662987 (Menda et al., 2020).

A.2. Training Helicopter Models

Neural networks in the naive and H25 models have eight
hidden layers of size 32 each, and tanh nonlinearities. We
optimize these models using an Adam optimizer (Kingma
& Ba, 2015) with a harmonic learning rate decay, and mini-
batch size of 512.

The neural network in the NL model has two hidden layers
of size 32 each, and tanh nonlinearity. We train the NL
model with CE-EM, using ρx = ρθ = 0.5, σw = σv = 1.0,
and use an Adam optimizer to optimize Equation (11) in the
learning step. The learning rate for dynamics parameters
in θNL is 5.0 × 10−4 and observation parameters in θNL

is 1.0 × 10−3. For its relative robustness, we optimize
Equation (10) using a nonlinear least squares optimizer with
a Trust-Region Reflective algorithm (Jones et al., 2001–) in
the smoothing step. This step can be solved very efficiently
by providing the solver with the block diagonal sparsity
pattern of the Jacobian matrix.

To evaluate the test metric, running an EKF is required.
The output of an EKF depends on several user-provided
parameters:

• x0: value of the initial state

• Σ0: covariance of error on initial state

• Q: covariance of process noise

• R: covariance of observation noise

In this work, we assume that Q, R and Σ0 are all set to the
identity matrix. x0 is assumed to be 0 on all dimensions.

A well-tuned EKF with an inaccurate initial state value
converges to accurate estimations in only a few time steps
of transient behavior. Since the H25 model needs 25 past
inputs to predict its first output prediction, we drop the
first 25 predictions from the EKF when computing RMSE,
thereby omitting some of the transient regime.

A.3. Figures

http://heli.stanford.edu/
http://heli.stanford.edu/
https://doi.org/10.5281/zenodo.3662987
https://doi.org/10.5281/zenodo.3662987


Scalable Identification of Partially Observed Systems with CE-EM

0 1 2 3 4 5
RMS Error [ms−2]

orientation_sweeps
inverted_vertical_sweeps

turn_demos1
dodging_demos4

free_fall
turn_demos2
stop_and_go

flips_loops
freestyle_aggressive

circles
dodging_demos2

forward_sideways_flight
turn_demos3

dodging_demos1
chaos

orientation_sweeps_with_motion
freestyle_gentle

tictocs
dodging_demos3
vertical_sweeps

Naive
H25
NL (ours)
LSTM
SID

Figure 5. Test performance of optimized models on various trajectories



Scalable Identification of Partially Observed Systems with CE-EM

0
1

2
3

4
5

−
505

1
0

a
x

(m
s−

2
)

0
1

2
3

4
5

−
1
00

a
y

(m
s−

2
)

0
1

2
3

4
5

ti
m

e
(s

)

−
5
00

5
0

a
z

(m
s−

2
)

d
at

as
et

H
25

N
L

(o
u

rs
)

S
ID

Fi
gu

re
6.

Pr
ed

ic
te

d
ac

ce
le

ra
tio

n
al

on
g

ax
is
x

,y
an

d
z

in
th

e
bo

dy
fr

am
e.

Fo
rs

ub
sp

ac
e

id
en

tifi
ca

tio
n

an
d

m
od

el
s

tra
in

ed
by

C
E-

EM
,t

hi
s

pl
ot

re
qu

ire
s

ru
nn

in
g

an
ex

te
nd

ed
K

al
m

an
fil

te
r.

T
he

se
fig

ur
es

ca
n

be
re

pr
od

uc
ed

fo
ra

ny
ot

he
rt

ra
je

ct
or

y
w

ith
th

e
in

cl
ud

ed
co

de
.

0
1

2
3

4
5

−
5
00

ω̇
x

(m
s−

2
)

0
1

2
3

4
5

−
2
50

2
5

ω̇
y

(m
s−

2
)

0
1

2
3

4
5

ti
m

e
(s

)

0

5
0

ω̇
z

(m
s−

2
)

d
at

as
et

H
25

N
L

(o
u

rs
)

S
ID

Fi
gu

re
7.

Pr
ed

ic
te

d
ci

rc
ul

ar
ac

ce
le

ra
tio

ns
ar

ou
nd

ax
is
x

,y
an

d
z

in
th

e
bo

dy
fr

am
e.

Fo
rs

ub
sp

ac
e

id
en

tifi
ca

tio
n

an
d

m
od

el
s

tr
ai

ne
d

by
C

E
-E

M
,t

hi
s

pl
ot

re
qu

ir
es

ru
nn

in
g

an
ex

te
nd

ed
K

al
m

an
fil

te
r.

T
he

se
fig

ur
es

ca
n

be
re

pr
od

uc
ed

fo
ra

ny
ot

he
rt

ra
je

ct
or

y
w

ith
th

e
in

cl
ud

ed
co

de
.


