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S.1. Proof of Theorem 1

The assertion that T' is nonnegative is straightforward be-
cause {Fj3(t) — Gg(t)}? and the weight function are both
nonnegative when H (3, t) is the cumulative distribution
function of a p 4+ 1 dimensional multivariate joint normal
random vector with mean 0 and covariance I,,; ;. In addi-
tion, T" equals zero if and only if F' = G because the weight
function is positive for almost all 3 and ¢.

We now show that T = T7 — 215 + T3. For simplicity, we
only show that

// F3(t)dH (B, t)
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By applying the Fubini’s theorem, and treating x; and x» as
constants, (3,t)" as a p + 1 dimensional multivariate joint
normal random vector with cumulative distribution function

H(B,1),
/ F3(t)dH (B.1)

E// I(B'x; < t,B8 %y < t)dH (B, 1)
= E{P(t—,@Txl207t—ﬂTX220|X1,X2)}.

For each x; and x5, t — 3"x; and t — 3" x5 are joint normal
1+x¥xz
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Therefore, by applying Lemma 1, we have

with mean vector zero and correlation
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With similar arguments for dealing with [ G3(t)dH (B, 1)
and [[ Fz(t)Gg(t)dH(B,1), the proof is completed.
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S.2. Proof of Theorem 2

Define the empirical processes

CmTngt an/m+n{U ﬁt "(ﬁvt)}
where
Un(B,t) =m™" > 1(8"x; < 1),
i=1
i=1

Then it can be verified that
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= 2 [[ {GnnlB.0) (B

Under the null hypothesis, x and y are equally distributed,
then we have

E{Gn.n(B,1)}
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0
In addition,
cov{Un(B,t) — Va(B,t), Un(a,t) — Vi(a, s)}
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_ mt Tp(@x < t,a’x < s)
mn

—P(B"x < t)P(a"x < s)}.

Therefore, the covariance function of ¢, (3,¢) can be
written as

cov {Cm.n(B,1), Gmn(a, s)}

= mn COV{Um(ﬁ,t) - Vn(ﬁvt)7

m—+n
Un(a,s) —V,(a,s)}
= P(B'x<t,a'x <s)-P(B'x <t)P(a’x < s).

Consequently, by noting that I(3"x < s) belongs to the
VC class, and according to (Van Der Vaart & Wellner,
1996), it follows that the empirical processes (, n (3, t)
converges in distribution to a Gaussian process ((3,1),
where the mean function is zero and the covariance function

cov {¢(B,1),((a, s)} is given by
P(,@TX <t a'x < s) —P(,@TX < t)P(aTX < s)

Then we have

F o— on / (G (B, 1) Y2dH (B, 1)

A o / (C(B.0)}2dH (B.1),

which completes the proof.

S.3. Proof of Theorem 3

Under the global alternative, there exists some 3 and ¢, such
that P(3"x < t) # P(B"y < t). Therefore, we have

{Un(8,0) = Va(8,0* = {P(B™x <) —P(8"y <)}
=2{P(8"x <) = P(8"y <)} {Un(B,t) ~P(8"x < 1)
~Va(B,1) + P8y < 1)} + 0p(m ™ + 0712,

With Fubini’s theorem, it is easy to show that

[ <0 -ty <o) 17 < oan,
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where Z1; is the independent copy of Z; defined as

14+ %x"x >
x}(s.3.1)
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and (X,y) is the independent copy of (x,y). Similarly, we
have

/ (P(B8x < t) — P(A"y < )} I(8y, < O)dH (B, 1)
1 1
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where Z; is the independent copy of Zs given by
(e (i)
E< arcsin ——
VI+X%T+yTy
1+y'y

— arcsin —— ‘ y}(S.3.2)
VI+YyVI+yly

Combining the above results, we have

T-T
= or [[ [1Wa8.0 - valB.0)
—{P(B"x < t) —P(B"y <t)}*]dH(B,1)
= 2 {m_l i: Zii — E(Zy) —n~t i Zai + E(Zgi)}

i=1
+0p(m_1/2 + n_l/g),

which entails the desired result according to the central limit
theorem and slutsky theorem.
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S.4. Proof of Theorem 4

Under the local alternative, we have
P(B8™x < t) = P(8"y < t)+ (m+n)"Y20(3,1).
Then it can be shown that

E{Cm,n(laat)}
\/WWE {Um(ﬁat) - Vn(ﬁvt)}
= Vmn/(m+n)l(B,1),

which converges in probability to /7(1 — 7)¢(83,t) as
min(m,n) — oo. In addition, similar to the proof of
Theorem 2, the covariance function of (,, »(8,t) can be
calculated as

covV{Cm.n(B,t),lmn(a, s)}

= P(B'x<t,a"x <s)-P(B'x <t)P(a'x < s).

Therefore, it follows that the empirical processes (. n (3, 1)
converges in distribution to a Gaussian process with mean
function /7(1 — 7)£(3, t), and the covariance function giv-
en by (4). That is, under the local alternative, Gy, (3, t)
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converges in distribution to
Hence we have

C(/Bat) + V T(l - 7)6(16715)

mn =

m-+mn

= 2 [[ GunlBt)) (B0
o [[ a0 + VT DB ) aH(B ),

which completes the proof.

S.5. Proof of Theorem 5

Since {z},z3,...,2z},,,} is a random permutation of
{X1,---,Xn,¥1,---,Yn}, conditional on the original sam-
ple, x7,...,x;,,y],...,y,, are asymptotically indepen-
dently and identically distributed. The pooled distribution
function is given by m/(m + n)F,,, + m/(m + n)G,,. We
define the empirical processes

G (B, 1) = V/mn/(m +n){Ug (8,1) = V7 (B,1)}
where
U (8,t) = _1ZIﬁx <t),
=1
Vi (B,1) 121 (B'y; <1).

i=1

Therefore, according to the proof of Theorem 2, conditional
on the original sample, the expectation of the empirical
processes (;, ,,(3,t) is zero and the covariance function is
given by

cov {Gr n(B,1), ¢,

= Pm+n(ﬂz§t,az§s)—
Prin (82 <t)Prpn (a2 < s)

W0 8) [ X1y X, Y1y - -

where P, 1, is the pooled empirical probability, i.e.,
Pm+n (B'z<t,a'z<s)

= {Zlﬂxigtangs)

m-+n
+ZI(ﬁTYi <ta'y; < S)}
i=1

With the slutsky theorem, the empirical probability
Prin (B'2 < t,a’z < s) converges in probability to
P(B'x<t,a'x<s)+ (1 -7)P(By <t,a"y <s).

,Yn}

Subsequently, we have

Cov{Cmn Bit), (nlc,s) 7xm,yl,...,yn}
—TP(ﬁX<tOéX<S) (1-7)P(B"y <t,a'y <s)
—{rP(B"x < 1) + (1 - 7)P(B'y < 1)}
{rP(a™x < s) + (1 = 7)P(ay < s)} + 0p(1).

|X1,...

Therefore, by denoting (*(3,t) the Gaussian process
with mean function zero and the covariance function

cov{C*(B,t),(*(a, s)} is given by

P (B'x<ta'x<s)+(1-7)P(B'y <t,a'y <s)
—{tP(B'x<t)+ (1 —7)P(B"y < t)} {rP(a'x < 5)
+(1—-7)P(a’y <s)}.

we have conditional on the original sample, the empirical
processes C;iw([)’ ,t) converges in distribution to a Gaussian
process whose mean function is zero and covariance func-
tion is asymptotically the same as (*(3,t). According to
(Zhu & Neuhaus, 2093), we have the conditional distribu-
tion of mn/(m+n)T* and 27 [[ {¢*(8,t)}2dH (B, 1) are
asymptotically the same. This further yields the assertion of
this theorem because the limiting distribution is continuous.
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