Distance Metric Learning with Joint Representation Diversification

A.
Proposition 1. Suppose that {k'(x,x') = ¢'(x — x')}E.| on R? are bounded, continuous reproducing kernels. Let
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where ¢pi(w) and $gi(w) are the characteristic functions of the distributions P! and @', and A is a (normalized)
non-negative Borel measure characterized by ' (x — x').

Proof. The proof of Proposition 1 is a simple corollary of the famous Bochner’s theorem (Bochner, 1959).

Lemma 1 (Bochner’s theorem (Bochner, 1959; Wendland, 2004)). A complex-valued bounded continuous kernel k(x,x’) =
¥(x —x') on R? is positive definite if and only if it is the Fourier transform of a finite non-negative Borel measure A on R,
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By the definition of joint representation similarity in Definition 4, we have,
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where (a) is obtained by invoking the reproducing property, (b) is obtained by invoking Bochner’s theorem, (c) is obtainied
by invoking Fubini’s theorem, (d) is obtained by the principle of mathematical reduction. O



