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Abstract

Spectral functions of large matrices contains important structural information about the
underlying data, and is thus becoming increasingly important. Many times, large matrices rep-
resenting real-world data are sparse or doubly sparse (i.e., sparse in both rows and columns),
and are accessed as a stream of updates, typically organized in row-order. In this setting, where
space (memory) is the limiting resource, all known algorithms require space that is polynomial
in the dimension of the matrix, even for sparse matrices. We address this challenge by providing
the first algorithms whose space requirement is independent of the matrix dimension, assuming
the matrix is doubly-sparse and presented in row-order. Our algorithms approximate the Schat-
ten p-norms, which we use in turn to approximate other spectral functions, such as logarithm of
the determinant, trace of matrix inverse, and Estrada index. We validate these theoretical per-
formance bounds by numerical experiments on real-world matrices representing social networks.
We further prove that multiple passes are unavoidable in this setting, and show extensions of
our primary technique, including a trade-off between space requirements and number of passes.

1 Introduction

Large matrices are often used to represent real-world data sets like text documents, images and
social networks, however analyzing them is increasingly challenging, as their sheer size renders
many algorithms impractical. Fortunately, in several application domains, input matrices are often
very sparse, meaning that only a small fraction of their entries are non-zero. In fact, in applications
related to natural language processing (e.g. [GvDCB13]), image recognition, medical imaging and
computer vision (e.g. [GJPT12, LZYQ15]), the matrices are often doubly sparse, i.e., sparse in
both rows and columns. Throughout, we define these matrices as k-sparse, meaning that every
row and every column has at most k£ non-zero entries. The current work devises new algorithms to
analyze the spectrum (singular values) of such sparse matrices, aiming to achieve efficiency (storage
requirement in streaming model) that depends on matriz sparsity instead of matriz dimension.
We focus on fundamental functions of the spectrum, called the Schatten norms. Formally, the
Schatten p-norm of a matrix A € R™*™ m > n with singular values o1 > ... > g, > 0 is defined
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for every p > 1 as

n 1/p
|Alls, = (Z Uf) :
i=1

This definition extends also to 0 < p < 1, in which case it is not a norm, and also to p =
0,00 by taking the limit. Frequently used cases include p = 0, representing the rank of A, and
p = 1,2,00, commonly known as the trace/nuclear norm, Frobenius norm, and spectral/operator
norm, respectively. Schatten norms are often used as surrogates for the spectrum, as explained
in [ZWJ15, KV16, NPS16, KO19], and some specific cases have applications in optimization, image
processing, and differential privacy etc. [XGLT16, MNS*18].

For a positive semidefinite (PSD) matrix A, the Schatten norms can be easily used to approx-
imate other important spectral functions. One example is the Estrada index, which has appli-
cations in chemistry, physics, network theory and information theory (see survey by Gutman et
al. [GDR11]). Another example is the trace of matrix inverse, which is used for image restora-
tion, counting triangles in graphs, to measure the uncertainty in data collections, and to bound
the total variance of unbiased estimators (see e.g. [WLK™16, Chel6, HMAS17] for references).
A third example is the logarithm of the determinant, used in many machine learning tasks, like
Bayesian learning, kernel learning, Gaussian processes, tree mixture models, spatial statistics and
Markov field models (see e.g. [HMS15, UCS17, US17, HMAS17] for references). Thus, our results
for Schatten norm have further applications.

As the matrices in many real-world applications are often very large, storing the entire matrices
in working memory can be impractical, and thus, as mentioned, analyzing them has become in-
creasingly challenging. As a result, the data-stream model has emerged as a convenient model for
how these data-sets are accessed in practice. In this model, the input matrix A € R™*™ is presented
as a sequence of items/updates. In one common setting, the turnstile model, each update has the
form (i,7,0) for § € Z and represents an update A;; < A;; + 0. In another common setting, the
row-order model, items (4, j, A;;) arrive in a fixed order, sorted by location (i, j) lexicographically,
providing directly the entry of A in that location. In both models, unspecified entries are 0 by
convention, which is very effective for sparse matrices.

Row-order is a common access pattern for external memory algorithms. When the data is too
large to fit into working memory and has be “streamed” into memory in some pattern, it is useful to
assume that algorithms can make multiple, albeit few, passes over the input data. For a thorough
discussion of such external memory algorithms, including motivation for the row-order model and
for multiple passes over the data, see [GM99, Vit01, Lib13].

Designing small-space algorithms for estimating Schatten norms of an input matrix in the data-
stream model is an important problem, and was investigated recently for various matrix classes
and stream types [CW09, AN13, LNW14, LW16a, LW16b, LW17, BCK*18]. However, all known
algorithms require space that is polynomial in n, the matrix dimension, even if the matrix is highly
sparse and the stream type is favorable, say row-order. A natural question then is:

Does any streaming model admit algorithms for computing Schatten norms of a matrix
presented as a stream, with storage requirement independent of the matrix dimension?

We answer this question in the affirmative for k-sparse matrices presented in row-order and all
even integers p. Our algorithms extend to all integers p > 1 if the input matrix is PSD.

1.1 Main Results

Throughout, we write O(f) as a shorthand for O(f - log®™) n) where n is the dimension of the
matrix, and write O4(f) when the hidden constant might depend on the parameter d. We assume



Table 1: Bounds for Schatten norms (for even p) of k-sparse matrices in row-order streams. Upper
bound space is counted in words. Lower bounds are for suitable ¢(p) > 0.

’ Which p ‘ Space Bound Ref. Comments ‘

O, (kKOWPIn1=4/[Pl4)  [BCK*18] one-pass
Oy (k3P/273) Thm. 1.1 |p/4] + 1 passes

p>4 Op.c(k?Psnl=1/3) Thm. 5.3 Lﬁj + 1 passes
Q(nl—4/ple) Thm. 1.2 one-pass, k = O(1)
Qi (kP/272) [BCK*18] t passes, k < n?/?

_ 4 Op.c(k) [BCKT18] one-pass
p= Op(e™2) Thm. 7.2  one-pass, for all k <n

that the entries of the matrix are integers bounded by poly(n), and thus often count space in words,
each having O(logn) bits. We denote by [p]4 the smallest multiple of 4 that is greater than or
equal to p, and similarly by |p]4 the largest multiple of 4 that is smaller than or equal to p.

Upper and Lower Bounds for Row-Order Streams. Our main result is a new algorithm for
approximating the Schatten p-norm (for even p) of a k-sparse matrix streamed in row-order, using
O(p) passes and poly(kP/e) space (independent of the matrix dimensions). This is stated in the
next theorem, whose proof appears in Section 4.1.

Theorem 1.1. There exists an algorithm that, given p € 2Z>3, € > 0 and a k-sparse matriz
A € R™" streamed in row-order, makes |p/4] + 1 passes over the stream using O, (s~ 2k%P/273)
words of space, and outputs Y (A) that (1 &+ €)-approximates ”Ang with probability at least 2/3.

Theorem 1.1 provides a multi-pass algorithm whose space complexity depends only on the
sparsity of the input matrix. A natural question is whether one can achieve a similar dependence
also for one-pass algorithms, but our next theorem (proved in Section 6) shows that such algorithms
require Q((n'~*1PJ1) bits of space, even for O(1)-sparse matrices.

It follows that multiple passes over the data are necessary for an algorithm for sparse matrices
to have space complexity independent of the matrix dimensions.

Theorem 1.2. For every p € 2Z>2 there is €(p) > 0 such that every algorithm that makes one
pass over an O,(1)-sparse matriz A € R™™" streamed in row-order, and then outputs a (1 £&(p))-
approzimation to HAHZP with probability at least 2/3, must use Q(n*~4Pla) bits of space.

We can further extend our primary algorithmic technique (from Theorem 1.1) in several different
ways, and obtain improved algorithms for special families of matrices, algorithms in the more
general turnstile model, and algorithms with a trade-off between the number of passes and the
space requirement, as explaind later in this section. Table 1 summarizes our results for row-order
streams, and compares them to bounds derived from previous work (when applicable).

Applications for Approximating Schatten Norms. We show in Section 8 two settings where,
under certain simplifying conditions, our algorithms can be used to approximate other functions



of the spectrum, and even weakly recover the entire spectrum. The basic idea is that it suffices to
compute only a few Schatten norms, in which case our algorithms for k-sparse matrices in row-order
streams can be used, and the overall algorithm will require only small space (depending on k).

The first setting considers spectral sums of PSD matrices. We use an idea from [BDK*17] to
show that for a PSD input A € R™*™ whose eigenvalues lie in an interval [, 1), one can (1 + 2¢)-
approximate log det(A) and Tr(A~!) using the first 1 log (1) (integer) Schatten norms. We further
show that given a Laplacian matrix whose eigenvalues lie in an interval [0, 6], one can (1 + 2¢)-
approximate the Estrada index using the first (ef + 1) logé (integer) Schatten norms.

The second setting considers recovering the spectrum of a PSD matrix using a few Schatten
norms of the matrix. We use an idea from [KV16] to approximate the spectrum of a PSD matrix
whose eigenvalues lie in the interval [0,1], up to L;-distance en using the first O(1/¢) Schatten
norms.

Experiments. We validated our row-order algorithm on real-world matrices representing aca-
demic collaboration network graphs. The experiments show that the space needed to approximate
the Schatten 6-norm of these matrices is much smaller than the theoretical bound, and that the
algorithm is efficient also for larger p values. In fact, the matrices in our experiments have O(1)-
sparse in every row, but their columns are only sparse on average. We also experimented to check if
the algorithm is robust to noise, and found that it is indeed effective also for nearly-sparse matrices.
Our experiments validate that the storage requirement is independent of the matrix dimensions.
See Section 9 for details.

1.2 Extensions of Main Results

Extension I: Fewer Passes. We show in Section 5 how to generalize our algorithmic technique
to use fewer passes over the stream, albeit requiring more space. Our method attains the following
pass-space trade-off. For any integer s > 2, our algorithm in Theorem 5.3 makes t(s) = Lﬁj +1

passes over the stream using O,, (5_3k2p3n1_1/ s ) words of space, and outputs a (1+¢)-approximation
to \|A||gp for p € 2Z>».

Extension II: Turnstile Streams. We design in Section 4.2 an algorithm for turnstile streams
with an additional O(E*O(p)k?’p/ 2-3p1-2/ P) factor in their space complexity compared to our al-
gorithm for row-order streams. An additional O(nl_z/ P) factor is to be expected since the space
complexity for estimating £, norms of vectors in turnstile streams is Q(”l_tz/p) if the algorithm is
allowed to make ¢ passes over the data. Our algorithm for turnstile streams makes p + 1 passes
over the stream. The algorithm of [LW16a] for O(1)-sparse matrices in the turnstile model can
obviously be extended to k-sparse matrices. Its space requirement is k°®), and we believe that a

straightforward extension of their analysis yields an exponent greater than 4.75p

Extension III: Special Matrix Families. We give in Section 4.1 improved bounds for special
families of k-sparse matrices that may be of potential interest. We show that for Laplacians of
undirected graphs with degree at most & € N, one can (1 &+ ¢)-approximate the Schatten p-norm
with space Op(s_Qkp/ 2-1) by making p/2 passes over a row-order stream. Additionally, for matrices
whose non-zero entries lie in an interval [«, ] for o, 8 € RT, we can get nearly-tight upper bounds —
our algorithm uses space O, (e~2kP/2~1(3/a)P/>=2), which is nearly tight compared to the Q(kP/2~2)
multi-pass lower bound given in [BCK*18] where a = 8 = 1.



Schatten 4-norm. We show in Section 7 a simple one-pass algorithm for (1 + €)-approximating
the Schatten 4-norm of any matrix (not necessarily ~sparse) given in a row-order stream, using only
Op(e72) words of space. This improves a previous O,(¢~2k) bound from [BCK'18].

1.3 Technical Overview

Upper Bounds. We design an estimator that is inspired by the importance sampling framework
and uses multiple passes over the data to implement the estimator. To the best of the our knowledge,
this is the first algorithm for computing the Schatten p-norm in data streams that uses an adaptive
sampling approach, i.e. the probability space of the algorithm’s sampling in a given pass of the
data is affected by the algorithm’s decisions in the previous pass.

For an integer p € 2Z>; and ¢ := p/2, the Schatten p-norm for a matrix A € R"*", denoted by
HAHPP, can be expressed as

”AHPP = Tr((AAT)q) = Z <ai17ai2><ai27ai3> s <aiq7 ai1> (1'1)

i1,...,iq€[n]

where a; is the i*" row of matrix A.

The Schatten p-norm can be interpreted using (1.1) as a sum over cycles of ¢ inner-products
(which we refer to informally as cycles) between rows of A. We assign each cycle in the above
expression to one of the rows participating in that cycle. Hence, the Schatten p-norm can be
expressed as a sum y ;- z; where z; is the cumulative weight of all the cycles assigned to row i.

Our algorithm starts by sampling a row i € [n] with probability proportional to the heaviest
cycle assigned to row i (i.e., largest contribution to z;). In the following p/4 stages, it samples one
cycle assigned to ¢ with probability proportional to the weight of the cycle. Since the rows and
columns are sparse, each row cannot participate in “too many” cycles (because it is orthogonal
to any row with a disjoint support). Specifically, we show that the number of cycles assigned to
each row ¢ is only a function of k£ and p. It follows that sampling the first row with probability
proportional to the heaviest contributing cycle is a good approximation (up to a factor depending
only on k and p) to z;, the actual contribution of row i to }-;cp, 2i = HAng.

The space complexity of sampling a row with probability proportional to its heaviest contribut-
ing cycle depends on the assigning process. A natural assigning is to assign every cycle to the row
with largest lo-norm participating in that cycle (breaking ties arbitrarily). Notice then that, by the
Cauchy-Schwarz inequality, the heaviest contributing cycle to row ¢ is simply ||a;|[5.

This estimator can be implemented in the row-order model easily by using weighted reservoir
sampling [Vit85, BOV15], as shown in Section 4.1. However, implementing it in turnstile streams
is more challenging (see Section 4.2). Using approximate L,-samplers presented in [MW10], we
build an approximate cascaded Lp’g—nolrm1 sampler, to sample rows ¢ with probability proportional
to ||a;||5. Additionally, we use the Count-Sketch data structure to recover rows and sample cycles
once we have sampled the first, “seed” row. This allows us to implement the estimator in turnstile
data streams with an additional O(e=9®)p'=2/P) factor in the space complexity attributed to
the approximate cascaded L,2-norm sampler and an additional Op(k:3p/ 2-3) factor that comes
from approximating the sampling probabilities (compared to the row-order in which the sampling
probabilities can be recovered exactly).

In Section 5 we generalize the design of the importance sampling estimator. Instead of assigning
every cycle to a single row that appears in it, every cycle is mapped to s rows that participate in
it, for parameter s € N. These s rows split the cycle into roughly ¢ segments such that each of

'The Ly 2-norm of a matrix A € R™*™ for p > 0is (X1, [las||}) e,



these s rows participates in a segment where it is the heaviest’ row (by lo-norm). The algorithm
samples s “seed” rows and then computes all the cycles (or alternatively samples one cycle) that
are assigned to these s rows. Since the length of each of the segments reduces linearly with s, one
can compute these cycles with fewer passes. However, the algorithm needs to sample more indices
in order to ensure that each cycle has a sufficiently large probability of being “hit”. This tension
leads to a trade-off between passes and space.

Lower Bounds. We obtain an Q(n'~%1PJ4) bits lower bound for any algorithm that estimates
the Schatten p-norm in one-pass of the stream for even p values. Our proof analyzes for even
p values a construction presented in [LW16a], which is based on a reduction from the Boolean
Hidden Hypermatching problem. This lower bound holds even if the input matrix is promised to
be O(1)-sparse.

1.4 Previous and Related Work

The bilinear sketching algorithm in [LNW14] was the first non-trivial algorithm for Schatten p-norm
estimation in turnstile streams. It requires only one-pass over the data and uses 0(5_2n2_4/ P) words
of space.? Their algorithm uses O(¢~2) independent GlAGQT sketches, where G, Gy € R™™ are
matrices with i.i.d. Gaussian entries and t = O(n'~%/P).

Inspired by this sketch, [BCKT18] gave an almost quadratic improvement in the space com-
plexity if the algorithm is allowed to make multiple passes over the data. Their estimator uses
matrices Ga,...,G, € R™" with i.i.d. Gaussian entries and Gaussian vector g1 € R™ to output
ngAGér G2A...GpAg1. This estimate can be constructed in p/2 passes of the data and requires
O(£72) independent copies each using only ¢ = O(nl_ﬁ) space.

Restricting the input matrix to be O(1)-sparse allows for quadratic improvement in the space
complexity of one-pass algorithms as shown in [LW16a]. They show that sampling O(n'=%/P)
rows and storing them approximately using small space (since each row is sparse) is sufficient to
(1 4 e)-approximate the Schatten p-norm by exploiting the fact that rows cannot “interact” with
one another “too much” because of the sparsity restriction.

If we restrict the data stream to be row-order, then we can reduce the dependence on p in all
the above algorithms by a factor of 2. As noted in [BCK*18], since AT A = 3. a;a] (where a; is
the i*® row of A) one can apply the above algorithms to AT A instead of A by updating it with the

outer product of every row with itself. Since HATAH’;/ 22 = | Ang (for even p values), the output is
P
as desired and the dependence on p reduces by a factor of 2.

Lower Bounds. Every t-pass algorithm designed for turnstile streams requires Q(nl_Q/ P /t) bits,
which follows by injecting the Fj-moment problem (see [Gro09, Jay09]) into the diagonal elements.
Li and Woodruff [LW16a] showed that restricting the algorithm to a single pass over the turnstile
stream, leads to a lower bound Q(n!~¢) bits for every fixed € > 0 and p ¢ 2Z>9, even if the input
matrix is O(1)-sparse.® Later [BCKT18] proved that ©(n'~¢) bits are required for p ¢ 2Z>5 even in
row-order streams. In addition, they showed (Theorem 5.4 in Arxiv version) that ¢ passes over row-
order streams require space Q(n'~%?/t) bits, however these matrices are actually Q(n?/P)-sparse

>They also showed a lower bound of Q(n?~*/?) for the dimension of bilinear sketching for approximating || A||%
for all p > 2. !

3 They also showed that for p € 27Z:>2, single-pass algorithms require Q(n1_2/ P) bits even if all non-zeros in the
input matrix are constants.



(and not O(1)-sparse as may be understood from Table 2 therein). A simple adaptation of that
result yields an Q(kP/2~2/t) space lower bound for k-sparse input matrices (k < n?/?).

2 Notation and Preliminaries

The following useful fact comparing the lengths of the rows of A and its Schatten p-norm is proved
in Appendix A.1.

Fact 2.1. Let matriz A € R™™ have rows {a;}icjn) and let t > 1. Then Y cp, laill3 < [|AlIZ,,-
Importance Sampling. Our main algorithmic technique is inspired by the importance sampling
framework, as formulated by the following theorem, proved in Appendix A.2.

Theorem 2.2 (Importance Sampling). Let z = Zie[n] z; > 0 be a sum of n reals. Let the random

variable Z be an estimator computed by sampling a single index i € [n| according to the probability

distribution given by {r;}7, and setting 7+ j—: If for some parameter A > 1, each 1; > L’\lel, then
E [Z] =2z and Var(Z) < (\2)2

Families of Matrices. We define two families of matrices that are of special interest.

e Let £, C Z™™ be the family of Laplacian matrices of undirected graphs G([n], E) with
positive edge-weights {wy, > 0:uv € E}.

e Given positive constants a < 3, let CZLE” C R™*" he the family of matrices C' such that
every entry C; ; is either zero or in the range [a, 5]. For the vector case (i.e. n = 1) we may
write Cj's.

3 An Estimator for Schatten p-Norm for p € 2Z-,

This section introduces our importance sampling estimator for Schatten p-norms. We begin in Sec-
tion 3.1 with manipulating expression (1.1) for the Schatten p-norm by assigning every summand,
i.e. a cycle of p/2 inner products, to its heaviest participating row, see (3.3). We then use this new
expression in Section 3.2 to give an importance sampling estimator. In Section 3.3 we prove several
lemmas, referred to as projection lemmas, which are key to our analysis in Section 3.4.

3.1 Preliminaries

Fix a matrix A € R™"™ and p € 2Z>3. For a row a;, we define the set of its neighboring rows
N(i) = {l € [n] : supp(a;) Nsupp(a;) # 0}. In addition, we denote the set of neighboring rows of
a; that have smaller length than row a;

N5(j) = {1 e N(G) : llall2 < [aill2}.

Building on this, we intorduce notation for certain “paths” of rows. Fixing some row indices
i,71 € [n] and an integer t > 2, we then define

F(il,t) = {(’il,...,it) 119 € N(Zl), ,it c N(’it_l)}7
Fis(il,t) = {(’il,. . .,it) Dl € Nfg(ll), S0 € Nfg(ztfl)} .



We further define the weights of “paths” of inner products: given an integer ¢ > 2 and indices
i1,...,0t € [n], let
U(’il, . ,it) = <ai1,ai2><ai2,ai3) c. <ait71,ait>.
Recall from (1.1) that the Schatten p-norm of A € R™*™ can be expressed in terms of the
product of inner products of the rows of A. Using the above notation we manipulate it as follows.

JAIE, = Tr ((A4T)) = 30 olir e igin) (3.1)

il,...,iqe[n]

:Z Z Z o(it,...,10q,101) (3.2)

01 (4150000g—1) 1gEN(41)

—Z > > clinyig)olin.. g i) (3.3)

(i1,0g-1) j,e NG (i)
GF (Zl7q 1)

where 1 < ¢(i1,...,1) < g is the number of times the sequence (i1,...,i4,171) or a cyclic shift
of the sequence appears in Equation (3.2).

3.2 The Estimator

Our estimator is an importance sampling estimator for the quantity in (3.3). To define it, we need
the following quantities:

S::UFqu—l

i€[n]
Hiyigy) = D clin,. .. ig)o(in,. .. ig)(ai,, ai) Y(it,...,ig-1) €S
ig€Ng (i)
2= ) Hieien = 145, by Equation (3.3).
(i1,...,’iq_1)68

Our importance sampling estimator, for the sum z, samples quantities z(;, ;) indexed by

llai [15

(t1,...,1ig—1) € S in ¢ — 1 steps. In the first step, it samples row ¢; € [n] with probability SRILE
g 112512

In each step 2 <t < ¢ — 1, conditioned on sampling #;_; in step ¢t — 1 it samples row ¢; € Ngl (14—1)
with probability
|<a’it—1 ; ait> ’

P! (i) = )
o ZleN? (o) | (@i 0a)]

Overall, a sequence (i1, ...,7;—1) € S is sampled with probability

. . — |a11Hp H .
T(’Ll,...,lq_l) Z ||aj||p pzt 1 7

2 =2

and the output estimator is

Y(A) = Z(i1,...,iqf1)'

T(i1,eeriq—1)



3.3 Projection Lemmas

To analyze the estimator Y (A), we need a few lemmas, which we call projection lemmas, for
sparse matrices. We start with two lemmas for sparse matrices, followed by two lemmas for more
specialized cases.

Lemma 3.1. For every k-sparse matriz B € R™F* with rows by, ..., b, and vector © € R¥ such
that ||z||2 > ||bill2 for alli € [n], we have that

LT Sl

lzl3 = \x\lz

Proof. For a vector y € R* and S C [k], let y|s to be the restriction of y onto its indices corre-
sponding to set S.

For all i € [n], by the Cauchy-Schwarz inequality, (z,b;) = (Z|supp(s:), bi) < 17| supp(s:)l1211bi[2-
Hence,

Z | i Hx\supp(bi)HQHbiH2 Z ‘x|supp HQ < i Hx\supp(bi)Hl < k”le
< H <2 < el

|a:|12 2 EL Jllz B

where the last inequality follows from the sparsity of B (every column index is in supp(b;) for at
most k of the rows b;). The lemma now follows by a simple application of the Cauchy-Schwarz
inequality. O

We need another, similar, lemma in order to bound the variance.

Lemma 3.2. For every k-sparse matriz B € R™* with rows by, ..., b, and a vector x € R* such
that ||z||2 > ||bill2 for alli € [n], we have that

IBzll3 _ <~ (2, 0:)°
= <k.
[Ed[5s Z [E[5s
Proof. Following similar steps as that of Lemma 3.1,

n

>

2 ||x||2

< Z |$|suppb)||2 < k‘,

[E A
where again the last inequality follows from the sparsity of B. O

The next two lemmas present bounds that improve over Lemma 3.1 in two special cases, when
the k-sparse matrix is a graph Laplacian, and when all its non-zero entries come from a bounded
range.

Lemma 3.3. Let G = ([n], E) be an undirected graph with positive edge weights {wyy }uver. Let
k be its mazimum (unweighted) degree, and let L(G) € R™™ be its Laplacian matriz with rows
li,....ln. Given u € [n], let the matriz B, consist of all the rows l, where ||l,||2 > ||iv]|2, and
interpret B, also as a set of rows. Then,

||Bulu”1 - | Uy v
3 > -

P UHQ

(Trivially, we can also omit from B, rows where (l,,1,) =0.)



Proof. The main idea is that the additional matrix structure implies |[l,]1 < 2||ly||2, which is
better than what follows from the Cauchy-Schwarz inequality. Indeed, ||, [|3 = (—X;c N(u) wut)Q +
D teN(u) w?, > (ZteN(u) wut)2 = (%Hlqu)Q Now using this inequality in the proof of Lemma 3.1,
we have

HBulqu < kHlqu

< < 2k.
17113 1Tl
O
Lemma 3.4. For positive constants o < 3 and a k-sparse matric B € CZ/XBI“ with rows by, ..., by,
and a vector x € C!;B such that ||x||2 > ||bs||2 for all i € [n], we have that
| Bzl (2
=13 Z H95||2 -
Proof. By a direct calculation using the sparsity of B,
>l <y b2
\w\lz allzl a
O

3.4 Analyzing the Estimator

We now prove that the importance sampling estimator Y (A) given in Section 3.2 is an unbiased
estimator with a small variance. In addition to analyzing the estimator for all k-sparse matrices, we
provide in Theorem 3.6 improved bounds for two special families of k-sparse matrices: (i) Laplacians
of undirected graphs and (ii) matrices whose non-zero entries lie in an interval [«, 5] for parameters
0<a<p.

Theorem 3.5. For every p € 2Z>2 and a k-sparse matriz A € R"*™, the estimator Y (A) given in
Section 3.2 satisfies E[Y (A)] = HA”Z‘,, and Var(Y (A)) < Op(k%_‘l)HAH?;

Proof. We will use the importance sampling framework of Theorem 2.2. In order to do so we must
first argue that the values 7(;, ;. ) for (i1,...,44-1) € S indeed form a probability distribution. It
is easy to see that the probabilities of sampling the first row form a distribution over [n]. Similarly,
for every 2 <t < q — 1, the values pél () indeed form a probability distribution over the rows in

Ngl (i¢—1). The argument for 7(;, _; ) follows by the law of total probability.
Per Theorem 2.2, it is Sufﬁment to prove that for all (iq,...,i4-1) € S,

1 3,
. |21, g )| < Op(k3P72)2 (3.4)
(217---7'Lq—1)
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Fix a sequence of indices (i1, ...,i3—1) € S. Inequality (3.4) can be shown as follows,

-1
B(in,...jiq_ 5 llaslls 3 1 . S .
[#is i) === H : Z c(it, ... ig)o(i, ..., ig){ai,, i)
llai [

T(ilf"'viqfl) t=2 pzifl(lt) . EN'LI(. )
Z ||aJ||2 Ht ZZZENlh 1) ‘< @iy 17al>| Z ( )’ ( )( >}
(i1, ..., 0q) |0(21,...,0q)(ai, ,a;
las, T3 olinvig )l 2 M O fa) i
ig€NG (i1)
> llaslls [ 4 . .
= J' e H Z {as,_,,ar)]| Z c(zl,...,zq)‘(aiqfl,aiqﬂaiq,ailﬂ
Ha11H2 t=2 i1 . . i1 -
IENG (it—1) igENG (i1)
By Young’s Inequality for products of numbers and the bound on ¢(iy, ..., ),

-1
_ a2 llailly (3
= 2 H Z ‘(aitfual)’ Z <a’iq717a’iq>2 + <az’qa az‘1>2

a - -
|| 11H2 t=2 lEN”(itfl) inNél(il)
_ 4 3 Jlaslb ZZGN 2 iy |G- )] 3 (@i, 1, ai,)? + (ai,, ai)?
24T laz, 5~ e laz, |13
1gENg (i1)

By applying Lemma 3.2 to the two inner-most summations and the fact that [a;,_,|l2 < [|a;, |2,
i—1) |<ait—1aal>|

-1
i=2 ZleNgl(
5

Hai1’2

<qk-Y llagllb
;

By applying Lemma 3.1 and the fact that ||a;, |2 < |la;, |2 for any 2 <t < g¢g—1,

kf_
<quHapr (ka> =gkt QZHasz< 141,

where the last inequality follows from Fact 2.1. O

Theorem 3.6. For every p € 2Z>2 and a k-sparse Laplacian matriz A € Ly, the estimator Y (A)
given in Section 3.2 satisfies Var(Y(A)) < O,(kP/?~ 1)HAH2P. If instead the k-sparse matriz is

AeCly for some 0 < o < B, then Var(Y (A)) < Oy(kP/?72 (/3/a)P/2*2)||A||§§

Proof. The bound for £,, (Laplacians) follows the above proof of Theorem 3.5 but bounding the
summations using Lemma 3.3 instead of Lemma 3.1.

The bound for CZE" uses a special case of the importance sampling lemma. Using the notation
from Theorem 2.2, if z; > 0 for all i € [n] then one can bound the variance by A(z)2. Using this,
the proof follows the same argument as that of Theorem 3.5 but using Lemma 3.4 to bound the
summations bounded by Lemmas 3.2 and 3.1. O
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4 Implementing the Estimator: Row-Order and Turnstile Streams

In this section we show how to implement the importance sampling estimator defined in Section
3.2 in two different streaming models, row-order and turnstile streams. We start by stating two
theorems that bound the space complexity of implementing the estimator in row-order streams.
The first one is our main result from the Introduction, and applies to all k-sparse matrices. The
second theorem considers special families of k-sparse matrices.

Theorem 1.1. There exists an algorithm that, given p € 2Z>3, € > 0 and a k-sparse matriz
A € R™ " streamed in row-order, makes |p/4] + 1 passes over the stream using Op(5_2k3p/2_3)
words of space, and outputs Y (A) that (1 & €)-approximates ||A|]gp with probability at least 2/3.

Theorem 4.1. There exists an algorithm that, given p € 2Z>2, € > 0, and a k-sparse matriz
A € L,, streamed in row-order, makes |p/4] + 1 passes over the stream using O,(e~2kP/?) words of
space, and outputs Y (A) that (1+e)-approximates HAng with probability at least 2/3. If instead the

k-sparse matriz A is from C’" for 0 < a < B, then the space bound is O, (e72kP/>1 (B/a)?/?72)
words.

We also show that the estimator defined in Section 3.2 can be implemented in turnstile streams
in p/2 4 3 passes over the stream.

Theorem 4.2. There exists an algorithm that, given p € 2Z>2, € > 0 and a k-sparse matriz
A € R™" streamed in a turnstile fashion, makes p/2 + 3 passes over the stream using
2

Op(k?’pfﬁnl_iﬂ(efl log n)P®)) words of space, and outputs Y (A) that (1 + €)-approzimates HAng
with probability at least 2/3.

Outline. At a high level, the algorithms in all three theorems are similar, and compute multiple
copies of the estimator defined in Section 3.2 in parallel and output their average (to reduce the
variance). The algorithms differ in the number of copies, derived from Theorems 3.5 and 3.6. Here,
and in Sections 4.1 and 4.2, we describe how to implement each estimator in p/2 stages, and in
Section 4.3 we show how to reduce the number of stages to |p/4] + 1. The first stage samples
and stores a “seed” row which we will denote by a;,. Each subsequent stage 1 < ¢ < ¢ stores two
values: a row index i; (and row a;, itself) and an interim estimate Y; := o(i1,...,4;). The final
stage ¢ computes and outputs ) )Yq_l Aaiy, aiy)c(in, . .., iq), where 1 < c(iy, ..., iq) < qis
as defined in (3.3).

The estimator is relatively easy to implement in row-order streams using p/2 passes and
Op(5_2k3p/ 2=3) words of space as shown in Section 4.1. In turnstile streams however, the esti-
mator is more difficult to implement. The tlrach‘l‘r;ical roadblock is sampling the first, “seed” row

ai
= sl
streams to get around this roadblock. For a vector x € R™ updated in a turnstile fashion, one can
sample an index i with probability approximately x!/||z||i for various ¢ € [0,00). Such algorithms
are called Li-samplers and have been studied thoroughly, see e.g. [CJ19]. Approximate samplers
introduce a multiplicative (relative) error and an additive error in the sampling probability, which
need to be accounted for when analyzing the algorithm that uses the sampler.

Thus, in order to sample rows proportional to the quantities we want, we build two subroutines
in the turnstile model:

ig€NG (ia

i1 € [n] with probability proportional to We use approximate samplers for turnstile

1. Cascaded L, 2-norm sampler for A, used to sample the seed row 7; with probability approxi-
mately ||a;, [|5. Tt runs in 2-passes, has relative error O(¢) and uses space O,(s~2n'~2/P).
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2. Compute inner products between a given row and its neighbors in space O(k?).

Using the two subroutines we can implement the estimator in Section 3.2 in p 4+ 1 passes of the
stream in space O, (k*~6n!=2/P(¢=11ogn)°®)). The additional O(n'~?/P) space complexity factor
is introduced by the approximate L, >-sampler. We remark that this factor is actually unavoidable
for algorithms that compute ||A||gp in the turnstile model, since there is an Q(n'~2/?) lower bound
for computing the [,-norm of vectors in R™ (in turnstile streams), even if the algorithm is allowed
multiple passes. The additional O(k‘gp/ 2-3) factor in the space complexity for turnstile streams
compared to row-order streams is due to the bias introduced in estimating the sampling probability
of the first, “seed” row.

As mentioned earlier, a slightly improved version runs in [p/4] + 1 and p/2 + 3 passes for row-
order and turnstile streams respectively, with the same space complexities (up to constant factors).
The idea is to build two parallel paths from the same seed row and eventually “stitch” the two into
one cycle.

4.1 Row-Order Streams

In this section we show how to easily implement the estimator defined in Section 3.2 in ¢ = p/2
passes over a row-order stream, i.e. a sligthly weaker version of Theorem 1.1. As mentioned, in
Section 4.3 we explain how to reduce the number of passes to [p/4] 4+ 1 using a small adjustment
to the algorithm. Algorithm 1, computes multiple copies of the estimator in parallel using space
O(k) for each copy.

Algorithm 1 Algorithm for Schatten p-Norm of k-Sparse Matrices for p € 2Z>5 in Row-Order
Streams
Input: A € R™™" streamed in row-order, p € 2Z>9, € >0, m € Z*.

1: in parallel m times do > Each copy is a “walk”
2: il,...,iq<—0,Y1,...,Yq%0
3: in pass 1 do
. |IP
4: sample one row i1 € [n] with probability % > Using Reservoir Sampling
5 115112

P
5. Yl . ZJ ||afn||2

lla:ll3

: inpass2<t<qg—1do ‘
T: sample one row i; € [n] with probability p;;_l(i) > As defined in Section 3.2
s Vvl
pit—l(l)

9: in pass g do
10: compute Y, < Y, 1 Ziqugl (i1)<aiq_l,aiq><aiq, ai, ye(iy, ... ,iq)

11: return average of the m copies of Y,

Proof of Theorem 1.1 (version with p/2 passes). Algorithm 1 computes the estimator defined in
Section 3.2 m times in parallel and outputs the average which we will denote by Y (A4). Since the

3 3p_y
variance of the estimator is at most C’pk:7p_4 as per Theorem 3.5, by setting m = Ck;g and the
constant C appropriately, the guarantee on the estimate follows by an application of Chebyshev’s
Inequality to Y (A).
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In pass t, each instance of the m parallel instances store the row a;, along with other estimates
that can be stored in Op,(1) words of space. Thus the total space complexity of the algorithm is

mk = O,(c~2k % ~3) words. O

The proof of Theorem 4.1 (version with p/2 passes) follows the above by adjusting m according
to Theorem 3.6.

4.2 Turnstile Streams
4.2.1 Preliminaries for Approximate Sampling

We define approximate samplers which we will use in turnstile streams to implement our estimator.
Approximate L, samplers have been studied extensively, see e.g. [CJ19].

Definition 4.3 (Approximate L; Sampler). Let € R™ be a vector and ¢t > 0. An approximate L,
sampler with relative error €, additive error A, and success probability 1 — § is an algorithm that
outputs each index i € [n] with probability

EAK

pi € (1+¢) + A,

B3Ik
and with probability é the sampler is allowed to output FAIL.

If an approximate sampler has no relative error and its additive error is less than n~¢, for
arbitrarily large constant C' > 0, then it is referred to as an exact Lj,-sampler.
Generalizing L,-samplers, we define approximate L, ;-samplers for matrices.

Definition 4.4 (Weak Approximate L;, Sampler). Let ¢,q > 0 be constants and A € R™™"™ be a
matrix with rows ay,...,a,. An approzimate Ly, sampler with relative error €, additive error A,
and success probability 1 — § is an algorithm that, conditioned on succeeding, outputs each index
i € [n] with probability

llaillg

Zje[n] a1

and on failing, which occurs with probability &, outputs any index.

pi € (1£e¢) T A,

We draw the attention of the reader to the success condition of the L, , sampler; unlike for L,
samplers, the above definition is a weaker guarantee but is sufficient for our purpose since we can
absorb the probability of failure for the sampler into the failure probability of the Schatten p-norm
algorithm.

We recall some properties of higher powers of Gaussian distributions which we will use later
in the analysis of sampling subroutines that we build. First, we give the higher moments of mean
zero Gaussian random variables.

Fact 4.5. Fort >0, r € 2Z>1 and a random variable X ~ N(0,t?), we have
E[|X]|]=t"(r — D).

We state a concentration property for polynomial functions of independent Gaussian/Rademacher
random variables called Hypercontractivity Inequalities. For an introduction to the theory of hy-
percontractivity, see e.g. Chapter 9 of [O’D14].

14



Proposition 4.6 (Hypercontractivity Concentration Inequality, Theorem 1.9 [SS12]). Consider a
degree d polynomial f(Y) = f(Y1,...,Y,) of independent centered Gaussian or Rademacher random
variables Y1, ...,Y,. Denote the variance o® = Var (f(Y)), then,

2\
VAZ 0, PS(Y)—E[f(V)) 2 N < eexp (— (702) )
where R = R(d) > 0 depends only on d.

4.2.2 Weak Sampler for Cascaded Norm L, >

Before giving our construction for approximate L, > samplers in the turnstile model (Theorem 4.8),
we recall some core results for L, samplers that will be the algorithmic workhorse of our subroutine
for L, 2 sampling.

One can construct algorithms for approximate L, samplers in various computational models.
We look specifically at L, samplers in the turnstile streaming model. The following algorithmic
guarantees exist for approximate L, samplers of vectors in turnstile streams.

Theorem 4.7 (Theorem 1.2 in [MW10]). For § > 0 and p € 2Z%, there exists an O-relative-error
L,-sampler in turnstile streams, in 2-passes, with probability of outputting FAIL at most n~¢ where
C > 0 is an arbitrarily large constant. The algorithm uses Op(nk?/p logo(p) n) space. *

For a given vector x € R™ whose entries are streamed in a turnstile fashion, we will denote
L,-SAMPLER(x,0) to be the output of the algorithm in Theorem 4.7 with failure probability at
most 6. We will use this algorithm in turnstile streams for p > 2 to give an O(e) relative error L, o
sampler and failure probability at most ¢ for any given § > 0. The algorithm is fairly simple and
is described in Algorithm 2.

Algorithm 2 Approximate L, > Sampling Algorithm in Turnstile Streams

INPUT: A € R™*" as a turnstile stream, p € Z>o, be (0,1),e > 0.

1: Set C’p >0, m Cpggp" > C'p depends only on p
2: construct G € R with i.i.d standard Gaussian entries > drawn pseudorandomly
3: compute matrix X ¢+ ﬁ - AG

4: (i,7) < Lp-SAMPLER(z, 9) > where 2 € R™ is the “flattened” version of X
5:

return i if L,-sampler didn’t output FAIL otherwise return any index

The matrix X, defined on line 3 in the above algorithm, can be computed “on the fly” given
updates to A in the stream.

We then give the following theorem for approximate L, » sampling in turnstile streams by argu-
ing for the vector x defined in Algorithm 2, the average of the p" power of the entries corresponding
to row i is tightly concentrated around ||a;||5.

Theorem 4.8. For every e,C > 0,6 € (0,1) and p € 2Z>, Algorithm 2 is an O(e) relative error
and O(n*C) additive error Ly o weak sampler in turnstile streams with failure probability at most
§. The algorithm uses Op(n'~2/Pe=2 log (%) 10g®®) (n)) words of space.

“The original theorem statement in the paper is for p € [0,2] but it is well-known among experts that the result
extends to p > 2.
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Proof. For a fixed ¢ € [n], notice that x;1,...,2;,, are independent and identically distributed as

N (0, @'ﬁ%) Using Fact 4.5, E [mfj} = ||a;|[5 for all j € [m] since p is even.
Let ¢* be the output of Algorithm 2. From the guarantee for L,-samplers by Theorem 4.7,

conditioning on the L, sampler succeeding, and setting the additive error sufficiently low, the
probability that i* =7 is

m

-3 00,

We will first show that, for a fixed i € [n], the quantity Y 7", @7 ; is tightly concentrated around
m||a;||5 with high probability over the randomness of the Gaussmn sketch.

Set the polynomial f : R™ — R on the random variables {;;}7"; to be f(xi1,...,zim) =
> iyl Since the random variables {x;;}7", are independent,

2p — DI = ((p — HI)?
Var(f(zi1,...,x; = m Var(z? m 2 (

(f( 3,15 ’ Z,m)) ( 1% ) H ’LH ((p 1) )
for even p > 2. Using this to apply the Hypercontractivity Concentration Inequality for Gaussian
random variables given in Proposition 4.6 gives us,

m

s L
2m\ »
Zxﬁj —ml|a|[h]| > emlla|h5| < e*exp <— <C’p> )

J=1

where C), is a constant only dependent on p.
By setting C’p in Algorithm 2 appropriately, we can apply the the union bound over all i € [n]

to obtain,

(1 £ 0(e))llasll3

T (1 0E) o Nl

—C

+0(n™ %) for all i € [n]

with probability at least 1 — S—n (where ¢ is dependent on ép). Setting ) appropriately in
Algorithm 2 gives us the theorem. O

4.2.3 Recovering Rows and Their Neighbors

We also give some subroutines to recover rows and their neighbors so that we can compute inner-
products between rows, sample neighbors and compute the probabilities for the estimator. The
algorithmic core for these subroutines will be sparse-recovery algorithms which can be implemented
using the Count-Sketch data structure described below.

Theorem 4.9 (Count-Sketch [CCF04]). For all w,n € Z* and § € (0,1), there is a randomized
linear function M : R™ < R® with S = O(wlog(n/d)) and a recovery algorithm A satisfying the
following. For input x € R™, algorithm A reads Mz and outputs a vector T € R™ such that

vV € R", min Ha:—m'Hg >1-6.

Pz = Zlloo <
- \F e’ o=
Denote the output of a Count-Sketch algorithm on vector x € R" with parameter w € Z* and
failure probability 6 > 0 to be COUNT-SKETCH,,(x,d). Notice that if it is guaranteed that z is
k-sparse, i.e. ||z]/o < k, then the output COUNT-SKETCHg(z, d) recovers the vector = exactly with
probability at least 1 — ¢ because ming, |z, |7 — Z||2 = 0 for every k-sparse vector z.
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Reverting to our setting of k-sparse matrices in turnstile streams, given a target index ¢ € [n],
it is clear how to recover row a; using O(k‘) space using the Count-Sketch algorithm stated. Given
a row a;, we can recover the neighboring rows {a; : j € N(4)} by running COUNT-SKETCHy, (A, ;, 5)
for each j € supp(a;) (where A, ; corresponds to the j'" column of A). Since each column and

row is k-sparse, with O(k?) space, we can recover the neighbors of row a; given access to a;. In

addition, by setting the failure probability to kL—H in the above calls to COUNT-SKETCHj, our

recovery subroutine will succeed with probability at least 1 — 4.

4.2.4 Algorithm for Turnstile Streams

We are now ready to present the algorithm implementing the estimator stated in Section 3.2 for
turnstile streams. We note that unlike in row-order streams, we cannot recover the probability of
sampling the first row exactly in turnstile streams. Since the output probability of the samplers is
approximate, it introduces some bias in the estimator which we will have to bound. Therefore, the
proof of correctness for this algorithm slightly deviates from that given in Theorem 2.2 but uses
the same underlying ideas.

Let us introduce notation for the subroutines we will need. Denote by L, 2-SAMPLER(A, ¢, ¢)
the output of the approximate L, » sampler defined in Algorithm 2 with relative error ¢, and failure
probability §. Additionally, we will need to estimate the cascaded norm L, » of A in order to bias the
quantity we sample in our importance sampling estimator. Denote by L, 2-NORMESTIMATOR(A, ¢, ¢)
the output of an algorithm for estimating the L, >-norm of A with relative error ¢ and failure prob-
ability 0, such as in Section 4 of [JW09].

We describe our algorithm for turnstile streams in Algorithm 3, which runs p + 1 passes over
the data, i.e. a sligthly weaker version of Theorem 4.2. As mentioned, the number of passes can
be reduced to |p/2] 4+ 3 using the extra insight of Section 4.3.
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Algorithm 3 Algorithm for Schatten p-norm of k-Sparse Matrices for p € 2Z>o in Turnstile
Streams
Input: A € R" " in a stream with turnstile updates, p € 2Z>9, € >0, m € Z*.

1: in parallel m times do

2 il,...,inO,Yl,...,Yq(—O
3 in stage 1 do > takes 3 passes
4 i1 4 Lp2-SAMPLER(A, 55 105)
5 a;, + COUNT-SKETCHy(a;,, 155)
6 Dy + Ly 2-NORMESTIMATOR(4, £, 155)

1
7 N EE
8: in stage2<t<q¢—1do > each stage takes 2 passes
9: Ci—1 + {COUNT-SKETCH}, (A, 1o05) © J € Supp(as,_,)}
10: reconstruct rows R;_; < {r; : row j has support in C;_; and has lp-norm less than a;, }.
11: Dy =Y icp, (@i ys75)
12: sample row index i; € supp(Rt_l) with probability W
13: a;, <= COUNT-SKETCH}(ai,, 15,)

D ~ ~

14: Yi< Y 1- m A,y Giy)
15: in stage ¢ do
16: Cy-1 + {COUNT-SKETCH, (A, j, 1o57) : J € supp(@i,_,)}
17: reconstruct rows R,_1 < {r;j : row j has support in Cy_; and has l>-norm less than a;, }.
18: compute

Yo Youu D iy, )y )elin, oy ig-1,9)

Tj GRq_l

19: return average of the m copies of Y,

Proof of Theorem 4.2 (version with p 4+ 1 passes). Recall from Section 4.2.3 that COUNT-SKETCHj,
will recover all the entries of a k-sparse vector exactly with high probability. By setting the failure
probability of each call to COUNT-SKETCH to be sufficiently low, we can apply a union bound
over all executions and assume that the algorithm recovers all the rows denoted by a and r.

Let us assume that the L,-sampler and Count-Sketch routines succeed and argue that taking
the expectation over the randomness of the Gaussian sketch in the L,2-Sampler algorithm, the
Ly 2-NORMESTIMATOR and the importance sampling estimator gives us that |E [V (A4)] — ||A||gp| <
Op(2)IAll%, -

Recall that the algorithm invokes an O (W) relative error L, 9-sampler in line 4. Since

the additive error is less than n~C¢ for arbitrary C' > 0, we can simply absorb it in the failure
probability of the algorithm. We thus get,

Ey@ = 3 (1j:kg§i)2> loinlle BDJ 5~ e i)

Nasl|B Nlai, [|B -
St > llallz llai 15 T (i)

18



Since Lp2-NORMESTIMATOR is an unbiased estimator for the Ly 2-norm, i.e. E[D1] = >, [lajl5,
we get

_ O(e ) . . .
(E YA -4l | < > ]fgpfﬁ? Z (i1, igyi1)c(it, .- -, iq)
(il»"eﬂéq—l) inNél (’Ll)

We can upper bound the second term as we did in bounding the variance of the estimator in
Theorem 2.2 to get ‘E [V (4)] ~ AL | < 0p) 14115
It is left to bound the variance of Y (A). Again, we assume that the L,-Sampler and Count-

Sketch routines succeed and recall that that for a sequence (i1, ...,i;—1) € S, we define Z(igyiq1) =
Zi N (in) o(i1,...,4¢,%1)c(i1,...,iq). Given the guarantee of L,9 sampling in Theorem 4.8, the
q S

variance of the estimate Y (A) is

-1
O(e) 1 E[D?] 3 1 2
(1+ ) o (B i
o2 e e et Ly G
es

Var (Y(4)) <

3|

By the accuracy guarantee of L, >-NORMESTIMATOR and Fact 2.1,

Al ot

1
Hh

< P -
@i, [ t—2 Pi;, 4 (it)

Y (1£0() (%01, iy )

(i150eerig—1)
eS

1
m

Bounding this identically as we did in Theorem 2.2 and setting m = %2/2_4 give us Var(Y (4)) <
CPEHAH?; where C), is a constant dependent only on p.

~ R 2
The L,2-SAMPLER with O (W) relative error takes space Op(k%p_‘lnk;(a*l log n)0®))

~ 2
and the Lp2-NORMESTIMATOR takes space Op(nkE(s_l logn)?®)). In addition, storing the rows
recovered from Count-Sketch requires O(k?) space. Thus, the space complexity of repeating the

- ~ 2
estimator m = %2/24 times is Op(k3p_6n1_P(s_1 logn)°®)). We note that in stage 1, the sam-
pler takes two passes, followed by another pass for Count-Sketch and the norm estimator. The
subsequent stages requires two passes each giving a total of 3+ 2(¢ — 1) = p + 1 passes. O

4.3 Fewer Passes

As mentioned earlier, we can slightly modify the way we implement the estimator from Section 3.2
to reduce the number of passes that Algorithm 1 and Algorithm 3 make to |§] + 1 and £ + 3,
respectively. This is explained below and completes the proofs of Theorems 1.1, 4.1 and 4.2.

The idea is to sample each sequence (iy,...,%7;) € S in a different way albeit with the same
probability. Assume for simplicity that p = 0 (mod 4). After sampling the first row i1 € [n], we
sample independently two “paths” of length p/4 — 1, each starting at i1, with probabilities identical
to the ones in the estimator. We then sum over the common neighbors of the endpoints of the two
paths, using each of them to complete a cycle of length p/2. Formally, sample independently two
sequences of rows (i1,11,...,lg/2-1), (41,71, - Jg/2-1) € I’fgl (i1,9/2 —1). Denote by r the sequence
of rows (lg/2—15---,11,%1, 71, -, Jq/2—1) then the following estimator is equivalent to the estimator
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described in Section 3.2 (slightly abusing the notation therein for concatenating two sequences of
rows):
1 )
Y = — Z e(r, zq)a(r)<alq/2_l,am><ajq/271,am>.

Tr o
meNS (lq/271)

ﬂNfgl (dq/2—1)

It is easy to verify that this estimator is unbiased, and that its variance can be bounded using
the proof steps of Section 3.2. This estimator can be implemented algorithmically similarly to
the description in Sections 4.1 and 4.2 using less passes over the stream. Specifically, the above
approach decreases the number of “path” stages (i.e. all but the “seed” sampling stage) by a factor
of (roughly) 2, and the space complexity remains the same up to constant factors. Therefore, we
reduce the number of passes over the streams of Algorithm 1 and Algorithm 3 to [§] 41 and § + 3,
respectively. This concludes the proofs of Theorems 1.1, 4.1 and 4.2.

5 Pass-Space Trade-off

Very often streaming problems have a sharp transition in space complexity when comparing a
single pass to multiple passes over the data. However, it turns out that for the Schatten p-norm of
sparse matrices, the space dependence on the number of passes is smooth, allowing one to pick the

desired pass-space trade-off. Specifically, for any parameter s > 2, one can (1 £ ¢)-approximate the

Schatten p-norm in Lﬁj + 1 passes using Op,s(€_3k2psn1*%) words of space.

Recall the Schatten p-norm formulation of (3.3). This in can be interpreted as partitioning the
(contributing) length-q cycles according to their heaviest row, denoted here by i;. Analogously, for
any parameter s € [2,p — 1], we split the cycle into s + 1 segments of hop-distance roughly ﬁ’l,
and further partition the cycles according to the heaviest row in each such segment. The idea is
to “cover” a cycle by sampling s rows, where each sampled row is the heaviest among its segment.
More precisely, each sample “covers” its segment, except for the heaviest row in the entire cycle

that will “cover” two segments. Then, to evaluate the entire cycle we need | ;%7 | + 1 passes. The

total space needed by the algorithm is O s (5_3k2p5n1_1/ ) words of space, mostly as it computes
multiple copies of the estimator (to reduce the variance), similarly to Section 4.

In the first subsection we focus on the case s = 2 and present a BFS-based algorithm, followed
by a brief explanation how to improve the dependence on k£ by replacing the BFS with adaptive
sampling as in the previous sections. In the second subsection we generalize the result to any s > 2.

5.1 The Basic Case s =2 (|%] + 1 Passes)

As mentioned, (3.3) can be interpreted as considering only cycles that “start” from the heaviest
row of the cycle (by “rotating” the cycle). We suggest a variation on this idea. Given a g¢-cycle
“starting” at the heaviest row i, we identify the row j that is the heaviest among the rows at least
q/3 cycle-hops away from 4. In other words, if the cycle is (i = i1,...,14q), then j is the heaviest
among (roughly) 7g/3, ..., 424/3. Therefore, our aim is to sample rows i and j and then to connect
four paths: two starting from ¢ and two starting from j, each of hop-distance at most ¢/3. As we
don’t know in advance the hop-distance to row j, we store all possible options and only later decide
which paths to stich together into a cycle.

Formally, we augment the notation of paths presented in Section 3. For indices i, j, i; € [n] and
integers t’ < t” < t, define

FGI i ) oo
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{(il,...,iq):(il,...,it,)eFg(il,t’),(it,,...,itu)eFg(z‘t,,t”—t’+1),(z‘tu,.. it) € T%(if , t t”+1)}.

As we are actually interested in the special case where ¢’ = [4] + 1 and t"” = ¢ — [ 2], we shall omit
t',t" from the superscript in this special case.

Recall that we focus on cycles in which 71 = i, i.e. the heaviest row is the starting of the cycle.
Furthermore, we want j = i; for some I € {[2| +2,...,¢— [2]}, i.e. j is part of the cycle, and is
at least L%J cycle-hops away from i. Accordingly, we can rewrite the Schatten p-norm as

1Al = > S clivin,. . ig)o(isi, .. g, ). (5.1)

’-] I. J+2§l§q I_%J (/L"vi_Qw"iq)
er$? (i): iy=j

We are now ready to present our estimator and an algorithm implementing it. In the algorithm,
instead of summing over all 4, j € [n], we sample two multisets I, J and do a BFS of depth |q/3]
from each i € I and j € J, and eventually enumerate over all cycles involving these i, j as in (5.1).

Algorithm 4 Two-Set based Algorithm for Schatten p-Norm of k-Sparse Matrices for p € 2Z>5 in
Row-Order Stream
Input: A € R™*" streamed in row-order, p € 2Z>9, € > 0.

1 7 O(e 3¢5k =5 /n), Y « 0.

2: in parallel 2r times do

3: in pass 1 do

4: sample a row i € [n] with probability 7; = Zlalligi\\% > Using Reservoir Sampling
in pass 2 <t < |¢/3| +1do

6: store all rows of hop-distance at most ¢ — 1 from i that have ls-norm smaller than row &

7: let multisets I and J contain the first and last r samples (from line 4), respectively

.. 3/p
8 for each (i,5) € I x J such that (W) laill2 < llajll2 < Jlas]l2 do

1
Y — . . o . . . . . .
+ Ti T Z Z 0(27227 7Zq)0(2a7'27 7Zq72)

Tj | q q y :
L§J+2SZSQ7L§J (7"71.2:'“7’“1)
er$? (i): iy=j

9: return Y = T%Y

Theorem 5.1. There exists an algorithm that, given p € 2Z>3, € > 0 and a k-sparse matriz
A € R™" that is streamed in row-order, makes |§] + 1 passes over the stream using at most
Op(e73k*/n) words of space, and then outputs Y (A) that (1 £ 2¢)-approzimates || A% 5, Wwith prob-

ability at least 2/3.

Before the proof, we state the following theorem, which can be viewed as a variant of the
Importance Sampling lemma (Theorem 2.2).

Lemma 5.2 (Two-Set Sampling). Let z = }; .,
defined by {z; j} is A-sparse.”> Let I,.J € [n] be two random multisets of size v, where each of their

| Zig > 0 for n > 1, and suppose the matrizc

5A can be viewed as an upper bound on the in-degrees and out-degrees of the directed graph defined by edge
weights z;; on vertex set [n].
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2r elements is chosen independently with replacement according to the distribution (1 : I € [n]).
Consider the estimator .
V=23 ) o

T T
iel,jeg v J

If X > 0 satisfies that for all i,j € [n] both 73,7 > % il ypen

z 7’

2
E[Y]=2 and Var(Y)< (A + ”f) 2 ) |aigl (5.2)

2
" i,j€[n]
The proof of Lemma 5.2 is given in Appendix A.3. We now proceed to the proof of Theorem 5.1,
remarking that k©® factor can be improved by using the Projection Lemmas, but for simplicity
we use more straightforward arguments.

Proof of Theorem 5.1. First we remark that indeed in |g/3] + 1 passes all the needed rows of a
cycle are kept. For any cycle, row i needs to “cover” |¢/3] +1+ (¢ — (¢ — |g/3])) = 2[¢/3] +1
rows (including itself), which indeed happens as we do a BFS of size |¢/3]|. Row j must cover at
most ¢ — [¢/3] — (1¢/3] +2) = ¢—2[¢/3] — 2 rows, including itself. As [¢/3]+1>q—2[q¢/3] -2,
we indeed again cover all possibly needed rows in the |¢/3] + 1 passes. We now go on to prove the

3/
approximation bounds. Let 8 := (q%) . and define for all i,j € [n]

kp—2

ZL ]+2<i<q—| % JZ (2,82,-..41q) (i7i27"'7iq)0(i7i2?"'7iq>i) if HajHQ < HaiHQ;
Zij = GF( ])(z) 1=7J
0 otherwise.

Then, by Equation (5.1), 2" =3, . z;; = ||A||p Since line 8 in the algorithm considers only pairs
(4,7) where lagllz [, 1], we further define

llaill2
Z = E 2,

i | u ju2 €[]

Let us show that the omitted terms do not contribute much to 2’ = || A% - and thus the error
introduced by omitting them is small. For simplicity assume ¢/3 € N, then

|Z—Z\<Z >zl

Nz
Taillz =

<Z Z Z Z iy ... ig) |o(iyig, ... ig,1)|

lajliz g | $]4+2<I<q—1%]  (isi2.sig)

].

lla; HZ_ Grg’j)(i)I i=j
As c(i,ig,...,1q) < g, and using the conditions on ¢ and j we get
2p/3 3
<Y ¥ > S laillsllaslly
i gl g | 4]42<I<q- 4] (viznia)

* llagllz

er$ D (i): ij=j
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As each row has at most k? “neighboring” rows,
< RGeS asly = £ sl
i i

Therefore, using Fact 2.1, we conclude
== AI%, | < ellAll% . (5.3)

We proceed to show that the standard deviation of our estimator is bounded by ez, meaning
that wh.p Y € (1 &+ ¢)z, and together with (5.3) this yields Y € (1 + 25)||A|]§p. To this end, we
want to use Lemma 5.2 and thus wish to show that

> lzigl < 2qk?19721 2 (5.4)

,J

and that A := 2qk:p*4ﬁ = \/§q3/2k3p/2_4@ satisfies

|2i ;1
z

< N7 Vijen]. (5.5)

meaning that . We remark that (5.5) is indeed sufficient, as 7; < 7;, as otherwise z; ; = 0 and the
inequality trivially holds.
To prove (5.4), we use similar arguments as above, together with (5.3),

Z|Zi,j| <q- Z Z Z llaill5

i o laglla g 1 | 9)42<I<g— 2] (iyizyesig)
13 Tail €181 -3 P erl Gy g
—2
< gk flaillb
i
p—2
< 2qkP™7z.

To prove (5.5), fix 4, j such that lasll - ¢ [8,1], then by similar arguments, together with (5.3)

llaill

and Fact 2.1,
|2i5 <! cliyig, ... ig)|o(iyia, ... ig,1)|
z z A
[3]+2<i<q—| 2] (iyi2,--viq)
er? (i): i,=j
< 1 2p/3 p/3
<< ¥ ST a2 el

L%J+2§l§q7L%J (?7?27’”72"1)
er8D (): iy=j

il
- 6217/32

< a1l
=S Rl

a5

< 2qkP—4
B33 0 Namllh
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using norm properties (basically applying [|v||, < n'/97Y?||v||, to the vector v = ([|a1|z2, - - -, lanl|2)),
il
B3 (3, lamll3)? /n

p—4_ 9
< 2qk 52073 TS

We further note that for z; ; to be non-zero, row j must be at distance at most [¢/2] from row
i, and thus each row can participate in at most k2/%/2] different non-zero zij, e, A < kp/2=2,
Combining all the above, we conclude that setting r = O(e 2)\A) - 2¢kP~2 = O(e3¢*/2k3~6,/n)
will give w.h.p a (1 £ 2¢)-approximation to the Schatten p-norm by Chebyshev’s inequality.

As for each row in I U J the algorithm stores neighborhoods of size O ((k:Q)q/ 3), and storing
each row in the neighborhood takes O(k) words, there is an extra factor of k?/3t1. Thus the total
space is O(e~3¢/2k1P/3-5, /n) words. O

Remark. As mentioned earlier, the BFS approach can be replaced with the adaptive sampling
approach from previous sections. For the first » samples (in I), the algorithm adaptively samples
two paths of hop-distance (roughly) ¢/3, similarly to Section 4.3. For each of the last r samples
(in J), the algorithm chooses p € [¢/3] uniformly at random (and independently of all other steps),
and adaptively samples a path of hop-distance p and a path of hop-distance (roughly) & — p. Tt
then tries to “stitch” these paths to create g-cycles. The bound on A (i.e. (5.5)) increases by a
factor of ¢/3 due to p (this can be viewed as replacing the BFS with multiple random paths), but
as the algorithm does not keep the entire neighborhoods, a kP/3 factor is shaved from the space

complexity. This, together with a tighter analysis, can improve the dependence on k in Theorem
5.1 to k1op/8+0(1),

5.2 General s (using |[; e + 1 Passes)

pel

We generalize the algorithm from the previous subsection, such that given some integer s € [2, p—1],
the algorithm samples in parallel in the first pass r - s rows for r = Op@s(k:‘lpnl*l/ %), where each

p/
“seed” row 7 is sampled with probability = = L. In the following passes it runs a BFS

S llam 5
of depth (roughly) - +1’ keeping all the shorter rows (in ly-norm) in the neighborhood of each
seed. The first r samples are denoted as multiset I, and the other samples are split into s — 1
multisets of size r denoted as Ji,...,Js—1. The algorithm then considers s-tuples (i, ji,...,Js—1)

where i € I and every row j, € J, has l3-norm in the range (3’,1) relative to that of row i, for

(s+1)/p
B =~ i . The estimator is formed by looking at the eligible s-tuples, and for each such

tuple adding the contributions of all the ¢-cycles obtained by “stitching” paths of hop-distance
(roughly) S% passing through these seeds, as follows:

Yoo L > Z > ciyig, ... ig)o(iyig, ... ig,0).
Tile' ;

" Tis1 <l <24 (s=Dgq s-q (3,8240-0yiq)
sshi<h i Sls-1< 4 g ” J‘_’jl)
€lry STH(D):

lll_]lv "7”571:]'3—1

The algorithm’s final output is Y = T—ISY.

Theorem 5.3. There exists an algorithm that, given p € 2Z>2, € > 0, an integer s € [2,p — 1]
and a k-sparse matriz A € R™" streamed in row-order, makes Lmj + 1 passes over the stream
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using Op (5*3132?%1_%) words of space, and outputs Y (A) that (1 £ 2¢)-approzimates HAng with
probability at least 2/3.

Proof Sketch. The proof follows similar steps as the proof for s = 2. First, the error introduced by
taking only certain cycles changes, as now we miss cycles in which at least one of the sampled j,
is smaller than ’. However their total contribution can be bounded by (s — 1)(8)?/(5tDgkp=2 < ¢
relative to HAng' Next, an s-Set Sampling Lemma is proved using the same arguments as the
Two-Set Sampling Lemma. It asserts that the estimator

Y = i E _Fftesm1
S T
r TiTj

. . . T
1€l,j1€J1,.,js—1E€Js—1 Js—1

is unbiased, and that if A\ > 0 satisfies that for every 4, ji,...,js—1 € [n], all 7, 75,...,7j,_, >

A S
Var(Y) <O | A+ =] —A° i
amy<o((8+2) —a)s X lasan

4,515 ,Js—1€[N]

The proof for the inequality analogous to (5.4), which bounds the ratio between the absolute
sum of z; j, ., and z, is the same. To prove the bound X (i.e. analogous to (5.5)), we need to
bound the shortest j, among rows (j1,...,js—1). To do so we first bound all “seeds” except j,

- /s
using row ¢, and then use the same arguments that result in A = (ngkp(ﬂ,)gp%) for a suitable

constant C' dependent on e. Finally, now each i can have (s — 1)k2[9/2] different (ji,...,js_1), i.e.
A < (s —1)k%*2, Picking r = O (5*33A3*1)\) results in the desired approximation.
The space complexity analysis is as in the proof of Theorem 5.1, resulting in

19, (5’3(5 —1)s. G5 p(s/2411/6+1/5)+25-0(1) ,n171/s)

words of space. O

6 Lower Bound for One-Pass Algorithms in the Row-Order Model

We show a space lower bound of Q(n'~%/ L1”J4) bits for one-pass algorithms and even p values in the
row-order model. Our main technical contribution is the analysis of even p values in a reduction
presented in [LW16a], based on the Boolean Hidden Hypermatching [VY11, BS15]. Although this
is not mentioned in [LW16a], it can easily be verified from the proof of [LW16a, Theorem 3] (stated
below as Theorem 6.1) that this reduction applies also to the row-order model.® Our bound is
closely related to the Q(n'~1/%) bits lower bound for p ¢ 27, proved in [BCK*18], and is also
nearly tight with the upper bound from the same paper (see discussion at the end of this section).

We first recall the definitions presented in [LW16a]. Let D,,; (for 0 < I < m) be an m x m
diagonal matrix with the first [ diagonal elements equal to 1 and the remaining diagonal entries
equal to 0, and let 1,, be an m-dimensional vector full of 1s, thus 1m1; is the m x m all-ones

matrix. Define -
1,1 0
Moi) = (7m0 ).
m,

5Tn fact, also Theorem 4 in [LW16a] applies to row-order streams, providing a different proof for the Q(n'~¢) lower
bound for p ¢ 27 proved in [BCK™18].
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where 7 > 0 is a constant (which may depend on m).

Let m > 2 be an even integer, and let py, (1) == ('7)/2™ ! for 0 < I < m. Let £(m) be the
probability distribution defined on even integers {0,2,...,m} with probability density function
pm/(l). Similarly, let O(m) be the distribution on odd integers {1,3,...,m — 1} with density
function p,,(1). We say that a function f on square matrices is diagonally block-additive if f(X) =
f(X1) 4+ ...+ f(Xs) for any block diagonal matrix X with square blocks Xj,..., Xs. As noted in
[LW16a], f(X) = [| X[, is diagonally block-additive.

We observe that the reduction presented in [LW16a] is applicable also to row-order streams,
and thus state below a slightly stronger version of Theorem 3 from that paper.

Theorem 6.1 (Theorem 3 in [LW16a]). Let t be an even integer and let f be a function of square
matrices that is diagonally block-additive. If there exists m = m(t) and v = v(m) > 0, such that
the following “gap condition” holds:

Eiety [f (Min ()] = Einoq) [f (Mina(7))] # 0, (6.1)

then there exists a constant € = &(t) > 0 such that every row-order streaming algorithm that,
given X € RV*N (for sufficiently large N ), approzimates f(X) within factor 1 4+ ¢ with constant
error probability, must use Qi (N'~1/%) bits of space.

We can now present our analysis for even p values.

Lemma 6.2. Let f(X) = HXng, for p € 4Z>1. Then the gap condition (6.1) is satisfied, under
the choice m =t and v =1, if and only if t < p/4.

Proof. As shown in the proof of Theorem 4 in [LW16a], for m = ¢ and v = 1, the non-zero singular
values of a block My ;(1) are as follows. For [ = 0, the only non-zero singular valueis t. For 0 <[ < t,

t24+1)+4/(t2—1 2+4lt t2+1)— t2 1 2+4lt
_ /@y ( and 1

the non-zero singular values are (1)

with multiplicity [ — 1. And for [ = ¢, the non-zero singular values are r1(t) = \/ (t2+ hx (2,52 1) +at?

and 1 with multiplicity ¢ — 1. Further note that that ro(t) = 0. Using this, and recalling the
distribution of the blocks, the left-hand side of the gap condition (6.1) is

4 Z <> ((L=1) 4+ +r51) — Z C) ((l—1)+7“@'f(l)+rg(l))] (6.2)

even [ odd

and we can rewrite this as

ey <> Yi-1+ 3 (§)<—1>l (12 (0) +r5(D)

0<I<t o<i<t

For the first sum, by Corollary 2 in [Rui96], we know that

li '(;)e-n=o

meaning that

O;q (;)(—1)l(l )=
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Let ¢ = p/2. It holds that

7»119([) + Tg(l) _ ((t2 +1)+ /(2 =12+ 4lt> N ((t2 +1)— /(=1 4“)

2 2

and using the binomial theorem,

:;[zq:(t%rl)“(\/(?—)}g T2 1) ((t2—1)2+4lt>1.

=0

We note that the alternating sum double the even values the zero out the odd values, thus the
above can be rewritten as

—1i

S

even ¢

and by applying it again, on the second multiplicative term,

q—1

1 o [ i —i_: q—i_ .
“gm 2 (e (F) ey
even 1 7=0 J
Combining the two insights results in
1 ¢ 1 q . qgi ﬁ . q—1i . g—i
(6.2) = g [P+ 1+ > (=1 241 ) <> (B +1)7) ( : >(t2 — ¥ @)y e
=1 even ¢ L 7=0 J

We further note that for [ = 0, the term in the inner parentheses is non-zero only when qT_i = 7.
In this case we get, using the binomial theorem once more,

1 AR P14 -1\ r1-2+10\T
2qu<Z’>(t +1)( -1 < 5 + — =1+1tP.

even ¢

Therefore, we can rewrite (6.2) as

q—1
t T =i
1 a—t
(6.2) = = Z 2q — Z < ) (t+ 1) < ) )(t—1)2J4JlJ
=0 even ¢ j=0 ']
and using [LW16a] observation,
qg—1
1 q RNERE g [
= S (Z1)' > <.)(t+1)’ ( 2 >(t—1)2f4z—ﬂ{ . }
even 1 E 7=0 J

where {%} are Stirling numbers of the second kind. As for a fixed ¢ all terms are of the same

sign, the sum vanishes only when {%} = 0 Vi, which happens when t > ¢/2 = p/4. O
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We remark that Lemma 6.2 extends to p = 2 (mod 4) when t < (p — 2)/4, by replacing in the
proof ¢ = p/2 with ¢ = (p — 2)/2. The next theorem follows easily by combining Theorem 6.1 and
Lemma 6.2.

Theorem 1.2. For every p € 2Z>2 there is €(p) > 0 such that every algorithm that makes one
pass over an O,(1)-sparse matriz A € R™™" streamed in row-order, and then outputs a (1 £&(p))-
approzimation to HAng with probability at least 2/3, must use Q(n'~4/P1a) bits of space.

Proof. Let us first assume that p = 0 (mod 4). As shown in Lemma 6.2, the gap condition (6.1)
holds for f(X) = HXng and t = p/4, thus by Theorem 6.1 the space complexity is Q(n!~1/?) =
Q(n'=%/P) bits. For p =2 (mod 4) the claim holds for t = (p — 2)/4, yielding an Q(n'~%®=2)) bits
lower bound. O

We note that for p =0 (mod 4) the above matches up to logarithmic factors the upper bound
for the row-order algorithm presented in [BCK™18], i.e. tight for matrices in which every row and
column has O(1) non-zero elements. For p = 2 (mod 4), there is a small gap: the lower bound is
Q(n'~*®=2)) while the upper bound obtained in [BCK*18] is Oy (n!~*@+2),

7 O.(1)-Space Algorithm for Schatten 4-Norm of General Matrices

We present an O(1/e?)-space algorithm for (1 + ¢)-approximation of the Schatten 4-norm in the
row-order model. As this result does not depend on the sparsity and is applicable to any matrix, it
significantly improves the previously known row-order algorithm, presented in [BCK ™ 18] that uses
space O, (k), and is also better than the result of Section 4.1.

The algorithm exploits the fact that AT A = > a;—ai (i.e. summing over the outer product
of every row with itself), to sketch the Frobenius norm Zjl,jg((ATA)jl,jz)2 = [[ATA|% = ||A|]fg4.
To do so, it uses two random 4-wise independent vectors, following an idea presented in [IMOS]
(extending the classic [AMS99] result), as follows.

Lemma 7.1 (Lemma 3.1 in [IMO08]). Consider random h,g € {—1,1}" where each vector is 4-wise
independent (and independent of the other one). Let v € R™ and zj = hj g;, for j € [n]%, and
define T = (3 e zjv;)?. Then

E(Y]= > v}, and Var(Y)<3(E[Y])%
J€n]?

Algorithm 5 Algorithm for Schatten 4-Norm of General Matrices in Row-Order Streams

Input: A € R™*" streamed in row-order, € > 0.

1: in parallel m = O(1/¢?) times do

2: init: Y - 0 and choose two random 4-wise independent vectors h,g € {—1,1}"
3: upon receiving row a;, update: Y += (h, a;){g, a;)

4: let T« Y2

5: return average of the m copies of T

Theorem 7.2. Suppose that A € R™™ is a matriz given in one-pass row-order model. Algorithm
5 uses space O(1/€%) and outputs a (1 + €)-approzimation to HAH§4 with probability at least 2/3.
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Proof. Consider one copy of the independent sketches. Using simple manipulations, we can write:

Y = Z Z hj1 Ai7j1 Zgngi,jg = Z hjlgj2 (ATA)jLJé
J2

( Ji J1,J2

By looking at AT A as vector of dimension n?, it easily follows from 7.1 that E [Y] = |[ATA|% =
||A|]f1g4 and Var(T) < 3||A||%4. Repeating the sketch O(1/¢2) times independently, decreases the
variance and gives the desired result (by Chebyshev’s inequality). O

8 Applications

In this section we present two applications of our Schatten-norm algorithms to some common
functions of the spectrum, by approximating these functions using low-degree polynomials. We
employ the well-known idea that just as functions f : R — R can be approximated in a specific
interval by polynomials arising from a Taylor expansion (or using Chebyshev polynomials), spectral
functions can be approximated by matrix polynomials if the matrix eigenvalues lie in a bounded
range. We just need to implement this method in a space-efficient streaming fashion. In some
applications we require the input matrix to have a bounded spectrum. Unfortunately, there is no
known streaming algorithm to estimate the spectrum of an input matrix.

8.1 Approximating Spectral Sums of Positive Definite Matrices

We demonstrate how our Schatten-norm estimators can be used to approximate commonly used
spectral functions of sparse matrices presented as a data stream. We consider three different spectral
functions, log-determinant, trace of matrix inverse and Estrada index of a Laplacian matrix, that
all belong to the class of spectral sums, as defined below. These results apply to sparse matrices
that are either positive definite (PD), positive semidefinite (PSD), or Laplacian. Throughout, log z
denotes the natural logarithm of x.

Definition 8.1 (Spectral Sums [HMAS17]). Given a function f : R — R and a matrix A € R"*"
with real eigenvalues Ay, ..., \,, a spectral sum is defined as

Sp(A) = Tr(f(A) =D _ f(N).
=1

When f(z) = logz, the sum is known as log-determinant, when f(x) = 1/z it is known as the
trace of the matrix inverse, and when f(z) = exp(x) it is known as Estrada index.

Theorem 8.2. For every spectral function Sy from the table below, there is an algorithm with the
following guarantee. Given as input £,0 > 0, and a k-sparse matrix A € R™ ™ presented as a
row-order stream and whose eigenvalues all lie in the interval Iy given in the table, the algorithm
makes [my/4] + 1 passes over the stream using Wy words of space and outputs an estimate p(A)
such that

Pr[p(A) € (1+2¢)S,(A4)] >2/3.
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Sy Iy my Wy
Spectral Function Spectrum Interval Words of Space
Log-Determinant [60,2) [% -log %1 Om, (e~2k3ms/2=3)
Trace of Matrix Inverse [0,2) {% -log %1 Om; (g—2k3mf/2—3)
Estrada Index of a Laplacian [0,0] 7 [(ef + 1) log% —1] Om, (e72kms/2)

At a high level, the proof follows that of Boutsidis et al. [BDK™17], who present a time-efficient
algorithm for approximating the log-determinant of PD matrices. Besides extending their method
to two other spectral sums, the main difference is that we need to adapt their argument to be
space-efficient in the streaming model. More specifically, the log-determinant of a PD matrix is
approximated in [BDK ™17, Lemma 7] by a truncated version (i.e., only the first summands) of its
Taylor expansion

logdet(A) = =Y Tr((I, — A)P)/p. (8.1)
p=1

They then approximate the required matrix traces by multiplying the respective matrix by a Gaus-
sian vector (from left and right), which can be implemented faster than matrix powering, by
starting with the vector and repeatedly multiply it by a matrix. While this is time-efficient, it
is not space-efficient when the input matrix is sparse, in which case our streaming algorithm has
better space complexity. One other difference to note is that our algorithm approximates each of
the above-mentioned traces separately, and thus we need all the Taylor expansion coefficients to be
non-negative, which indeed applies for these three spectral functions.®

Proof. We follow the proof framework of Lemma 8 in [BDK™17], achieving the desired relative
error of the desired spectral function using a truncated version of its Taylor expansion, consisting
my terms. The first relative error is due to the tail of the series, i.e. the terms that were not
considered in the final estimate. For the log-determinant, the above-mentioned Lemma 8 shows
that it suffices to (1 + ¢)-approximate the first my = [% - log %] terms of its Taylor expansion (8.1)
in order to obtain a (1 £ 2¢)-approximation of log det(A). The same proof holds also for the Taylor
expansion

Tr(A™) =) —Tr((I, — A)P)
p=1

and obtaining a (1 + 2¢)-approximation of Tr(A™!) (for the same value of m¢). To achieve this
error bound for the Estrada index of a Laplacian, the number of values of its Taylor series (see
e.g. [DL11, GDR11))

Tr(exp(A)) = Y Tr(4P)/p! (8.2)
p=0

that need to be approximated is my = [(ef + 1) log% — 1], as shown in Appendix A.4.

We are left to explain how to (1 & ¢)-approximate the first m values of the Taylor expansion
(causing the other relative error). Recall that if a matrix B is PSD then Tr(BP) = 3° A = || B[,
where A1,..., A, > 0 are its eigenvalues. Furthermore, for such matrices our algorithm works for
every integer p > 2, and therefore this relative error is immediate from Theorems 1.1 and 4.1.

To conclude, we can compute the traces of B? in parallel for all integer p = 2,3,...,my using
Algorithm 1, while for p = 1 one can compute || B ”}91 = Tr(B) by directly summing the main

If the underlying graph is unweighted then the largest eigenvalue is bounded by the degree, i.e. 8 < 2k.
80ur method extends to alternating Taylor sums if the coefficients decrease by a constant factor, by bounding the
approximation error difference of every two consecutive summands. One such an example is Tr(exp(—A)).
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diagonal entries. These parallel executions take [m/4| 4+ 1 passes and the total space is at most
O (e72k3™/273) words of space for log-determinant and trace of matrix inverse, and O,, (s ~2k™/?)
words of space for the Estrada index of a Laplacian matrix. ]

8.2 Approximating the Spectrum of PSD matrices

We present an application of our algorithm to (weakly) estimate the spectrum of a matrix, with
eigenvalues bounded in [0, 1] using approximations of a “few” Schatten norms of the matrix. This
is based on the work of Cohen-Steiner et al. [CKSV18] on approximating the spectrum of a graph
which is in turn based on insightful work by Wong and Valiant [KV16] on approximately recovering
a distribution from its moments using the Moment Inverse method.

Fix a PSD matrix A € R™" with eigenvalues 1 > Ay > ... > A\, and define the [-th moment
of the spectrum to be %HAHZSZ = %Zie[n] AL Cohen-Steiner et al. show that estimating O(1/¢)
moments of A up to multiplicative error O(e) is sufficient to estimate the spectrum of A within
earth-mover distance O(e). It is well-known that the the L; distance between two sorted vectors
of length n is exactly n times the earth-mover distance between the corresponding point-mass
distributions (uniform probability on each of the n indices). Hence, the recovery scheme of Cohen-
Steiner et al. allows us to recover the spectrum within L; distance O(en) by estimating only O (%)
moments of the matrix A. Specifically, we get the following result,

Theorem 8.3 (Theorem 7 in [CKSV18]). Given a constant € > 0, there exists a parameter s = g

(where C' > 0 is an absolute constant) and an algorithm R such that, for a PSD matrizv A €
R™ ™ with eigenvalues X\ = (A1,...,An) € [0,1]" and a vector y € R® with the property that
yi = ||A||} & exp(—C'e) for alli € [s] and absolute constant C' > 0, R reads y and outputs a vector
A such that | A — A1 < en.

For an error parameter € > 0 and parameter s = % (where C' > 0 is an absolute constant) as
defined in the above theorem, given a k-sparse PSD matrix A € R™*"™ that is streamed in row-order
and whose eigenvalues are in the range [0, 1], one can use Algorithm 1 to compute the vector y € R?
with the desired guarantee using space O(k3*/273 exp(—C’e)) for some absolute constant C’ > 0
and using |s/4| + 1 passes over the stream.

9 Experiments

In this section we present numerical experiments illustrating the performance of the row-order
Schatten p-norm estimator described in Section 4.1. We simulate the row-order stream by reading
the input matrix row by row. The results not only follow theoretical space bounds, showing that the
algorithm is indeed independent of the matrix size, but are actually several orders of magnitude
better. In addition, the experiments show that the algorithm is robust to noise, and these two
results suggest that real-life behavior of the algorithm is significantly better than our theoretical
bounds.

The inputs used are {0, 1 matrices, representing collaboration network graphs (nodes rep-
resent scientists and edges represent co-authoring a paper) from the e-print arXiv for scientific
collaborations in five different areas in Physics. The data was obtained from the Stanford Large
Network Dataset Collection [LK14] which was in-turn obtained from [LKF07]. In order to study
the effect of sparsity, we “sparsify” each (of five) matrix by sampling 10 nonzero entries in each
row uniformly at random (note that max column-sparsity can be larger than 10).

In the first experiment, we use the arXiv General Relativity and Quantum Cosmology collabo-
ration network which has n = 5242 rows and columns; after “sparsifying” the matrix as mentioned,

}n><n
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the max column-sparsity is 37 and the average sparsity is 6.1. We fix the value of p to be 6, and
using our algorithm from Section 4.1, we vary number of estimators (walks) ¢ and compute the
relative error of the average of the ¢t walks. We repeat this process 10 times for every value of ¢ and
plot the mean and standard deviation in Figure 1. In addition, we show in this figure the results
of running the same experiment on a “noisy” version of the matrix, by adding to it an error matrix
where 1/5 of the entries are drawn independently from A(0,0.12)".

GR-QC Matrix Noisy GR-QC Matrix

0.65 0.65
0.60{ T 0.60
= 0.55 2 0.55
£ 0.50 £ 0.50
045 S 0.45
£0.407 § 5040
F0.35 T F035
°0.30 °0.30
20.25 =025
o 0.20 ’ & 0.20
£0.15) ° é 0.15
2010 £0.10 }
0.05 1 0.05 } }
0.00 ‘ ‘ ‘ ‘ ‘ 0.00
20 40 60 30 100 20 40 60 80 100
Number of walks Number of walks

Figure 1: Relative error of Algorithm 1 for Schatten 6-norm of arXiv General Relativity and
Quantum Cosmology Collaboration Network: Vary number of walks and plot relative error of the
mean of the walks.

Recall that the number of independent walks (estimators) is ultimately the space required by
Algorithm 1 (upto the space needed to store a row), as they are run the in parallel. Therefore,
the left graph shows that the space actually needed to approximate the Schatten 6-norm of the
selected input matrix is significantly smaller than the theoretical bound of Theorem 4.1, which is
Opz-:*Qk:(p/ 2) ~ 135000. The other graph shows that the algorithm is robust to small random noise,
i.e. it works also for nearly-sparse, where every row and column are dominated by a small amount
of entries.

In the second experiment, we use all five collaboration networks — General Relativity and
Quantum Cosmology (n = 5242), High Energy Physics - Phenomenology (n = 9877), High Energy
Physics - Theory (n = 12008), Astro Physics (n = 18772) and Condensed Matter (n = 23133). For
each matrix we compute walks (estimator from Section 4.1) until the mean of the walks is within
10% of the true Schatten 6-norm of the matrix. We repeat this process 10 times for each matrix
and plot the median, the first and third quartile of the number of walks for the 10 trials in Figure
2.Since in the second and third experiments, most of the outputs of the 10 trials are concentrated
around the median except for very few trials (one or two) which are very large outliers. Hence, we
chose to output the first and third quartiles indicating the output of the majority of the trials.

9This value assures the ls-norm of the error in a row is “comparable” to the l2-norm of the data: (0.1)2 x5242x0.2 ~
10 = max row-sparsity.
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Figure 2: Number of walks to (1 £ 0.1)-approximate Schatten 6-norm of 5 different matrices from
arXiv Physics Collaboration Network.

The above figure shows that indeed calculating the space needed to approximate the Schatten
norms using our algorithm is independent of the matrix dimension. Again, as in Figure 1, it is easy
to see that the number of estimators needed to approximate the Schatten 6-norm of the chosen
matrices is several orders of scale better than the theoretical bound.

In our third experiment we compute the number of walks needed for the mean of the walks to
be within 10% of the true Schatten p-Norm of the GR-QC matrix for different values of p. We vary
the value of p and, for each value of p, compute the number of walks needed for 10 trials and plot
the median, first and third quartile of the 10 trials in Figure 3.

DO
o
(]

—
t
o

100

501 l

10 15 20
Schatten p-Norm computed

Num. of walks needed for 10% error

o

Figure 3: Number of walks to (1 + 0.1)-approximate Schatten p-norm for arXiv General Relativity
and Quantum Cosmology Collaboration Network (GR-QC) for different values of p € 2Z7.

The last figure follows the previous figures, and shows that again the numerical results are
much better than the theoretical bounds, in this case in the dependence on p. Although there is
an expected increase in space as p grows, it is not rapid, and in particular is not exponential. This
means, for example, that the space needed to approximate other spectral functions, as explained
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in Section 8, would be small, suggesting that our algorithm would be practical for such tasks.
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A Appendix

A.1 Proof of Fact 2.1

Let M = AAT be a PSD matrix, with eigenvalues \; > ... > A\, > 0. Let m, X € R™ be the vectors
corresponding to the diagonal entries of M and the eigenvalues of M respectively, both in non-
increasing order. Then, by Schur-Horn theorem (Theorem 4.3.26 in [HJ85]), X weakly majorizes
m,ie. >y N >0 my for all r € [n].

Since f(y) = Y., y! is a Schur-convex function for y € R" and ¢ > 1, we have that Y i ; Al >
> iy mi. The statement follows from the fact that Y1 | At = [[AAT|/% = [|A|% and m; = a3
for all i € [n].

A.2 Proof of Theorem 2.2

It is easy to see that the estimator is unbiased; E [Z] = Zie[n] Zi . 7; = z. Bounding the variance

can be done as follows,

. i Zi
Var(Z) <E [(zﬂ Yy < > <T>
i€[n] i€[n]
Since for each i € [n] we have 7; > ‘A il we can bound Var(Z) <D iem(A 2)%1; = (\2)?

A.3 Proof of Lemma 5.2

The expectation is straight forward. First assume r = 1:

2.5 Zlm
EY]=E|™| = . m =
[Y] [ } Z T, z

For the variance,

. . 2
< Zluv]'u )
Tiw T

As i, and 7, are independent for u # v’, and similarly for j, and j,, for v # v/, we get

Y2 _ i E E E Z'iuvj’u . ziu’ Jo! 4 E
4 . . .
r o ot TiwTjo  TiyTjy
v/ £v

wzw TinTiv

1 21 2] Zl, ’ Zl/7
= — | r3(r—1)>2z +7*QZ Tlm- 2 (r—1) Z —m-zl’m+r2(r—1)Z—m-zlvm

4
" Iym Tm I,m,m/’ i LI'm Tm
1 2, 2 2y
s%wz' ol + 1 30 B e L5 Bl
T TITm T
Im I,m,m/ ll’
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As the first term is just (E [Y])?, it holds that

1 |21m| 1 |21, 1 |2 m|
Va<g 2, S lEeltr 3 SEclaeltr 2, Sl
LmeN(l) L,m,m’eN(l) m,leN(m),l'€N(m)
Recalling that z;,,, = 0 for all (I,m) ¢ E, we can rewrite the above as
1 ’Zl,m| 1 ’Zl,m" 1 |Zl’,m|
= 7'-72 Z Py . ’Zl,m’ + ; Z Tl . |Z[’m’ + ; Z 77-7” . ‘Zl,m|
1,meN (1) LmeN(l),m' eN(l) mlEN (m),l’€N(m)

and using the bound on the probability,
A2z Az Az
S 7 Z |21,m| + . Z |21,m | + " Z | 21,m|
Il,meN(l) Il,meN(l),m’eN(l) m,lEN(m),l'eN(m)
Finally, using the bounds on maximum degrees, we get

A2 2)A
< (,r2 + T) 2 Yzl

i,j€[n]

A.4 Bounding the tail of the Estrada index Taylor expansion (Theorem 8.2)

Tr(AP)
p!

We bound the tail of the Estrada index Taylor expansion (8.2), i.e. ‘E;im 41
for m = [(ef + 1)log(1/e) — 1].

< &[Tr(exp(4))]

o~ Tr(AP) o Tr(Am Tt Ap—(mD)
2 <l 2

p! (m+D(p—(m+1)|

p=m+1 p=m+1

Using Tr(AB) < ||Al|s,, - Tr(B) which follows from Von Neuman’s trace inequality (see [BDK17]),
IA™ s i Tr(AP~ (D)
| — 1’
(m+1)! i (p—(m+1))!
and by the bound on the largest eigenvalue and Stirling’s formula,

(e@)m+1 2. Tr(AP)
(m+1)m+3/2/2m | == pl

<(G25)" et

<

Setting m = [(ef + 1)log(1/¢) — 1] and using (1 — 2~ 1)* < e~ ! (for x > 0) guarantees that

el m+1 el m+1 el (ef+1)log(1/e)
—_— < <[1- =c.
(m—i—l) - ((e&—i—l)log(l/a)) - < e(9+1>
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