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Context and motivation

There is a large number of publicly available learning resources. To combine these resources
and create potential coherent sequences to achieve a specific learning goal is a challenging
task for educators. Identifying resources to complete or complement an existing course also
requires a considerable effort. At the same time, teachers and professors are confronted with
the task of creating online courses within a very short time, in particular during the Covid
sanitary crisis. Making sense of large collections and especially identifying connections between
learning resources is challenging and time-consuming.

Objectives and scientific challenges

The objective of the CLARA project, financed by Cominlabs, is to support and assist educators
in associating learning resources to learning paths, in particular relative to the designed
curricula. We would like to design such methods with the help of various methods from artificial
intelligence. Specifically, we will associate various pieces of information to the resources, such
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as metadata and knowledge graphs. Then we would like to exploit graph matching and graph
representation learning [Ham2020] techniques that relate these individual graphs and identify
more specific connections between the ressources.
However, the graph representation learning methods are not directly adapted to address the
specific problem of linking open educational resources, for the following reasons :

● There could be several knowledge graphs that are associated with a specific resource.
We could also have different versions of the same knowledge graph.

● Besides the knowledge graphs, we can have other metadata that could be exploited.
● Most importantly, if we would like to complete an existing path of resources with an

additional one, the choice might depend on the entire path and not only one single
resource of this path. In other words, in order to predict which resources are related and
could be used in a curriculum, we should exploit higher-order features [Bick2021] of the
networks and tensors that we will construct. The learned graph representation should
also represent the paths of resources.

We propose to work on this specific problem in the thesis. We plan to develop representation
learning techniques for higher-order networks that can support path finding methods. There are
some recent works in this direction, including [Rossi18], [Saebi21] and [Benson2018]. However,
these works do not focus on knowledge graphs. Moreover, prerequisite relations between
concepts, if they are known, should also be given special attention.
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