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Abstract

We present measurements of the communication behavior of a prototype distributed operating system, Solaris MC.

We employ three server workloads to drive our study: a build of the Solaris source tree, a synthetic web server, and a

parallel database. Our measurements reveal a number of facts, which have implications on design of Solaris MC, the

prototype implementation of Solaris MC, and the design of a message layer. We find that message traffic is centered

around nodes that house disks, a potential bottleneck. A file system that striped data across the cluster would avoid such

a problem. Most messages are medium sized, in the range of 68 to 256 bytes, indicating that message-layer support

for such messages is crucial. Further, messages are structured as a chain of two to three buffers, perhaps suggesting

the need for a gather interface to avoid additional buffer allocation and memory copies. Finally, request-response time

is quite high, due to overhead of the current message layer; this fact is perhaps most indicative of the prototype status

of the system. In any case, a low-overhead message layer would substantially improve overall performance.
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Chapter 1

Introduction

"The known is finite, the unknown infinite; intellectually

we stand on an islet in the midst of an illimitable ocean

of inexplicability. Our business in every generation is

to reclaim a little more land."

-Thomas H. Huxley

Distributed systems have long been an active area of research [8, 12, 22, 24, 25]. A distributed system

is comprised of many components, including process management, networking, and file systems. Although

the requirements of these various services are eclectic, they have a common need: to communicate.

Along these lines, early work often indicated that achieving high network performance was paramount

to attaining good overall distributed system performance [11, 31]. Not surprisingly, many researchers have

focused their efforts on design and implementation of fast communication protocols [4, 7, 9, 14].

The recent arrival of high-speed, switch-based local-area networks has improved communication per-

formance by an order of magnitude [2, 6]. The bandwidth of many of these networks is in the 100 MB/s

range, and, by making use of lightweight communication protocols, one-way end-to-end times are in the

range of 10 to 100 microseconds [18, 32]. This provides a quantum leap over the shared-medium 10 Mb/s

Ethernet upon which many previous systems were designed.

With this radical change underway, it is important to understand and characterize how modern distributed

systems make use of new communication technologies. What are the necessary performance characteristics

of the underlying network? What functionality must a message layer provide? What do these measurements
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Fact Implication

1. Most message traffic is centered around disks Striping file system would be valuable

2. Medium-sized messages account for most traffic Message-layer must support medium-sized messages

3. Request-response time is high Need low-overhead message layer

4. Most messages are a chain of two/more buffers Message-layer support for gathering interface?

Table 1.1: In the first column, we present our main findings from measurements of communication behavior
of Solaris MC. The second column shows potential implications on the design and implementation of the
system and its message layer.

tell us about the structure of the distributed system itself?

To begin to answer these questions, we have instrumented the communication layer of a distributed

operating system. The system under scrutiny is Solaris MC, a prototype cluster operating system [15]. MC

is novel in a number of ways: it extends a real, commercial kernel (Solaris) into a distributed system; further,

it does so by building on top of a distributed object system based on CORBA [30]. MC extends the file

system, process management, networking, and I/O subsystems of Unix to provide users with a single-system

image.

Although MC provides an interesting measurement testbed, it is currently in the early stages of de-

velopment. Many aspects of the system have not yet been optimized. This directly affects some of our

measurements, especially those that are timing-sensitive. For example, the load placed on the message

subsytem is not very high. Other measurements, including the sizes and destinations of messages, are not

affected. Bearing this in mind, we attempt to separate out results that come from poor implementation or

design decisions from those that are fundamental.

To drive the traces of communication behavior, we employ three server workloads: a build of the Solaris

source tree, a web server responding to a synthetic stream of HTTP requests, and a database performing

a series of debit/credits. Our analysis consists of four progressive steps. First, we trace resource usage

statistics to characterize the workloads. Then we trace aggregate communication between the nodes of the

cluster. From this data, we derive message distributions and rates. Next, since nearly all communication in

Solaris MC is based on requests and subsequent responses, we instrument a higher level of the system to

unveil communication dependencies. We conclude by examining the structure of each individual message
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to understand the type of interface a message layer should provide.

Our measurements reveal a number of facts, highlighted in Table 1.1. We now discuss our results and

their implications on the design of Solaris MC, its prototype implementation, and the design of a message

layer.

We find that message traffic in the cluster is centered around the disks. The use of a striped file system

could avoid potential disk bottlenecks. Other global services, such as the network port name-space manager,

may need to be distributed as well or suffer from similar bottlenecks.

We also find that most messages, roughly 80% across all workloads, are in the range of 68 to 256 bytes.

Support for these message sizes is critical in the design of a message layer. Not surprisingly, most of the

data is usually sent in larger messages, frequently 4 KB or more. Avoiding memory copies and other actions

that are a function of message size would be beneficial.

By instrumenting the object subsystem, we find that the prototype implementation of Solaris MC suffers

from unusually high request-response times, about 1.65 ��� for a simple request-response. About 60% of

this can be attributed to the high-overhead of the STREAMS-based transport. The implication in this case

is obvious: the system is in desperate need of a low-overhead transport layer. The current cost of the object

infrastructure is also quite high, accounting for roughly 30% of the 1.65 ��� . Thus, in an ideal case where

the transport layer is fast, the overhead of the object system becomes quite significant.

Finally, we find that most messages are formed of a chain of two to three buffers. A gathering interface

could be of some benefit, saving the cost of a memory-to-memory copy and buffer allocation for most

messages. These chains are a by-product of the design of the object subsystem, which attaches a header as

a separate buffer to each message. Some implementation effort could potentially remedy the situation.

What follows is an outline of the rest of the paper. The next section gives a brief overview of the Solaris

MC operating system and describes the hardware configuration and methodology used in the study. In

Section 3, we describe the workloads used to drive most of the study. In Section 4, we begin with the first of

the measurements, which are aggregate summaries of communication patterns. In Section 5, we understand

this at a higher level, viewing all communication as request-response pairs. Finally, in Section 6, we detail

the structure of a message and the implications on the layers below. We conclude and give future directions

in Section 7.
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Chapter 2

Background and Experimental Setup

In this section, we describe the Solaris MC system. First, we give a high-level overview of the concepts and

philosophy behind the system. Then, we outline the particulars of the experimental environment.

2.1 Solaris MC

Solaris MC [15] is a prototype multi-computer operating system, where a multi-computer is a cluster of

homogeneous computers connected via a high-speed interconnect. Solaris MC provides a single-system

image, constructing the illusion of a single machine to users, applications, and the external network. The

existing Solaris API/ABI is preserved, such that existing Solaris 2.x applications and device drivers run

without modification. Finally, MC provides support for high availability [19].

Solaris MC is comprised of four major subsystems: the file system, process management, networking,

and I/O. Extensions were made to each of these components of a normal Solaris kernel in order to attain

the aforementioned goals. We now briefly explain each component of MC, as well as the underlying object

substrate.

The Solaris MC file system, PXFS (the proxy file system), extends the local Unix file system to a

distributed environment [26]. In PXFS, all file access is location transparent. A process anywhere in the

system can open a file located upon any disk in the system. PXFS accomplishes this by interposing at the

vnode layer [34], where PXFS can intercept file operations and forward them to the correct physical node.

Further, all nodes see a single path hierarchy for all accessible files. To ensure UNIX file system semantics,

coherency protocols are employed. For performance, PXFS makes use of extensive caching based on
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techniques found in Spring[16], and will eventually provide zero-copy bulk I/O of large data objects.

The second major subsystem is process management. In Solaris MC, process management is globalized

such that the location of a process is transparent to the user. While threads of a process are restricted to

the same physical node, the process may be anywhere in the system. Currently, the system makes use of

remote execution facilities to run jobs on other nodes in the system. Process management is implemented as

a virtual layer (vproc) on top of existing Solaris process management code. By tracking the state of parent

and children processes, process groups, and sessions, MC supports POSIX process semantics. To access

information about processes, Solaris MC extends the /proc file system (e.g. for use by ps, debuggers, and

so on) to a global /proc which covers all processes within the system. Solaris MC will also soon provide

migration facilities and remote fork capability.

Global networking is the third subsystem of Solaris MC. For network applications, MC creates a single

system image with respect to all network devices in the system. Thus, a process on any node in the system

has the same network connectivity as any other process, regardless of location. Three key components are

involved in achieving this end: global management of the network name space, distributed multiplexing,

and distributed de-multiplexing.

A distributed program, known as the SAP-server, manages the global network name space. The SAP-

server prevents simultaneous allocation of TCP/IP ports to different processes spread across the nodes of

the cluster. Outgoing packets are processed on the same node as the application, and then forwarded if

necessary to the appropriate network interface. Similarly, a packet filter intercepts incoming packets and

directs them to the correct node.

The final subsystem of Solaris MC, the global I/O subsystem, extends Solaris to allow for cross-node

device access. To accomodate this cross-node functionality, changes were made to the following: device

configuration, loading and unloading of kernel modules, device naming, and providing process context for

drivers.

All of these subsystems are built on top of a C++ runtime environment for distributed objects, known

as the Object Request Broker (ORB). The ORB can be viewed as the object communication backplane that

performs all the necessary work to support remote object invocations. In Solaris MC, the ORB also provides

other features such as reference counting on objects as well as support for one-way communication. For a

full description of the ORB, see [5].
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2.2 Experimental Method

This section describes our experimental method. First, we describe the hardware and software platform

used for the experiments. Then we explain how we instrumented Solaris MC, and the performance effects

that arose from the instrumentation. Finally, we give details on the workloads used to drive the simulations.

2.2.1 Hardware

The cluster of MC machines consists of SPARC-5s, SPARC-10s, and SPARC-20s, each running a copy

of a modified version of Solaris 2.5, which includes the changes necessary to support Solaris MC. Most

experiments are performed on an 8-CPU, 4-node cluster of SPARC-10s, each with 64 MB of memory. Each

machine has an Ethernet connection to the outside world, a connection to the fast intra-cluster network, the

Myrinet local-area network [6], and possibly an extra disk which acts as part of the global file system. In

Section 5, the cluster configuration is slightly different; it is explained further therein.

2.2.2 Tracing

To trace the communication behavior of Solaris MC, we make extensive use of the TNF tracing facility in

Solaris 2.5 [29]. This utility allows events in the kernel to be time-stamped and logged to a kernel buffer,

which can then easily be extracted and analyzed. Each call to log an event takes roughly 7 microseconds;

therefore, insertion of many such calls along a critical path can seriously alter results. Thus, when performing

timing measurements, we judiciously inserted logging statements, only measuring events that were long

enough such that the timing overhead was insignificant. Even in these cases, we took care to subtract out

the timing overhead.

2.2.3 Workloads

Throughout most of the paper, we utilize three workloads to drive the system. As illustrated in Figure 2.1,

these workloads use slightly different hardware configurations. The first workload, make, performs a large,

parallel make of the Solaris MC source tree. A shell on
���

1 starts the make, which uses the rexec system

call to distribute jobs to the various nodes of the system. The disk holding the source tree is attached to
���

3. This workload stresses remote execution facilities as well as PXFS.
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The second workload, web, is based on the Spec WWW benchmark [28]. In this benchmark, an external

stream of HTTP requests is generated and sent to the MC cluster, each node of which is running a copy

of the NCSA httpd server [23]. All requests are sent to
���

2 which is connected to an Ethernet network

interface. After a request is received, the networking subsystem redirects the traffic for this connection to

one of the nodes in the system, similar to the Mach packet filter [21]. All responses are forwarded from the

responding cluster node to
���

2 and then back to the original source. The disk containing the HTTP files

is connected to
� �

2. This workload heavily utilizes the MC networking sub-system, and potentially the

caching features of the file system.

Lastly, the database workload performs a series of transactions on the Oracle Parallel Database
���

.

Simple debit/credit transactions are performed in parallel on all nodes, while the disk containing the database

on it is attached to
���

4. This workload stresses aspects of the global file system.

11



MC 3 4MC

1MC

P

P

P

P

MC

P

Make

P

P

P
2

rexec()
rexec()

rexec()

MC 3 4MC

1MC N I

P

P

P

P

P

MC

Web

P

P

P

2

TCP traffic
TCP traffic

TCP traffic

External HTTP Requests

MC 3 4MC

1MC
P

P

P

P

MC

P

Database

P

P

P

2

Transactions Transactions

Transactions

Figure 2.1: Workload Setup. The upper-left diagram shows the experimental setup for the make workload.
Note that each workstation has two processors, as indicated by the circled P symbol. A parallel make is
started on

���
1, which remotely executes jobs on all four workstations. The disk containing the Solaris

source tree is attached to
� �

3. The upper-right diagram depicts the web workload setup, with external
HTTP requests streaming into

� �
2. Traffic is distributed among the machines in a round-robin fashion,

and responses proceed through
� �

2 back to the source. The disk containing the requested file is also
attached to

� �
2. The lower diagram shows the database workload setup, with the disk attached to

� �
4.

For this experiment, all machines perform transactions for a fixed time period.
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Chapter 3

Workload Characterization

In the process of gathering workloads for a study of a distributed system, it is important to concentrate on

finding programs that will stress system services. In this section, we characterize the three workloads that

drive the study and show that they do indeed make use of operating system services. First, we present the

overall performance of each of the workloads. Then, to give some insight on the nature of the workloads,

we give breakdowns of CPU usage and two other measures of the system, system calls and context switches

per second.

3.1 Overall Performance

This section shows how the workloads perform without any tracing activated. Table 3.1 gives either the run

time and the rate of operation for each of the workloads. The run-time for the last two workloads is chosen

by the experimenter, whereas the run-time for the make workloads is determined by a fixed amount of work.

The rate of make reveals the number of compilations per second. In the case of the web workload, external

clients perform HTTP get operations to fetch a specified file, and the rate measures the number of HTTP

operations per second. For the database workload, clients within the system perform simple debit/credit

operations. Due to legal issues, the rate of the last workload is not revealed. Since this is a prototype system,

one can see that the performance of the system is not particularly spectacular (nor has it yet been tuned for

performance); in Section 5, we will see the main reason for this. Each of the last two workloads run for a

fixed four minute period.
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Workload Time Rate

make 9 mins, 53 secs 0.35 compiles/sec
web 4 mins, 01 secs 8 HTTP ops/sec

database 4 mins, 03 secs N.A.

Table 3.1: Benchmark Performance. The total performance in time and as a rate of each benchmark.

3.2 CPU Utilization

Figure 3.1 shows the CPU utilization of each workload over the lifetime of an experiment. To collect this

data, a user-level daemon awakens every second and collects statistics. CPU usage consists of four distinct

parts: “user”, the percent of time spent in the running program, “system”, the percent of time spent in the

operating system, “wait”, the percent of time spent waiting for a disk I/O to return, and “idle”, the remaining

difference. Note that the graphs are cumulative; thus, the “system” line is actually the sum of “system” and

“user” time, and so forth.
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Figure 3.1: Cumulative CPU Utilization. The cumulative CPU utilization, split into user, system, and
wait time is displayed over time for each workload (the rest is idle) . The maximum CPU percentage at a
given moment is 800%, since each of 8 CPUs can have at a peak 100% utilization. Note that the graphs are
cumulative; system time is the sum of system and user time, and wait time is the sum of all three. The white
space from 800% down to the top-most line, wait time, is idle time.

For the make workload, we see the utilization changes over time. At first, the makefile runs through a

sequential portion, and thus the utilization for the first 60 seconds is low, at roughly 1.2 processors worth of

CPU. Then the parallel portion begins, and we see a relatively constant utilization of about 4 to 5 processors,

with some spikes up to the peak 6. Finally, the make ends with a long link phase at roughly 600 seconds.

On average, this workload spends 17% of the time in user mode and 12% of the time in system mode, for a

total CPU usage of 30%.
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Figure 3.2: Individual CPU Utilization. The CPU utilization (the sum of user and system time) over time
is displayed per CPU for the cluster. The Y axis shows

� �
1 through

� �
4, as well as each CPU (1 or 2)

on those machines. For example, 2,1 implies
� �

2, CPU 1.

The web workload displays significantly different behavior. The workload starts at around the 30-second

mark and ends 4 minutes later. As you can see, more than three quarters of the CPU is utilized at all times

throughout the run. One particular item of interest is the two dips in the graph, at about 50 and 250 seconds.

At those times, the transport layer lost a message. Thus, what you see is a hiccup when a message times out

and is retransmitted. After this mishap, the system continues normally. The web workload is most sensitive

to this type of failure. If
� �

2 stops forwarding HTTP requests to other nodes in the system, the other nodes

will have no work to do in that time and will remain idle. The main point of interest is the large percentage

of time spent in the system, roughly 21% of total time, or 31% of non-idle time.

Finally, the figure reveals that the database workload makes very little use of the CPU. Of the small

fraction that is utilized, most is spent in system time (14% of total time, and 80% of non-idle time). User

time accounts for only 3% of total time, and the workload spends 12% of the time waiting for disk requests.

To show how the load is balanced across the cluster, Figure 3.2 presents CPU utilization per processor.

For this set of graphs, we view the sum of user and system time.

For the make workload, we can see that the load is fairly well balanced throughout, although nodes 2

and 4 finish somewhat sooner than the other two. Note that
� �

3 is the busiest node, since it houses the

disk where the source tree is located. The diagram of the web workload shows how all processors are well

utilized throughout the benchmark. Again, note the two dips in the CPU graphs when a packet was lost.

Lastly, when considering the database workload, again note the relatively low and constant CPU usage

across all machines. In this case,
� �

4 is the busiest node, again due to the presence of the disk.
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Figure 3.3: System Calls per Second. An aggregate of system calls/second across all workstations.
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Figure 3.4: Context Switches per Second. An aggregate of context switches/second across all workstations.

3.3 System Calls and Context Switches

The CPU utilizations have indicated that the workloads are making use of the operating system. To show that

the operating system is under some duress, we now show the number of system calls and context switches

per second.

In Figure 3.3, we see the aggregate number of system calls per second performed by each of the

workloads. From this, we can see that all of the workloads make fairly heavy use of operating system services.

Of the three workloads, make performs the fewest, with an average of 2297 per second. Presumably most of

the calls are file system related. The web workload is the most intense, performing an aggregate average of of

4633 syscalls per second. This workload makes use of the file system as well as the networking subsystem,

and thus is frequently crossing the user-space/kernel boundary. Finally, database shows constant system

call rates at around 3096 per second across the cluster, presumably stressing the file system.

On a SPARC-10 running Solaris 2.5, trapping into and returning from the kernel takes roughly 6 � � . If

a workload performs system calls at a rate of 5000 per second, about 30 ��� out of every second is spent

crossing the user-kernel boundary. This about 3% of of the time is spent in kernel call overhead, a small but
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noticeable fraction.

We next examine the total number of context switches per second across all workstations in the cluster.

This counts the number of times the low-level context switch routine is called inside the kernel. Since a

process that goes to sleep during a system call may force a context switch, this figure and the last may be

somewhat correlated.

Figure 3.4 contains the data. From this figure we see more evidence that the operating system is under

some strain during the execution of the workloads, as well as the same general trends we saw in the previous

figure. The make, web, and database workloads average 1334, 2850, and 2851 context switches per second.

One interesting point about the context switch rate is its intensity; if a context switch takes about 30 � � [20],

3000 switches per second implies 3000 � 30 � ��� 90 � 000 � ��� 90 ��� of time spent switching per second.

90 milliseconds of switch time every second is almost 10% of all time.

3.4 Summary

In this section, we have used a number of measures of system usage – CPU utilization, system call rates,

and context switch rates – to indicate that the workloads are operating-system intensive. We have seen that

40%, 30%, and 80% of all non-idle time is spent in the operating system, for the make, web, and database

workloads, respectively. All the workloads perform a heavy number of system calls, spending 1% to 2%

of the time trapping into the kernel, and the system switches contexts frequently during all workloads; in

section 5, we will gain some insight as to the frequency of these switches. A better characterization of the

workloads is in order, but with the purposes of this study in mind, we leave that to future work.
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Chapter 4

Message Traffic

In the last section, we introduced the three workloads that drive our study. In this section, we trace the

messages sent between the nodes of the cluster during each of the workloads. First, we trace the destinations

of messages in the cluster, as well as how many bytes were sent from node to node. We next give cumulative

breakdowns of message sizes. Finally, the rate at which each node sends messages is presented. All

measurements are of kernel-kernel traffic, that is, messages sent through the intra-cluster interconnect.

Although there is some kernel-user traffic – for example, the name server is implemented in user space –

the amount of such traffic is negligible. Also, note that all nodes are “workers”, performing some fraction

of the work necessary to complete the workload at hand; in addition to this, some nodes serve a special

purpose during the workload, which we will indicate where necessary.

4.1 Message Destinations

Figure 4.1 shows a pictorial representation of message destinations. The width of each arrow is proportional

to the total number of messages sent from one workstation to another. Note that all of the data can be found

in Table 4.1.

We can discern a number of facts from the diagrams. First and foremost, we see that the number

of messages sent from node
�

to node � is equal to the number of messages sent from � to
�

. This

“Conservation of Communication” holds due to the request-response nature of all traffic. Thus, every request

to a node is met with a response from that node. We should note that one-way communication is now possible

in MC; however, at the time of the measurements, this was not the case. Second, communication traffic is
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Figure 4.1: Message Destinations. The width of each bar is proportional to the number of messages sent
from one node to another node. In the make diagram, the maximal arrow is between nodes 1 and 3, with
15,650 messages exchanged each way. For web, nodes 2 and 1 exchange 11,739 messages, and finally for
database, nodes 2 and 4 each send 9,159 messages to each other. All figures are scaled to the same base
number, and thus are readily comparable.
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often centered where disks are attached; this will be discussed further below.

For the make workload, we see a skewed traffic pattern across the nodes. Though all nodes do

communicate with all other nodes, most messages were sent to/from
� �

3, since the disk containing the

source tree is attached to that node.

Message traffic is also non-uniform in the web workload. As the figure indicates, two nodes are of

special interest,
� �

1 and
���

2. The presence of the “external” network interface on node 2 reveals why

traffic is heavy there, as it serves as the cluster’s gateway to and from the Internet. 1 Each HTTP request

is routed through
���

2, with a round-robin selection among all nodes determining which node handles the

request. After fetching the requested file, a node routes the message back to
� �

2 and then back to the

requester.

The other hot-spot in the web workload is
� �

1, where the Service Access Point Server (SAP-server)

manages the global port name space. Thus, when a connection is opened or closed, communication with the

SAP-server on node 1 must occur. While in this MC configuration the SAP-server runs on a single node, in

practice it could be a distributed program, perhaps with each node managing a portion of the name space.

Co-locating the SAP-server and nodes with external connections would lessen message traffic, by reducing

it to local inter-process communication.

Finally, for the database workload, we see that all traffic is centered around the disk where the database

resides. A more realistic environment would spread disks across all the nodes, and could lead to more

evenly balanced traffic patterns. However, this balance would only be achieved if the access patterns were

naturally balanced, since Solaris MC takes no explicit action to balance file system load across the cluster.

Although the previous figures show how message communication is spread across the cluster, it does not

show how many bytes are sent to and from each node. Figure 4.2 weights the previous graph by total bytes

sent. Thus, the width of each arrow is proportional to the total number of bytes sent to that workstation.

This total includes user payload as well as ORB headers, which are fundamental to the operation of the

system, but not transport headers, which are implementation specific.

For the make workload, most traffic comes out of
� �

3. The reason for this is that node 3 plays the

role of file server for this experiment, and all nodes request file blocks from it. Further, modified file blocks

must eventually return to node 3. In this workload, we find that incoming traffic to node 3 totals 13 MB,

1Though all workstations have Ethernet connections, for the experiment, all traffic is routed through ��� 2 . An alternative MC
configuration allows TCP messages to return through the network interface of each of the other nodes.
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Figure 4.2: Weighted Message Destinations. The width of each bar is proportional to the number of bytes
sent from one node to another node, not the number of messages. For make, the largest arrow is from node
3 to 1, and represents 9.3 MB of communication traffic. For the web workload, the arrow from

���
1 to

���
2 represents 1.8 MB, and traffic for the database workload is the highest from node 4 to 2 is the highest

at 7.8 MB. Since all widths are scaled to the same factor, the three figures are comparable.
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and out-bound communication is 21 MB, perhaps indicating more bytes were read than written.

For the web workload, the byte-weighted diagram reveals that most data flows to
���

2 from each of the

other nodes (about 1.4 MB from nodes 3 and 4, and 1.8 MB from node 1). The only other heavy byte flow

is to
� �

1 from
� �

2; as mentioned before, this is SAP-server traffic. Note that the total bytes sent in this

workload is significantly less than the other two.

Make WWW DB
Fr:To Msgs Fr:To Msgs Fr:To Msgs
1:2 476 1:2 11739 1:2 0
1:3 15650 1:3 2866 1:3 0
1:4 527 1:4 2864 1:4 8190
2:1 476 2:1 11739 2:1 0
2:3 6014 2:3 6428 2:3 0
2:4 3 2:4 6398 2:4 9159
3:1 15650 3:1 2866 3:1 0
3:2 6014 3:2 6428 3:2 0
3:4 7215 3:4 0 3:4 8234
4:1 527 4:1 2864 4:1 8184
4:2 3 4:2 6398 4:2 9131
4:3 7215 4:3 0 4:3 8221

Make WWW DB
Fr:To KB Fr:To KB Fr:To KB
1:2 815 1:2 1798 1:2 0
1:3 6502 1:3 211 1:3 0
1:4 828 1:4 211 1:4 6590
2:1 40 2:1 1370 2:1 0
2:3 2126 2:3 742 2:3 0
2:4 0 2:4 738 2:4 6365
3:1 9097 3:1 326 3:1 0
3:2 4089 3:2 1385 3:2 0
3:4 7684 3:4 0 3:4 6646
4:1 45 4:1 326 4:1 6638
4:2 0 4:2 1380 4:2 7639
4:3 4140 4:3 0 4:3 6638

Table 4.1: Messages and KB Sent. The table presents the raw data behind the figures. If the number of
requests doesn’t equal the number of responses, the difference indicates the number of messages that were
dropped.

Finally, the pictorial view of the database workload byte transfer reveals that traffic is uniform in both

frequency and capacity.

4.2 Message Sizes

The first section has shown us data on aggregate communication within the cluster. In this section, we

will look at exact distribution of message sizes across the workloads, as well as the differences across

workstations in the cluster. We reiterate that message size is the sum of user payload and ORB headers.

Figures 4.3, 4.4, and 4.5 show the per node distribution of message sizes sent from that node to one of

the other nodes for each of the workloads. Each graph depicts the cumulative distribution of message sizes

sent by each node in a experiment, and another line in each graph weights the distribution by the size of

each message. Thus, we can see not only how many messages were sent of a given size, but also what size
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Figure 4.3: Message Size Distribution for the make workload. The lines count the number of messages
sent from each node. No message is smaller than 68 bytes, and about 80% of all messages are smaller than
256 bytes. However, most data is transferred in big chunks; 70% of data is shipped in units of 4 KB or
more.

packets transferred most of the data.

Figure 4.3 shows this breakdown for the make workload. By observing the cumulative distribution of

message sizes in each of the diagrams (the upper-most line), we see that most messages are small. In fact,

across all workstations, 80% of messages are less than 256 bytes. Request-response traffic encourages this

to some extent; usually, only one direction of a request-response will transfer a large chunk of data. Note

that no message is smaller than 68 bytes; specific support for messages of less than that size in this domain

is not useful.

The lower line in the graphs weights the distribution by message size. Thus, while most messages

are small, most data is in fact transferred in large messages. This seems to be one of the few “Truths in

Computer Science”; even though most data is transferred in large objects, most objects are small. For nodes
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Figure 4.4: Message Size Distribution for the web workload. The lines count the number of messages sent
from each node. No message is smaller than 68 bytes, and about 80% of all messages are smaller than 176
bytes. Across all machines, only 30% of all messages could be considered large, in this case larger than 1
KB. This can be attributed to the synthetic nature of the workload.

1, 3, and 4, roughly 80% of data is transferred in blocks of 4 KB or larger, and for node 2 that number is

about 70%. Of course, message sizes in this case are directly influenced by file sizes; previous studies of

file sizes in Unix environments have shown that these have a similar “most files small, most data in large

files” distribution[3].

In Figure 4.4, we see that the message sizes for the web workload are much more regular than the make

workload; there are only about 10 different message sizes sent throughout the lifetime of the experiment.

Two nodes,
���

3 and
� �

4, have almost identical distributions, as might be predicted from 4.1. In those

graphs, roughly 90% of messages are less than 256 bytes. The difference here is that only 40% of all bytes

are transferred in what could be considered “large” messages, in this case, 1.5 KB. Note that this is highly

dependent on the HTTP request; for this experiment, all requests are for a 1500-byte file. A more diverse
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Figure 4.5: Message Size Distribution for the database workload. The lines count the number of messages
sent from each node. No message is smaller than 68 bytes, and about 80% of all messages are smaller than
152 bytes. Again, most data is transferred in big chunks; 90% of data is shipped in units of 4 KB or more.

non-synthetic workload would directly correlate with a more diverse message pattern. Again note that no

message is smaller than 68 bytes.

The traffic coming out of
� �

2 is comprised of only small messages; this node relays requests to other

nodes, not replies, which carry the larger payload. The traffic to
���

1 is slightly different than the rest.

We again attribute this to the SAP-server, whose presence leads to small message exchanges necessary to

manage the global port name space.

The database workload in Figure 4.5 gives us one additional data point on the spectrum of message

distributions. It bears similarity to the make workload in that roughly 80% of messages are small (152 bytes

or less), and that there are few large messages that move most of the data (90% of data is transferred in 4 KB

blocks). On the other hand, there are only a few distinct message sizes, similar to the web workload; in this
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case, roughly 8 message sizes. As we said, a more realistic database workload would run on more disks.

However, this would not significantly alter the message size distributions (each node would perform more

of the same request-responses); it would simply serve to balance the traffic across the nodes more equally.

4.3 Message Rates

By examining the message size distributions, we have observed a “size” burstiness in the traffic: many

small protocol messages for every large data packet. In this section, we try to establish whether a “time”

burstiness exists.

Figures 4.6, 4.7 and 4.8 depict the number of messages sent from each node each second over the

life of each experiment. As in the last set of graphs, for each workload, there are four diagrams, one per

workstation.

During the make workload, each node communicates in a relatively bursty manner. Workstations have

periods where hundreds of messages are sent in a given second, and a quarter of that the next second.

However, we can see that
� �

2 and
���

4 send the fewest messages over time, with an average rate of

15 and 18 messages per second, respectively. As noted before, these two nodes are just “workers”; while

all nodes partake in the make, these have no other special responsibilities.
���

1 differs because the make

master is executing there. Thus, additional messages are necessary for rexec system calls that distribute

the work among the nodes.
���

1 averages 31 message per second over the experiment. Finally,
���

3, the

file server, is under the most strain, as it needs to respond to many requests to get files. We can readily see

this in the graph;
���

3 averages 50 messages per second, notably more than the other nodes.

Once again, the web workload shows how workload-sensitive the traffic patterns are. In Figure 4.7,

observe that all nodes are constantly sending messages from time 100 seconds onward, when the experiment

began. The only qualitative difference is in quantity.
� �

2 sends the most messages (75 per second), since

it routes all traffic,
���

2 with the SAP-server sends somewhat less (53 per second), and the two “worker”

nodes,
���

3 and
���

4, even less, averaging about 28 messages per second each.

The database workload proves to be more similar to the web workload, with all nodes communicating

at near constant rates. This can be attributed to the nature of the workload, in which each node continually

performs transactions. While nodes 1, 2, and 3 all send about 30 messages per second, the file server, node

4, sends about three times that at 88. Since node 4 is responding to those requests sent from nodes 1 through
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Figure 4.6: Message Rate for the make workload. The graph shows the number of messages each
workstation sends during each second of the experiment.

���
3 is the busiest, since it serves source files to

all other nodes.
� �

1 is next, the parallel make master. The other two nodes (2 and 4) are just workers in
this environment, and are about equally busy. The peak at the end is due to the link stage of the compilation.
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Figure 4.7: Message Rate for the web workload. The graph shows the number of messages each workstation
sends during each second of the experiment. The gateway to the Internet,

� �
2, is the busiest machine,

followed by
���

1, the home of the SAP-server. The other two nodes serve as workers.
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Figure 4.8: Message Rate for the database workload. The graph shows the number of messages each
workstation sends during each second of the experiment. One can see an even rate for all machines except
���

4, the machine housing the disk for the workload. This machine is not surprisingly about three times as
busy as the others.
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3, this is again an example of the “Conservation of Communication”.

4.4 Implications

In this section, we have seen that the workload highly influences the message traffic in the cluster. For

example, in a development type environment, as modeled by the make workload, message traffic is highly

non-uniform, with message traffic hot-spots around the disks in the system. Message sizes in such an

environment are also highly variable, strongly influenced by the size of the files relevant to the workload.

With any such system, though, we can anticipate a breakdown of many small messages, and a few large

messages that contain most of the data.

For a web server, traffic patterns are of course dependent on the number of users of the web service;

the web workload provides a steady stream of requests, and therefore models a constantly busy server. For

this type of workload the message traffic is spread evenly across the nodes, with the exception of the node

running the SAP-server. The SAP-server is contacted each time a port number was bound, and is a potential

bottleneck. We also saw that many small messages were sent for each payload message delivered, at a ratio

of about 9 to 1. This can be partly attributed to the TCP’s ineffective support of HTTP, since a simple HTTP

get requires TCP to open a connection, send a message, receive a message, and close a connection, but is

also dependent on the design of the networking subsystem.

The database workload is the most regular, which again is strongly correlated to the fact that each

workstation is running a simple debit/credit script. With each node constantly performing transactions, we

see that message traffic is again clustered around the disks.

One implication for a message layer is that support for medium-sized messages between the sizes of 68

and 256 bytes is important; note that the 20-byte message size supported by early active message layers [33]

is of no use in this environment. Though it is difficult to deem a certain workload “typical”, all the workloads

made extensive use of these medium-sized messages. Specifically, during the make, web, and database

workloads, 80% of messages were between 68 and 256 bytes.

Further, since all traffic is request-response, latency of messaging is important. Reducing the latency of

message round-trip times will directly lead to improved performance. We will investigate this further in the

next section by studying a simple request-response example.

One final observation that arises from the experiments pertains to distributed system design. The benefits
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of a more advanced striping file system are apparent[1, 13]. In Solaris MC, certain nodes can easily become

hot-spots, and thus performance bottlenecks, simply because they serve the files for the current workload.

A system that stripes blocks across a set of the nodes would load balance the system automatically. In

addition, nodes that serve as file servers are more likely to send large blocks of data. Thus it is especially

important to optimize large message sends from these nodes, perhaps with the support of zero-copy message

layers [10]. In one sense, the most important path to optimize would be from the disk to the network; direct

DMA from a disk device to a network device, however, would seem to pose difficulty for current hardware

technologies.
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Chapter 5

Message Dependencies

In the previous section, we examined the nature of message traffic for a number of workloads. However,

this still leaves some questions unanswered. For example, how long does a simple request-response take?

How much of that cost is due to the transport?

5.1 Request-Response Workload

Though the three workloads are excellent for driving the system for aggregate measurements, we must now

instrument the system at a much finer granularity. If we ran the workloads, we would produce a mountain

of data; further, it would be hard to differentiate queuing delays from fundamental costs. For this reason,

we drive the system with a simple test program: ps -ef. The hardware set-up is also simplified, with only

two workstations involved.

In System-V based Unix, including Solaris MC, a ps command uses of the /proc file system to obtain

information about the processes in the system. Whenever a process is created, it is assigned a unique process

identifier (pid). After this, one can find out information about the process, such as resource utilization,

status, and so on, by opening the file /proc/pid, and calling the correct ioctl(). Thus, a command

like ps -ef that lists information about all the processes in the system first opens the directory /proc to

find out which files, and hence processes, are in the system. It then opens each file, performs the ioctl(),

and finally closes the file.

In Solaris MC, /proc is a combining global file system, in that it is the sum of all local /proc file

systems across the cluster. Thus, each open(), ioctl(), and close() may generate message traffic,
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ORB: invoke method (handle request)

ORB: unpack message, prepare to act

ORB: get results, prepare to return them

MSG: send message

MSG: process ACK

MSG: receive message, send ACK

Context Switch

MSG: send message

MSG: process ACK

MSG: receive message, send ACK

ORB: process response

USER: invocation complete

ORB: prepare to send

USER: invoke

Request Initiator Request Handler

Context Switch

Figure 5.1: Cumulative Request and Handling Costs. USER refers to the Solaris MC programmer, ORB
to the object substrate, and MSG to the transport layer. The leftmost graph depicts the requesting-side costs
of a simple request-response, and the rightmost side the handling-side costs. Note that the handling costs
show up in the requesting side graph, in the time waiting for a response to return.

in order to fetch global information. In the following experiment, we focus on those messages.

Before we discuss the details of the experiment, we will explain the steps involved in a simple request-

response. As mentioned before, Solaris MC is built upon an object substrate known as the ORB (Object

Request Broker). The ORB, in turn, is built upon a reliable transport layer. All communication through

Solaris MC is performed through these layers, in the form of object invocations.

Upon an invocation, the ORB marshals the arguments of the request and hands it to the transport, which

reliably delivers the message to the handling node. On the handling side, the transport receives the message

and hands it to the ORB. Once the ORB receives the message, it interprets it and invokes a method as

specified by the request. The results are gathered and finally shipped back to the request initiator. The ORB

on the initiating side then unmarshals the response and puts the results in the appropriate place, and returns

control to the user, in this case the Solaris MC programmer. This process is diagrammed in Figure 5.1, and

should be viewed as the object-oriented functional equivalent of a remote procedure call.

Beneath the ORB is the transport layer. The transport provides a reliable send of an arbitrary buffer

chain to any node in the system. Currently, it is implemented as a STREAMS module [27] that provides a

reliable message transport on top of any STREAMS-based device driver. Both 10 and 100 Mbit/s Ethernet

and 680 Mb/s Myrinet have been used to date.
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Context Switch

Context Switch

Request Initiator Request Handler

MSG: receive message, send ACK

ORB: prepare message

ORB: unpack message, prepare to act

USER: invoke method (handle request)

ORB: get results, prepare to send them

MSG: send message

MSG: process ACK

MSG: receive message, send ACK

ORB: process response

MSG: process ACK

MSG: send message
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1200 us

1400 us

1650 us

DRIVER: receive message, pass to transport

DRIVER: receive message, pass to transport

Figure 5.2: Request and Handling Costs. ORB refers to time spent in the ORB, MSG to time spent in the
transport layer, DRIVER to the time spent in the device driver, and USER to time spent in the particular
handler that is invoked. Transport costs are shown in green (lighter shading in black and white), and ORB
costs in red (darker shading). The cost of the object invocation is in white. Note that the context switch
time has been folded into the transport costs.

In this experiment, there are only two machines in the system, and we only consider requests generated

from
���

1 and handled on
� �

2. The experiment begins by enabling the trace buffers in the kernel on both

machines. Then the command ps -ef is run on
� �

2. Finally, we dump the kernel trace buffers to log

files on each machine. A total of about 50 request-response pairs were traced.

Figure 5.2 shows the results for the requesting side (entitled “request initiator”) on
���

1, and the

handling side (“request handler”) on
� �

2. Each box is scaled lengthwise to represent its total cost in

microseconds. Also note that all ORB costs are in red (darker shading in black and white), and transport

costs are green (lighter shading).

The first conclusion to draw is that a simple request-response takes roughly 1.65 milliseconds. On a

fast network such as 100 Mb/s Ethernet or Myrinet, time on the wire is negligible; where is all of this time
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going?

First, let us examine the request-initiating node. Before any messages are sent, the ORB spends roughly

150 � � preparing each request. At this point, the ORB hands the message to the transport layer. We can see

the cost of getting a message onto the wire is a costly 200 � � on average. Note that this high cost is mostly

due to expensive STREAMS-based utilities and locking protocols. After this, the request side waits for the

acknowledgment, which it soon receives, and then waits for the response to the request.

On the request-handle side, we can see what takes place as the request-initiator is waiting. First, the

packet is received by the driver, and passed up to the transport layer (50 � � ). This cost is an estimate, but since

all other time can be accounted for, is fairly accurate. The transport layer first sends the acknowledgment

back to the requesting side, strips off any transport headers, decides whom the packet is destined for (the

ORB), and then passes the message to the ORB. This takes 190-200 � � on average, again a costly sum.

After this, the first context switch occurs, and the ORB is given the message. After some interpretation

and set up, about 100 � � , the ORB finally performs the requested invocation. The cost of the invocation

is obviously application-specific, and in this case it is about 260 � � . Note that out of the 1.65 ��� for a

request and response, this is the only work that is absolutely necessary. Thus, a request-response is currently

1650 ���
260 ���

� 6 � 4, or about 6 times more expensive than the minimal possible cost.

After the invocation, the ORB prepares the response (analogous to the request side “prepare”) for another

150 � � or so, and sends a response back, again incurring the large transport overhead of about 200 � � .

Finally, the request side gets the response back, through the driver (50 � � estimated), through the transport

(200 � � ), and finally to the ORB, which interprets the message, places the results in the correct place and

finishes the request (another 100 � � ).

One last item to discuss is the latency of the network. For this experiment, 100-Mbit Ethernet was

employed. The time-on-the-wire for a 100-byte packet is only 8 � � . On any modern switch-based network,

latency across the wire is insignificant; clearly overhead is what matters in this domain.

5.2 Implications

As we can see from the micro-experiments of this section, the cost of each request-response is quite high.

There are two culprits in this high-latency hijinks: the transport layer and the ORB. The transport layer has

surprisingly large TCP-like overheads, with about 800 � � total in send and receive overhead, and another
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100 � � in the drivers. Altogether, this accounts for roughly 1 ��� of the total 1.65 ��� involved in a simple

request-response, or 61% of the total time. Secondly, we see that ORB costs total to about 500 � � . While

this 30% of the time is only somewhat substantial now, we must compare it to the real cost of the remote

invocation, 250 � � . With an infinitely fast network protocol in place, the ORB would be responsible for

75% of all the time. Clearly, optimization work is desperately needed in both areas.
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Chapter 6

Anatomy of a Message

Although previous data and discussion in this paper have focused on message sizes, destinations, and

request-response timings, this section brings the structure of each message under scrutiny. In doing so, we

resume use of our three workloads: make, web, and database. By examining the construction of each

message in detail, we hope to shed light on the potential areas a communication layer or network interface

should optimize for, and also attempt to understand how much overhead the object system requires, in terms

of bytes sent.

6.1 Buffer Chains

Figure 6.1 shows the structure of a prototypical message A message in Solaris MC is comprised of a list of

buffers, similar to the structure of mbufs found in older Unix systems, or mblks in STREAMS vernacular [27].

Though a message may have an arbitrarily large number of buffers in it, our first measurement shows that

this is not the case.

Table 6.1 shows the percent of messages that are sent as buffer chains consisting of 1, 2, and 3 buffers

for each of the workloads. Note that no message consisting of more than three buffers was ever sent. For the

Message Head

Figure 6.1: A Generic Message. Each message is a list of potentially non-contiguous buffers.
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1 Buffer 2 Buffers 3 Buffers
make 0.6% 76.5% 22.9%
web 0.7% 94.0% 5.3%
database 0.0% 99.6% 0.4%

Table 6.1: Buffer Chains. The percent of messages sent as 1, 2, or 3 buffers in a chain across all workloads.
Almost all messages were sent as 2 buffers in a chain. Each row totals to 100%.

make workload, 0% of messages are sent as a single buffer, 80% of messages consist of 2 buffers, and 20%

have 3 buffers. This imbalance increases across workloads, to 0/90/10 for the web workload, and 0/99/1 for

the database workload.

6.2 Protocol Overheads

Next, we give give buffer size distributions across all workloads. In Figure 6.2, we can see that the first

buffer in a chain is no bigger than 100 bytes, with about half of the first buffers 50 bytes in size. This buffer

is used by the underlying object system. The second buffer size distribution follows a pattern similar to the

message size distributions in Figures 4.3, 4.4, and 4.5. This buffer holds user payload, and not surprisingly

shows the greatest variation in size. Finally, the third buffer is occasionally used by the object system to

send object protocol information to another node. Across all workloads, this buffer is usually smaller than

the second buffer, never exceeding 512 bytes.

This leads to an obvious question: how much overhead as a percent of total bytes does the object system

require? Table 6.2 shows the breakdown for the three workloads.

The make and database workloads send many large messages. Since the payloads are large, the object
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Figure 6.2: Buffer Chain Sizes. These figures plot the distribution of sizes for each buffer of a message.
Note that the bulk of the data is sent in the second buffer chain.
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1st Buffer 2nd Buffer 3rd Buffer
make 8.4% 89.2% 2.4%
web 33.9% 64.9% 1.2%
database 5.9% 94.0% 0.1%

Table 6.2: Object Protocol Overheads. The table shows what percentage of bytes were sent in each buffer
in the buffer chain. Each row totals to 100%.

overheads are relatively small. With the web workload, however, we can see that the overheads are more

substantial, though as we saw in Figure 6.2, they are not absolutely any larger. In this workload, because

the largest payloads are fairly small, about 1500 bytes, and there are many small messages sent, the object

overhead is a noticeable fraction.

6.3 Implications

In this section, we inspected the structure of a Solaris MC message. The first and third buffers are used by

the object system for protocol information, while the second is the payload of the Solaris MC programmer.

Messages are a chain of usually 2 or 3 non-contiguous buffers. The size distribution of the distinct buffers is

radically different: the first and third buffer are small, while the second buffer ranges from small (a hundred

bytes) to quite large (up to 8 KB for the make workload).

The existence of buffer chains implies that the message layer must either support a “gather” interface, or

perform an extra copy and buffer allocation before sending the data. However, a gathering interface is not

present in some of today’s fast messaging layers [17, 33]. The only alternative is to significantly restructure

the MC code to always allocate extra space within each object in anticipation of the object system’s demands.

The gather cost is directly proportional to memory copy costs, plus the the cost of buffer allocation. If this

is substantial, a restructuring of the code may be worth pursuing, since not much use is made of the buffer

chains. Finally, though each message requires something like 50-100 bytes of object header information,

we have seen that for the web workload, 40% of all bytes transferred are for the ORB.
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Chapter 7

Conclusions and Future Work

In this paper, we have measured the performance of various workloads on a prototype cluster operating

system, Solaris MC. Our measurements have revealed interesting results for both message-layer design as

well as from a distributed system design perspective.

From a systems perspective, some key Solaris MC design decisions could adversely affect performance.

For example, the use of a non-striped file system could lead to bottlenecks occurring around certain disks

in the system. Further, this node usually sent the most data to other nodes in the system. Other global

services such as the network port name-space manager could suffer from similar bottlenecks if they are not

distributed. Lastly, since nodes that house disks are often sending large messages, optimizing the path from

disk to network may prove worthwhile.

With message layer design in mind, we find that message traffic is highly workload dependent. The

cluster can be used as a compute server, a database engine, or even a web server, and each of these scenarios

will cause the system to behave quite differently. Performance optimization of an MC system clearly

depends on its intended use. However, it is clear that support for medium-sized messages is important for

all workloads, since 80% of all messages across all workloads were in the range of 68 to 256 bytes.

After instrumenting the object subsystem, we have seen that the prototype implementation of Solaris MC

suffers from unusually high request-response times. Most of this can be attributed to the slow STREAMS-

based transport, which contributes to high overhead as well as high latency. The current cost of the object

infrastructure is also quite high; thus, in an ideal case where the transport layer is fast, the overhead of the

object system becomes quite significant.

Finally, support for a gathering interface could be of some limited benefit. Since the object system often
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attaches its own header to each request as a separate buffer, some implementation effort at that level could

potentially remove any such need.

In the future, much remains to be examined. From the perspective of the workloads, both the web and

database workloads could be more realistic. For example, the web workload could be trace-driven from

the usage patterns of a popular web-site, and also make use of a better web server such as the netscape

server. The database workload would be much better off with more disks, and also with standard database

benchmarks such as TPC-C and TPC-D.

Since the system is currently evolving, repeating the measurements will yield insight as to which

problems have been solved, and which persist. It is clear that a fast, lightweight transport could be of

great use, and this avenue is currently under exploration. After this is in place, tuning of the ORB will be

necessary, the costs are spread all along the whole ORB code path, and early measurements have indicated

that memory allocation needs to be improved. In both cases, low overhead will significantly improve overall

system performance. In that light, one could view this report as a prototype of a continued series of refined

evaluations.
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