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2 Stéphane ATTAL

7.1 Unitary dilations of completely positive semigroups . . . . . . . . . . . . . . 64
7.2 Convergence to Quantum Stochastic Differential Equations . . . . . . . 66

8 Bibliographical comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

1 Introduction

In the Markovian approach of quantum open systems, the environment acting
on a simple quantum system is unknown, or is not being given a model. The
only effective data that the physicists deal with is the evolution of the simple
quantum system. This evolution shows up the fact that the system is not
isolated and is dissipating.

One of the question one may ask then is wether one can give a model for
the environment and its action that gives an account of this effective evolution.
One way to answer that question is to describe the exterior system as a noise,
a quantum random effect of the environment which perturbs the Hamiltonian
evolution of the small system.

This approach is a quantum version of what has been exposed in L.Rey-
Bellet’s courses: a dissipative dynamical evolution on some system is repre-
sented as resulting of the evolution of a closed but larger system, in which
part of the action is represented by a noise, a Brownian motion for example.

This is the aim of R. Rebolledo’s course and F. Fagnola’s course, following
this one in this volume, to show up how the dissipative quantum systems can
be dilated into a closed evolution driven by quantum noises. But before hands,
the mathematical theory of these quantum noises needs to be developed. This
theory is not an obvious extension of the classical theory of stochastic pro-
cesses and stochastic integration. It needs its own developments, where the
fact that we are dealing with unbounded operators calls for being very careful
with domain constraints.

On the other hand, the quantum theory of noise is somehow easier than
the classical one, it can be described in a very natural way, it contains very
natural physical interpretations, it is deeply connected to the classical theory
of noises. This is the aim of this course to develop the theory of quantum
noises and quantum stochastic integration, to connect it with its classical
counterpart, while trying to keep it connected with some physical intuition.

The intuitive construction of this theory and its final rules, such as the
quantum Itô formula, are not very difficult to understand, but the whole
precise mathematical theory is really much more difficult and subtle, it needs
quite long and careful developments. We have tried to be as precise as possible
in this course, the most important proofs are there, but we have tried to
keep it reasonable in size and to always preserves the intuition all along the
constructions, without getting lost in long expositions of technical details.
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The theory of quantum noises and quantum stochastic integration was
started in quantum physics with the notion of quantum Langevin equations
(see for example [1], [21], [22]). They have been given many different mean-
ings in terms of several definitions of quantum noises or quantum Brownian
motions (for example [23], [25], [24]). One of the most developed and useful
mathematical languages developed for that purpose is the quantum stochas-
tic calculus of Hudson and Parthasarathy and their quantum stochastic dif-
ferential equations ( [25]). The quantum Langevin equations they allow to
consider have been used very often to model typical situations of quantum
open systems: continual quantum measurement ([12], [14]), quantum optics
([19], [20], [13]), electronic transport ([16]), thermalization ([8], [28], [27]), re-
peated quantum interactions ([8], [11]). This theory can be found much more
developed in the books [2], [30] and [29].

The theory of quantum noises and quantum stochastic integration we
present in this course is rather different from the original approach of Hudson
and Parthasarathy. It is an extention of it, essentially developed by the author,
which presents several advantages: it gives a maximal definition of quantum
stochastic integrals in terms of domains, it admits a very intuitive approach in
terms of discrete approximations with spin chains, it gives a natural language
for connecting this quantum theory of noises to the classical one. This is the
point of view we adopt all along this course, the main reference we follow here
is [2].

2 Discrete time

2.1 Repeated quantum interactions

We first motivate the theory of quantum noises and quantum stochastic dif-
ferential equations through a family of physical examples: the continuous time
limit of repeated quantum interactions. This physical context is sufficiently
wide to be of real interest in many applications, but it is far from being the
only motivation for the introduction of quantum noises. We present it here for
it appears to be an illuminating application in the context of these volumes.
The approach presented in this section has been first developed in [11].

We consider a small quantum system H0 (a finite dimensional Hilbert
space in this course, but the infinite dimensional case can also be handled)
and another quantum systemH which represents a piece of the environment: a
measurement apparatus, an incoming photon, a particle ... or any other system
which is going to interact with the small system. We assume that these two
systems are coupled and interact during a small interval of time of length h.
That is, on the space H0 ⊗ H we have an Hamiltonian H which describes
the interaction, the evolution is driven by the unitary operator U = eihH . An
initial state ρ⊗ ω for the system is thus transformed into
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U∗(ρ⊗ ω)U.

After this time h the two systems are separated and another copy of H is
presented before H0 in order to interact with it, following the same unitary
operator U . And so on, for an arbitrary number of interactions. One can think
of several sets of examples where this situation arises: in repeated quantum
measurement, where a family of identical measurement devices is repeatedly
presented before the system H0 (or one single device which is refreshened after
every use); in quantum optics, where a sequence of independent atoms arrive
one after the other to interact with H0 (a cavity with a strong electromagnetic
field) for a short time; a particle is having a succession of chocs with a gas of
other particles ...

In order to describe the first two interactions we need to consider the space
H0⊗H⊗H. We put U1 to be the operator acting as U on the tensor product
of H0 with the first copy of H and which acts as the identity on the second
copy of H. We put U2 to be the operator acting as U on the tensor product
of H0 with the second copy of H and which acts as the identity on the first
copy of H.

For an initial state ρ⊗ ω ⊗ ω, say, the state after the first interaction is

U1(ρ⊗ ω ⊗ ω)U∗1

and after the second interaction is

U2U1(ρ⊗ ω ⊗ ω)U∗1U
∗
2 .

It is now easy to figure out what the setup should be for an indefinite number
of repeated interactions: we consider the state space

H0 ⊗
⊗
IN

H,

(this countable tensor product will be made more precise later on). For every
n ∈ IN , the operator Un is the copy of the operator U but acting on the tensor
product of H0 with the n-th copy of H, it acts as the identity on the other
copies of H. Let

Vn = Un . . . U2U1,

then the result of the n-th measurement on the initial state

ρ⊗
⊗
n∈IN

ω

is given by the state

Vn

(
ρ⊗

⊗
n∈IN

ω

)
V ∗
n .

Note that the Vn are solution of
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Vn+1 = Un+1Vn,

with V0 = I. This way, the Vn’s describe the Hamiltonian evolution of the
repeated quantum interactions. It is more exactly a time-dependent Hamilto-
nian evolution, it can also be seen as a Hamiltonian evolution in interaction
picture.

We wish to pass to the limit h → 0, that is, to pass to the limit from
repeated interactions to continuous interactions. Our model of repeated inter-
actions can be considered as a toy model for the interaction with a quantum
field, we now want to pass to a more realistic model: a continuous quantum
field.

We will not obtain a non trivial limit if no assumption is made on the
Hamiltonian H. Clearly, it will need to satisfy some normalization properties
with respect to the parameter h. As we will see later, this situation is somehow
like for the central limit theorem: if one considers a Bernoulli random walk
with time step h and if one tries to pass to the limit h→ 0 then one obtains
0; the only scale of normalization of the walk which gives a non trivial limit
(namely the Brownian motion) is obtained when scaling the random walk by√
h. Here, in our context we can wonder what are the scaling properties that

the Hamiltonian should satisfy and what type of limit evolution we shall get
for Vn.

Note that the evolution (Vn)n∈IN is purely Hamiltonian, in particular it
is completely deterministic, the only ingredient here being the Hamiltonian
operator H which drives everything in this setup.

At the end of this course, we will be able to give a surprising result: under
some renormalization conditions on H, in the continuous limit, we obtain a
limit evolution equation for (Vt)t∈IR+ which is a Schrödinger evolution per-
turbed by quantum noise terms, a quantum Langevin equation.

The point with that result is that it shows that these quantum noise terms
are spontaneously produced by the limit equation and do not arise by an as-
sumption or a model made on the interaction with the field. The limit quantum
Langevin equation is really the effective continuous limit of the Hamiltonian
description of the repeated quantum interactions.

We shall illustrate this theory with a very basic example. Assume H0 =
H = C2 that is, both are two-level systems with basis states Ω (the fun-
damental state) and X (the excited state). Their interaction is described as
follows: if the states of the two systems are the same (both fondamental or
both excited) then nothing happens, if they are different (one fundamental
and the other one excited) then they can either be exchanged or stay as they
are. Following this description, in the basis {Ω ⊗ Ω,Ω ⊗X,X ⊗ Ω,X ⊗X}
we take the unitary operator U to be of the form
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1 0 0 0
0 cosα − sinα 0
0 sinα cosα 0
0 0 0 1

 .

2.2 The Toy Fock space

The spin chain structure

We start with a description of the structure of the chain ⊗INH in the case
where H = C2. This is the simplest case, but it contains all the ideas. We
shall later indicate how the theory is to be changed when H is larger (even
infinite dimensional).

In every copy of C2 we choose the same orthonormal basis {Ω,X}, rep-
resenting fundamental or excited states. An orthonormal basis of the space
TΦ = ⊗INC2 is given by the set

{XA;A ∈ PIN}

where PIN is the set of finite subsets of IN and XA denotes the tensor product

Xi1 ⊗ . . .⊗Xin

where A = {i1, . . . , in} and the above vector means we took tensor products
of X in each of copies number ik with Ω in all the other copies. If A = ∅, we
put X∅ = Ω, that is, the tensor product of Ω in each copy of C2. This is to say
that the countable tensor product above has been constructed as associated
to the stabilizing sequence (Ω)n∈IN .

Note that any element f of TΦ is of the form

f =
∑
A∈PIN

f(A)XA

with
||f ||2 =

∑
A∈PIN

|f(A)|2 <∞.

The space TΦ defined this way is called the Toy Fock space .

This particular choice of a basis gives TΦ a particular structure. If we
denote by TΦi] the space generated by the XA such that A ⊂ {0, . . . , i} and
by TΦ[j the one generated by the XA such that A ⊂ {j, j + 1, . . .}, we get an
obvious natural isomorphism between TΦ and TΦi−1] ⊗ TΦ[i given by

[f ⊗ g](A) = f (A ∩ {0, . . . , i− 1}) g (A ∩ {i, . . .}) .



Quantum noises 7

Operators on the spin chain

We consider the following basis of matrices on C2:

a× =
(

1 0
0 0

)
a+ =

(
0 0
1 0

)
a− =

(
0 1
0 0

)
a◦ =

(
0 0
0 1

)
.

For every ε = {×,+,−, ◦}, we denote by aεn the operator which acts on TΦ as
aε on the copy number n of C2 and the identity elsewhere. On the basis XA

this gives

a×nXA = XA 1ln 6∈A
a+
nXA = XA∪{n} 1ln 6∈A
a−nXA = XA\{n} 1ln∈A
a◦nXA = XA 1ln∈A.

Note that the von Neumann algebra generated by all the operators aεn
is the whole of B(TΦ), for there is no non-trivial subspace of TΦ which is
invariant under this algebra. But this kind of theorem does not help much
to give an explicit representation of a given bounded operator H on TΦ in
terms of the operators aεn. There are two concrete ways of representing an
(eventually unbounded) operator on TΦ in terms of these basic operators.
The first one is a representation as a kernel

H =
∑
P3

k(A,B,C) a+
A a

◦
B a

−
C

where aεA = aεi1 . . . a
ε
in

if A = {i1 . . . in}.
Note that the term a× does not appear in the above kernel. The reason

is that a× + a◦ is the identity operator and introducing the operator a×

in the above representation will make us lose the uniqueness of the above
representation. Note that a◦ is not necessary either for it is equal to a+a−.
But if we impose the sets A,B,C to be two by two disjoint then the above
representation is unique.

We shall not discuss much this kind of representation here, but better a
different kind of representation (which one can derive from the above kernel
representation by grouping the terms in 3 packets depending on which set A,
B or C contains maxA∪B ∪C). This is the so-called integral representation:
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H =
∑

ε=+,◦,−

∑
i∈IN

Hε
i a

ε
i (1)

where the Hε
i are operators acting on TΦi−1] only (and as the identity on

TΦ[i). This kind of representation will be of great interest for us in the sequel.
For the existence of such a representation we have very mild conditions,

even for unbounded H ([32]).

Theorem 2.1. If the orthonormal basis {XA, A ∈ PIN} belongs to DomH ∩
DomH∗ then there exists a unique integral representation of H of the form
(1).

One important point needs to be understood at that stage. The integral
representation of a single operator H as in (1) makes use of only 3 of the four
matrices aεi . The reason is the same as for the kernel representation above:
the sum a◦i + a×i is the identity operator I, if we allow a×i to appear in the
representation, we lose uniqueness. But, very often one has to consider pro-
cesses of operators, that is, families (Hi)i∈IN of operators on TΦi] respectively.
In that case, the fourth family is necessary and we get representations of the
form

Hi =
∑

ε=+,◦,−,×

∑
j≤i

Hε
j a

ε
j . (2)

One interesting point with the integral representations is that they are
stable under composition. The integral representation of a composition of
integral representations is given by the discrete quantum Itô formula, which is
almost straightforward if we forget about details on the domain of operators.

Theorem 2.2 (Discrete quantum Itô formula). If

Hi =
∑

ε=+,◦,−,×

∑
j≤i

Hε
j a

ε
j

and
Ki =

∑
ε=+,◦,−,×

∑
j≤i

Kε
j a

ε
j

are operators on TΦi], indexed by i ∈ IN , then we have the following “integra-
tion by part formula”:

HiKi =
∑

ε=+,◦,−,×

∑
j≤i

Hj−1K
ε
j a

ε
j +

∑
ε=+,◦,−,×

∑
j≤i

Hε
jKj−1 a

ε
j+

+
∑

ε,ν=+,◦,−,×

∑
j≤i

Hε
jK

ν
j a

ε
ja
ν
j

where the products aεaν are given by the following table
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a+ a− a◦ a×

a+ 0 a◦ 0 a+

a− a× 0 a− 0

a◦ a+ 0 a◦ 0

a× 0 a− 0 a×

Note the following two particular cases of the above formula, which will be
of many consequences for the probabilistic interpretations of quantum noises.

The Pauli matrix

σx =
(

0 1
1 0

)
= a+ + a−

satisfies
σ2
x = 1. (3)

The matrix
Xλ = σx + λa◦

satisfies
X2
λ = I + λXλ. (4)

These two very simple matrix relations are actually the discrete version of the
famous relations

(dWt)2 = dt

and
(dXt)2 = dt+ λ dXt

which characterise the Brownian motion (Wt)t≥0 and the compensated Pois-
son process (Xt)t≥0,with intensity λ. We shall give a rigourous meaning to
these affirmations in section 6.4.

Probabilistic interpretations

In this section, we describe the probabilistic interpretations of the space TΦ
and of its basic operators.

We realize a Bernoulli random walk on its canonical space. Let Ω =
{0, 1}IN and F be the σ-field generated by finite cylinders. One denotes by
νn the coordinate mapping : νn(ω) = ωn, for all n∈IN . Let p ∈ ]0, 1[ and
q = 1−p. Let µp be the probability measure on (Ω,F) which makes the se-
quence (νn)n∈IN a sequence of independent, identically distributed Bernoulli
random variables with law pδ1 + qδ0. Let IEp[ · ] denote the expectation with
respect to µp. We have IEp[νn] = IEp[ν2

n] = p. Thus the random variables

Xn =
νn − p
√
pq

,
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satisfy the following:
i) they are independent,
ii) they take the value

√
q/p with probability p and −

√
p/q with proba-

bility q,
iii) IEp[Xn] = 0 and IEp[X2

n] = 1.

Let TΦp denote the space L2(Ω,F , µp). We define particular elements of
TΦp by{

X∅ = 1l, in the sense X∅(ω) = 1 for all ω ∈ Ω
XA = Xi1 · · ·Xin , if A = {i1 . . . in} is any finite subset of IN.

Recall that PIN denotes the set of finite subsets of IN . From i) and iii) above
it is clear that

{
XA ; A∈PIN

}
is an orthonormal set of vectors in TΦp.

Proposition 2.3. The family
{
XA;A∈PIN

}
is an orthonormal basis of TΦp.

Proof. We only have to prove that {XA, A∈PIN} forms a total set in TΦp. In
the same way as for the XA, define{

ν∅ = 1l
νA = νi1 · · · νin for A = {i1 . . . in}.

It is sufficient to prove that the set {νA ; A∈PIN
}

is total. The space (Ω,F , µp)
can be identified to

(
[0, 1],B([0, 1]), µ̃p

)
for some probability measure µ̃p, via

the base 2 decomposition of real numbers. Note that

νn(ω) = ωn =

{
1 if ωn = 1
0 if ωn = 0

thus νn(ω) = 1lωn=1. As a consequence νA(ω) = 1lωi1=1 · · · 1lωin=1. Now let
f∈TΦp be such that 〈f, νA〉 = 0 for all A∈PIN . Let I =

[
k2−n, (k + 1)2−n

]
be a dyadic interval with k < 2n. The base 2 decomposition of k2−n is of the
form (α1 . . . αn, 0, 0, . . .). Thus∫

I

f(ω) dµ̃p(ω) =
∫

[0,1]

f(ω)1lω1=α1 · · · 1lωn=αn
dµ̃p(ω) .

The function 1lω1=α1 · · · 1lωn=αn can be clearly written as a linear combination
of the νA. Thus

∫
I
f dµ̃p = 0. The integral of f vanishes on every dyadic

interval, thus on all intervals. It is now easy to conclude that f ≡ 0.

We have proved that every element f ∈ TΦp admits a unique decomposi-
tion

f =
∑
A∈PIN

f(A)XA (5)
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with
‖f‖2 =

∑
A∈PIN

|f(A)|2 <∞ . (6)

This means that there exists a natural isomorphism between TΦ and TΦp
which consists in identifying the natural orthonormal basis {XA;A ∈ PIN}
of both space. For each p ∈]0, 1[, the space TΦp is called the p-probabilistic
interpretation of TΦ. That is, it gives an interpretation of TΦ in terms of
a probabilistic space: it is the canonical space associated to the Bernoulli
random walk with parameter p.

Identifying the basis element X{n} of TΦ with the random variable Xn ∈
TΦp, as elements of some Hilbert spaces, does not give much information on
the probabilistic nature of Xn. One cannot read this way the distribution
of Xn or its independence with respect to other Xm’s, ... The only way to
represent the random variable Xn ∈ TΦp with all its probabilistic structure,
inside the structure of TΦ, is to consider the operator of multiplication by Xn

acting on TΦp and to represent it as a self-adjoint operator in TΦ through the
above natural isomorphism. When knowing the multiplication operator by Xn

one knows all the probabilistic information on the random variable Xn. One
cannot make the difference between the multiplication operator by Xn pushed
on TΦ and the “true” random variable Xn in TΦp.

Let us compute this multiplication operator by Xn. The way we have
chosen the basis of TΦp makes the product being determined by the value of
X2
n, n∈IN . Indeed, if n 6∈ A then XnXA = XA∪{n}.

Proposition 2.4. In TΦp we have

X2
n = 1 + cpXn

where cp = (q−p)/√pq. Furthermore p 7→ cp is a one to one application from
]0, 1[ to IR.

Proof.

X2
n =

1
pq

(ν2
n + p2 − 2pνn) =

1
pq

(
p2 + (1−2p)νn

)
=

1
pq

(
p2 + (q−p)νn

)
= 1 +

p2−qp
qp

+
q − p

qp
νn

= 1− pcp√
pq

+
cp√
pq
νn = 1 + cp

νn − p
√
pq

.

The above formula determines an associative product on TΦ which is called
the p-product. The operator of p-multiplication by Xn in TΦ is the exact
representation of the random variable Xn in the p-probabilistic interpretation.
By means of all these p-multiplication operators we are able to put in a single
structure a whole continuum of probabilistic situations that had no relation
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whatsoever: the canonical Bernoulli random walks with parameter p, for every
p ∈]0, 1[. What’s more we get a very simple represention of these multiplication
operators.

Proposition 2.5. The operator Mp
Xn

of p-multiplication by Xn on TΦ is given
by

Mp
Xn

= a+
n + a−n + cpa

◦
n.

Proof.

XnXA = XA∪{n}1ln/∈A +XA\{n}(1 + cpXn)1ln∈A
= a+

nXA + a−nXA + cpa
◦
nXA.

This result is amazing in the sense that the whole continuum of different
probabilistic situations, namely TΦp, p ∈]0, 1[, can be represented in TΦ by
means of very simple linear combinations of only 3 differents operators!

2.3 Higher multiplicities

In the case where H is not C2 but CN+1, or any separable Hilbert space, the
above presentation is changed as follows. Let us consider the case CN+1 (the
infinite dimensional case can be easily derived from it).

Each copy of CN+1 is considered with the same fixed orthonormal basis
{Ω,X1, . . . , XN}. We shall sometimes write X0 = Ω. The space

TΦ =
⊗
k∈IN

CN+1

has a natural orthonormal basis XA indexed by the subsets

A = {(n1, i1), . . . , (nk, ik)}

of IN ⊗ {1, . . . , N}, such that the nj ’s are different. This is the so-called Toy
Fock space with multiplicity N .

The basis for the matrices on CN+1 is the usual one:

aijXk = δikXj

for all i, j, k = 0, . . . , N . We also have their natural ampliations to TΦ: aij(k),
k ∈ IN .

We now develop the probabilistic interpretations of the space TΦ in the
case of multiplicity higher than 1. Their structure is very rich and interesting,
but it is not used in the rest of this course. The reader is advised to skip that
part at first reading.

Let X be a random variable in IRN which takes exactly N+1 different val-
ues v1, . . . , vN+1 with respective probability α1, . . . , αN+1 (all different from
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0 by hypothesis). We assume, for simplicity, that X is defined on its canon-
ical space (A,A, P ), that is, A = {1, . . . , N + 1}, A is the σ-field of subsets
of A, the probability measure P is given by P ({i}) = αi and X is given by
X(i) = vi, for all i = 1, . . . , N + 1.

Such a random variable X is called centered and normalized if IE[X] = 0
and Cov(X) = I.

A family of elements v1, . . . , vN+1 of IRN is called an obtuse system if

<vi , vj > = −1

for all i 6= j.
We consider the coordinates X1, . . . , XN of X in the canonical basis of

IRN , together with the random variable Ω on (A,A, P ) which is deterministic
always equal to 1. We put X̃i to be the random variable X̃i(j) = √

αj Xi(j)
and Ω̃(j) = √

αj . For any element v = (a1, . . . , aN ) of IRN we put v̂ =
(1, a1, . . . , aN ) ∈ IRN+1. The following proposition is rather straightforward
and left to the reader.

Proposition 2.6. The following assertions are equivalent.
i) X is centered and normalized.

ii) The (N + 1)× (N + 1)-matrix (Ω̃, X̃1, . . . , X̃N ) is unitary.
iii) The (N + 1)× (N + 1)-matrix (

√
α1 v̂1, . . . ,

√
αN+1 v̂N+1) is unitary.

iv) The family v1, . . . , vN+1 is an obtuse system of IRN and

αi =
1

1 + ||vi||2
.

Let T be a 3-tensor in IRN , that is (at least, this is the way we interpret
them here), a linear mapping from IRN to MN (IR). We denote by T ijk the
coefficients of T in the canonical basis of IRN , that is,

(T (x))i,j =
N∑
k=1

T ijk xk.

Such a 3-tensor T is called sesqui-symmetric if
i) (i, j, k) 7−→ T ijk is symmetric

ii) (i, j, l,m) 7−→
∑
k T

ij
k T

lm
k + δijδlm is symmetric.

Theorem 2.7. If X is a centered and normalized random variable in IRN ,
taking exactly N + 1 values, then there exists a unique sesqui-symmetric 3-
tensor T such that

X ⊗X = I + T (X). (7)
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Proof. By Proposition 2.6, the matrix (
√
α1 v̂1, . . . ,

√
αN+1 v̂N+1) is unitary.

In particular the matrix (v̂1, . . . , v̂N+1) is invertible. But the lines of this ma-
trix are the values of the random variables Ω,X1, . . . , XN . As a consequence,
these N+1 random variables are linearly independent. They thus form a basis
of L2(A,A, P ) which is a N + 1 dimensional space.

The random variable XiXj belongs to L2(A,A, P ) and can thus be written
uniquely as

XiXj =
N∑
k=0

T ijk Xk

where X0 denotes Ω and for some real coefficients T ijk , k = 0, . . . , N , i, j =
1, . . . N . The fact that IE[Xk] = 0 and IE[XiXj ] = δij implies T ij0 = δij . This
gives the representation (7).

The fact that the 3-tensor T associated to the above coefficients T ijk ,
i, j, k = 1, . . . N , is sesqui-symmetric is an easy consequence of the fact that
the expressions XiXj are symmetric in i, j and Xi(XjXm) = (XiXj)Xm for
all i, j,m. We leave this to the reader.

The following theorem is an interesting characterization of the sesqui-
symmetric tensors. The proof of this result is far from obvious, but as we
shall not need it we omit the proof and convey the interested reader to read
the proof in [6], Theorem 2, p. 268-272.

Theorem 2.8. The formulas

S = {x ∈ IRN ;x⊗ x = I + T (x)}.

and
T (y) =

∑
x∈S

px<x , y >x⊗ x,

where px = 1/(1+||x||2), define a bijection between the set of sesqui-symmetric
3-tensor T on IRN and the set of obtuse systems S in IRN .

Now we wish to consider the random walks (or more exactly the sequences
of independent copies of induced by obtuse random variables). That is, on
the probability space (AIN ,A⊗IN , P⊗IN ), we consider a sequence (X(n))n∈IN∗
of independent random variables with the same law as a given obtuse ran-
dom variable X (once again, the use of the terminology “random walk” is not
correct here in the sense that it usually refers to the sum of these indepen-
dent random variables, but we shall anyway use it here as it is shorter and
essentially means the same).

For any A ∈ Pn we define the random variable

XA =
∏

(n,i)∈A

Xi(n)

with the convention
X∅ = 1l.
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Proposition 2.9. The family {XA;A ∈ PIN} forms an orthonormal basis of
the space L2(AIN ,A⊗IN , P⊗IN ).

Proof. For any A,B ∈ Pn we have

<XA , XB > = IE[XAXB ] = IE[XA∆B ]IE[X2
A∩B ]

by the independence of theX(n). For the same reason, the first term IE[XA∆B ]
gives 0 unless A∆B = ∅, that is A = B. The second term IE[X2

A∩B ] is then
equal to

∏
(n,i)∈A IE[Xi(n)2] = 1. This proves the orthonormal character of

the family {XA;A ∈ Pn}.
Let us now prove that it generates a dense subspace of L2(AIN ,A⊗IN , P⊗IN ).

Had we considered random walks indexed by {0, . . . ,M} instead of IN , it
would be clear that the XA, A ⊂ {0, . . . ,M} form an orthonormal basis of
L2(AM ,A⊗M , P⊗M ), for the dimensions coincide. Now a general element f of
L2(AIN ,A⊗IN , P⊗IN ) can be easily approximated by a sequence (fM )M such
that fM ∈ L2(AM ,A⊗M , P⊗M ), for all M , by taking conditional expectations
on the trajectories of X up to time M .

For every obtuse random variable X, we thus obtain a Hilbert space
TΦ(X) = L2(AIN ,A⊗IN , P⊗IN ), with a natural orthonormal basis {XA;A ∈
PIN} which emphasizes the independence of the X(n)’s. In particular there is
a natural isomorphism between all the spaces TΦ(X) which consists in identi-
fying the associated bases. In the same way, all these canonical spaces TΦ(X)
of obtuse random walks are naturally isomorphic to the Toy Fock space TΦ
with multiplicity N (again by identifying their natural orthonormal bases).

In the same way as in multiplicity 1 we compute the representation of the
multiplication operator by Xi(k) in TΦ.

Theorem 2.10. Let X be an obtuse random variable, let (X(k))k∈IN be the
associated random walk on the canonical space TΦ(X). Let T be the sesqui-
symmetric 3-tensor associated to X by Theorem 2.7. Let U be the natural
unitary isomorphism from TΦ(X) to TΦ. Then, for all k ∈ IN, i = {1, . . . , n}
we have

UMXi(k)U
∗ = a0

i (k) + ai0(k) +
∑
j,l

T jli ajl (k).

Proof. It suffices to compute the action of Xi(k) on the basis elements XA,
A ∈ Pn. We get
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Xi(k)XA = 1l(k,·) 6∈AXi(k)XA +
∑
j

1l(k,j)∈AXi(k)XA

= 1l(k,·) 6∈AXA∪{(k,i)} +
∑
j

1l(k,j)∈AXi(k)Xj(k)XA\{(k,j)}

= 1l(k,·) 6∈AXA∪{(k,i)} +
∑
j

1l(k,j)∈A(δij +
∑
l

T ijl Xl(k))XA\{(k,j)}

= 1l(k,·) 6∈AXA∪{(k,i)} + 1l(k,i)∈AXA\(k,i)+

+
∑
j

∑
l

1l(k,j)∈AT
ij
l XA\{(k,j)}∪{(k,i)}

and we recognize the formula for

a0
i (k)XA + ai0(k)XA +

∑
k,l

T ijl a
j
l (k)XA.

This ends the section on the discrete time setting for quantum noises.
We shall come back to it later when using it to approximate the Fock space
structure.

3 Itô calculus on Fock space

3.1 The continuous version of the spin chain: heuristics

We now present the structure of the continuous version of TΦ. By a continuous
version of the spin chain we mean a Hilbert space which should be of the form

Φ =
⊗
IR+

C2.

We first start with a heuristical discussion in order to make out an idea of
how this space should be defined. We mimick, in a continuous time version,
the structure of TΦ.

The countable orthonormal basis XA, A ∈ PIN is replaced by a continuous
orthonormal basis dχσ, σ ∈ P, where P is the set of finite subsets of IR+.
With the same idea as for TΦ, this means that each copy of C2 is equipped
with an orthonormal basis Ω, dχt (where t is the parameter attached to the
copy we are looking at). The orthonormal basis dχσ is the one obtained by
specifying a finite number of sites t1, . . . , tn which are going to be excited, the
other ones being in the fundamental state Ω.

The representation of an element f of TΦ:

f =
∑
A∈PIN

f(A)XA

||f ||2 =
∑
A∈PIN

|f(A)|2



Quantum noises 17

is replaced by an integral version of it in Φ:

f =
∫
P
f(σ) dχσ,

||f ||2 =
∫
P
|f(σ)|2 dσ,

where, in the last integral, the measure dσ is a “Lebesgue measure” on P,
that we shall explain later.

A good basis of operators acting on Φ can be obtained by mimicking the
operators aεn of TΦ. Here we have a set of infinitesimal operators daεt acting
on the copy t of C2 by

da×t Ω = dtΩ and da×t dχt = 0,

da+
t Ω = dχt and da+

t dχt = 0,

da−t Ω = 0 and da−t dχt = dtΩ,

da◦t Ω = 0 and da◦t dχt = dχt.

In the basis dχσ, this means

da×t dχσ = dχσ dt 1lt6∈σ
da+
t dχσ = dχσ∪{t} 1lt6∈σ

da−t dχσ = dχσ\{t} dt 1lt∈σ
da◦t dχσ = dχσ 1lt∈σ.

3.2 The Guichardet space

We now describe a setting in which the above heuristic discussion is made
rigorous.

Notations

Let P denote the set of finite subsets of IR+. That is, P = ∪nPn where P0 =
{∅} and Pn is the set of n elements subsets of IR+, n ≥ 1. By ordering elements
of a σ = {t1, t2 . . . tn} ∈ Pn we identify Pn with Σn = {0 < t1 < t2 < · · · <
tn} ⊂ (IR+)n. This way Pn inherits the measured space structure of (IR+)n.
By putting the Dirac measure δ∅ on P0, we define a σ-finite measured space
structure on P (which coincides with the n-dimensional Lebesgue measure on
each Pn) whose only atom is {∅}. The elements of P are denoted with small
greek letters σ, ω, τ, . . . the associated measure is denoted dσ, dω, dτ . . . (with
in mind that σ = {t1 < t2 < · · · < tn} and dσ = dt1dt2 · · · dtn).

The space L2(P) defined this way is naturally isomorphic to the symmetric
Fock space Φ = Γs(L2(IR+)). Indeed, L2(P) =

⊕
n L

2(Pn) is isomorphic to⊕
n L

2(Σn) (with Σ0 = {∅}) that is Φ by identifying the space L2(Σn) to the
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space of symmetric functions in L2((IR+)n). In order to be really clear, the
isomorphism between Φ and L2(P) can be explicitly written as:

V : Φ −→ L2(P)
f 7−→ V f

where f =
∑
n fn and

[V f ](σ) =

{
f0 if σ = ∅
fn(t1 . . . tn) if σ = {t1 < · · · < tn}.

Let us fix some notations on P. If σ 6= ∅ we put ∨σ = maxσ, σ− = σ\{∨σ}.
If t ∈ σ then σ \ t denotes σ \ {t}. If {t 6∈ σ} then σ ∪ t denotes σ ∪ {t}. If
0 ≤ s ≤ t then

σs) = σ ∩ [0, s[
σ(s,t) = σ∩]s, t[
σ(t = σ∩]t,+∞[ .

We also put

1lσ≤t =

{
1 if σ ⊂ [0, t]
0 otherwise.

If 0 ≤ s ≤ t then

Ps) = {σ ∈ P;σ ⊂ [0, s[}
P(s,t) = {σ ∈ P;σ ⊂]s, t[}
P(t = {σ ∈ P;σ ⊂]t,+∞[} .

Finally, #σ denotes the cardinal of σ.
If we put Φt] = Γs(L2([0, t])), Φ[t = Γs(L2([t,+∞[) and so on ... we clearly

have

Φs] ' L2(Ps))
Φ[s,t] ' L2(P(s,t))

Φ[t ' L2(P(t) .

In the following we make several identifications:
• Φ is not distinguished from L2(P) (and the same holds for Φs] and

L2(Ps)), etc...)
• L2(Ps)), L2(P(s,t)) and L2(P(t) are seen as subspaces of L2(P): the

subspace of f ∈ L2(P) such that f(σ) = 0 for all σ such that σ 6⊂ [0, s]
(resp. σ 6⊂ [s, t], resp. σ 6⊂ [t,+∞[).

A particular family of elements of Φ is of great use: the space of coherent
vectors. For every h ∈ L2(IR+), consider the element ε(h) of Φ defined by
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[ε(h)](σ) =
∏
s∈σ

h(s)

with the convention that the empty product is equal to 1. They satisfy the
relation

〈ε(h) , ε(k)〉 = e〈h , k〉.

The linear space E generated by these vectors is dense in Φ and any finite
family of distinct coherent vectors is linearly free.

If M is any dense subset of L2(IR+) then E(M) denotes the linear space
spaned by the vectors ε(h) such that h ∈M. This forms a dense subspace of
Φ.

The vacuum element of Φ is the element Ω given by

Ω(σ) = 1lσ=∅.

The Σ
∫
-Lemma

The following lemma is a very important and useful combinatoric result that
we shall use quite often in the sequel.

Theorem 3.1 (Σ
∫
-Lemma). Let f be a measurable positive (resp. integrable)

function on P × P. Define a function g on P by

g(σ) =
∑
α⊂σ

f(α, σ \ α) .

Then g is measurable positive (resp. integrable) and∫
P
g(σ) dσ =

∫
P×P

f(α, β) dα dβ .

Proof. By density arguments one can restrict ourselves to the case where
f(α, β) = h(α)k(β) and where h = ε(u) and k = ε(v) are coherent vectors. In
this case one has∫

P×P
f(α, β) dα dβ =

∫
P
ε(u)(α) dα

∫
P
ε(v)(β) dβ

= e
R∞
0 u(s) dse

R∞
0 v(s) ds (take u, v ∈ L1 ∩ L2(IR+))

and∫
P

∑
α⊂σ

f(α, σ \ α) dσ =
∫
P

∑
α⊂σ

∏
s∈α

u(s)
∏
s∈σ\α

v(s) dσ

=
∫
P

∏
s∈σ

(u(s) + v(s)) dσ = e
R∞
0 u(s)+v(s) ds .
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In the same way as for the Toy Fock space we have a natural isomorphism
between Φ and Φt] ⊗ Φ[t.

Theorem 3.2. The mapping:

Φt] ⊗ Φ[t −→ Φ

f ⊗ g 7−→ h

where h(σ) = f(σt))g(σ(t) defines an isomorphism between Φt] ⊗ Φ[t and Φ.

Proof. ∫
P
|h(σ)|2 dσ =

∫
P
|f(σt))|2|g(σ(t)|2 dσ

=
∫
P

∑
α⊂σ

1lα⊂[0,t]1lσ\α⊂[t,+∞[|f(α)|2|g(σ \ α)|2 dσ

=
∫
P

∫
P

1lα⊂[0,t]1lβ⊂[t,+∞[|f(α)|2|g(β)|2 dα dβ

(by the Σ
∫

-Lemma)

=
∫
Pt)

|f(α)|2 dα
∫
P(t

|g(β)|2 dβ

= ‖f ⊗ g‖2.

3.3 Abstract Itô calculus on Fock space

We are now ready to define the main ingredients of our structure: several
differential and integral operators on the Fock space.

Projectors

For all t > 0 define the operator Pt from Φ to Φ by

[Ptf ](σ) = f(σ)1lσ⊂[0,t].

It is clear that Pt is the orthogonal projector from Φ onto Φt].
For t = 0 we define P0 by

[P0f ](σ) = f(∅)1lσ=∅

which is the orthogonal projection onto L2(P0) = C1l where 1l is the vacuum
of Φ: (1l(σ) = 1lσ=∅).
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Gradients

For all t ∈ IR+ and all f in Φ define the following function on P:

[Dtf ](σ) = f(σ ∪ t)1lσ⊂[0,t].

The first natural question is: for which f does Dtf lie in Φ = L2(P)?

Proposition 3.3. For all f ∈ Φ, we have∫ ∞

0

∫
P
|[Dtf ](σ)|2 dσ dt = ‖f‖2 − |f(∅)|2.

Proof. This is again an easy application of the Σ
∫

-Lemma:∫ ∞

0

∫
P
|f(σ ∪ t)|21lσ⊂[0,t] dσ dt

=
∫
P

∫
P
|f(α ∪ β)|21l#β=11lα⊂[0,∨β] dα dβ

=
∫
P

∑
α⊂σ

|f(α ∪ σ \ α)|21l#(σ\α)=11lα⊂[0,∨(σ\α)] dσ

=
∫
P\P0

∑
t∈σ

|f(σ)|21lσ\t⊂[0,t] dσ (this forces t to be ∨σ)

=
∫
P\P0

|f(σ)|2 dσ = ‖f‖2 − |f(∅)|2.

This proposition implies the following: for all f in Φ, for almost all t ∈ IR+

(the negligible set depends on f), the function Dtf belongs to L2(P). Hence
for all f in Φ, almost all t, Dtf is an element of Φ. Nevertheless, Dt is not
a well-defined operator from Φ to Φ. The only operators which can be well
defined are either

D : L2(P) −→ L2(P × IR+)

f 7−→
(
(σ, t) 7→ Dtf(σ)

)
which is a partial isometry; or the regularised operators Dh, for h ∈ L2(IR+):

[Dhf ](σ) =
∫ ∞

0

h(t)[Dtf ](σ) dt.

But, anyway, in this course we will treat the Dt’s as linear operators defined
on the whole of Φ. This, in general, poses no problem; one just has to be
careful in some particular situations.
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Integrals

A family (gt)t≥0 of elements of Φ is said to be an Itô integrable process if the
following holds:

i) f 7→ ‖gt‖ is measurable
ii) gt ∈ Φt] for all t

iii)
∫∞
0
‖gt‖2 dt <∞.

If g· = (gt)t≥0 is an Itô integrable process, define

[I(g·)](σ) =

{
0 if σ = ∅
g∨σ(σ−) if σ 6= ∅.

Proposition 3.4. For all Itô integrable process g· = (gt)t≥0 one has∫
P
|[I(g·)](σ)|2 dσ =

∫ ∞

0

‖gt‖2 dt <∞.

Proof. Another application of the Σ
∫

-Lemma (Exercise).

Hence, for all Itô integrable process g· = (gt)t≥0, the function I(g·) defines
an element of Φ, the Itô integral of the process g·.

Recall the operator D : L2(P) → L2(P × IR+) from last subsection.

Proposition 3.5.
I = D∗.

Proof.

〈f, I(g·)〉 =
∫
P\P0

f(σ)g∨σ(σ−) dσ

=
∫ ∞

0

∫
P
f(σ ∪ t)gt(σ)1lσ⊂[0,t] dσ dt (Σ

∫
-Lemma)

=
∫ ∞

0

∫
P

[Dtf ](σ)gt(σ) dσ dt

=
∫ ∞

0

〈Dtf, gt〉 dt.

The abstract Itô integral is a true integral

We are going to see that the Itô integral defined above can be interpreted as
a true integral

∫∞
0
gt dχt with respect to some particular family (χt)t≥0 in Φ.

For all t ∈ IR+, define the element χt of Φ by{
χt(σ) = 0 if #σ 6= 1
χt(s) = 1l[0,t](s).



Quantum noises 23

This family of elements of Φ has some very particular properties. The main
one is the following: not only does χt belong to Φt] for all t ∈ IR+, but also
χt − χs belongs to Φ[s,t] for all s ≤ t ( this is very easy to check from the
definition). We will see later that, in some sense, (χt)t≥0 is the only process
to satisfy this property.

Let us take an Itô integrable process (gt)t≥0 which is simple, that is, con-
stant on intervals:

gt =
∑
i

gti1l[ti,ti+1[(t).

Define
∫∞
0
gtdχt to be

∑
i gti ⊗ (χti+1 −χti) (recall that gti ∈ Φti] and χti+1 −

χti ∈ Φ[ti,ti+1] ⊂ Φ(ti). We have[∫ ∞

0

gt dχt

]
(σ) =

∑
i

[gti ⊗ (χti+1 − χti)](σ)

=
∑
i

gti(σti))(χti+1 − χti)(σ(ti)

=
∑
i

gti(σti))1l#σ(ti
=11l∨σ(ti

∈]ti,ti+1]

=
∑
i

gti(σti))1lσ−⊂[0,ti]1l∨σ∈]ti,ti+1]

=
∑
i

gti(σ−)1l∨σ∈]ti,ti+1]

=
∑
i

g∨σ(σ−)1l∨σ∈]ti,ti+1]

= g∨σ(σ−).

Thus for simple Itô-integrable processes we have proved that

I(g·) =
∫ ∞

0

gt dχt. (8)

But because of the isometry formula of Proposition 3.4 we have

||I(g·)||2 =
∣∣∣∣∣∣∣∣∫ ∞

0

gt dχt

∣∣∣∣∣∣∣∣2 =
∫ ∞

0

‖gt‖2 dt.

So one can pass to the limit from simple Itô integrable processes to Itô inte-
grable processes in general and extend the definition of this integral

∫∞
0
gt dχt.

As a result, (8) holds for every Itô integrable process (gt)t≥0. So from now on
we will denote the Itô integral by∫ ∞

0

gt dχt.



24 Stéphane ATTAL

Fock space predictable representation property

If f belongs to Φ, Proposition 3.3 shows that (Dtf)t≥0 is an Itô integrable
process. Let us compute

∫∞
0
Dtf dχt:[∫ ∞

0

Dtf dχt

]
(σ) =

{
0 if σ = ∅
[D∨σf ](σ−) otherwise

=

{
0 if σ = ∅
f(σ − ∪∨σ)1lσ−⊂[0,∨σ] otherwise

=

{
0 if σ = ∅
f(σ) otherwise

= f(σ)− [P0f ](σ).

This computation together with Propositions 3.3 and 3.4 give the following
fundamental result.

Theorem 3.6 (Fock space predictable representation property). For
every f ∈ Φ we have the representation

f = P0f +
∫ ∞

0

Dtf dχt (9)

and
‖f‖2 = |P0f |2 +

∫ ∞

0

‖Dtf‖2 dt. (10)

The representation (9) of f as a sum of a constant and an Itô integral is
unique.

The norm identity (10) polarizes as follows

〈f, g〉 = P0fP0g +
∫ ∞

0

〈Dtf,Dtg〉 dt

for all f, g ∈ Φ.

Proof. The only point remaining to be proved is the uniqueness property. If
f = c +

∫∞
0
gt dχt then P0f = P0c + P0

∫∞
0
gt dχt = c. Hence

∫∞
0
gt dχt =∫∞

0
Dtf dχt that is,

∫∞
0

(gt−Dtf) dχt = 0. This implies
∫∞
0
‖gt−Dtf‖2 dt = 0

thus the result.

Fock space chaotic expansion property

Let h1 be an element of L2(IR+) = L2(P1), we can define∫ ∞

0

h1(t)Ω dχt
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which we shall simply denote by
∫∞
0
h1(t) dχt. Note that the element f of Φ

that we obtain this way is given by

f(σ) =

{
0 if #σ 6= 1
h1(s) if σ = {s}.

That is, we construct this way all the elements of the first particle space of Φ.
For h2∈L2(P2) we want to define∫

0≤s1≤s2
h2(s1, s2) dχs1 dχs2

where we again omit to Ω-symbol. This can be done in two ways:
• either by starting with simple h2’s and defining the iterated integral

above as being ∑
sj

∑
ti≤sj

h2(ti, sj)(χti+1 − χti)(χsj+1 − χsj ).

One proves easily (exercise) that the norm2 of the expression above is exactly∫
0≤s1≤s2

|h2(s1, s2)|2 ds1 ds2;

so one can pass to the limit in order to define
∫
0≤s1≤s2 h2(s1, s2) dχs1 dχs2

for any h2 ∈ L2(P2).
• or one says that g =

∫
0≤s1≤s2 h2(s1, s2) dχs1 dχs2 is the only g ∈ Φ such

that the continuous linear form

λ : Φ −→ C

f 7−→
∫

0≤s1≤s2
f({s1, s2})h2(s1, s2) ds1 ds2

is of the form λ(f) = 〈f, g〉.
The two definitions coincide (exercise). The element of Φ which is formed

this way is just the element of the second particle space associated to the
function h2.

In the same way, for hn ∈ L2(Pn) one defines∫
0≤s1≤···≤sn

hn(s1 . . . sn) dχs1 · · · dχsn
.

We get〈∫
0≤s1≤···≤sn

hn(s1 . . . sn) dχs1 . . . dχsn
,∫

0≤s1≤···≤sm

km(s1 . . . sm) dχs1 · · · dχsm

〉
= δn,m

∫
0≤s1≤···≤sn

hn(s1 . . . sn)kn(s1 . . . sn) ds1 · · · dsn
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For f ∈ L2(P) we define∫
P
f(σ) dχσ = f(∅)1l +

∑
n

∫
0≤s1≤···≤sn

f({s1 . . . sn}) dχs1 · · · dχsn .

Theorem 3.7 (Fock space chaotic representation property). For all
f ∈ Φ we have

f =
∫
P
f(σ) dχσ.

Proof. For g ∈ Φ we have by definition〈
g,

∫
P
f(σ) dχσ

〉
= g(∅)f(∅) +

∑
n

∫
0≤s1≤···≤sn

g({sn . . . sn})f({sn . . . sn}) ds1 · · · dsn

= 〈g, f〉.

(Details are left to the reader).

(χt)t≥0 is the only independent increment curve in Φ

We have seen that (χt)t≥0 is a family in Φ satisfying

i) χt ∈ Φt] for all t ∈ IR+;
ii) χt − χs ∈ Φ[s,t] for all 0 ≤ s ≤ t.
These properties where fundamental ingredients for defining our Itô in-

tegral. We can naturally wonder if there are any other families (Yt)t≥0 in Φ
satisfying these two properties?

If one takes a(·) to be a function on IR+, and h ∈ L2(IR+) then Yt = a(t)1l+∫ t
0
h(s) dχs clearly satisfies i) and ii). But clearly, apart from multiplying every

terms by a scalar factor, these families (Yt)t≥0 do not change the notions of
Itô integrals. The claim now is that the above families (Yt)t≥0 are the only
possible ones.

Theorem 3.8. If (Yt)t≥0 is a vector process on Φ satisfying i) and ii) then
there exist a : IR+ → C and h ∈ L2(IR+) such that

Yt = a(t)1l +
∫ t

0

h(s) dχs.

Proof. Let a(t) = P0Yt. Then Ỹt = Yt−a(t)1l, t ∈ IR+, satisfies i) and ii) with
Ỹ0 = 0 (for Y0 = P0Y0 = P0(Yt − Y0) + P0Y0 = P0Yt). We can now drop the
∼ symbol and assume Y0 = 0. Now note that PsYt = PsYs + Ps(Yt − Ys) =
PsYs = Ys. This implies easily (exercise) that the chaotic expansion of Yt is
of the form:
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Yt =
∫
P

1lPt)(σ)y(σ) dχσ .

If #σ ≥ 2, for example σ = {t1 < t2 < · · · < tn}, let s < t be such that
t1 < s < tn < t. Then

(Yt − Ys)(σ) = 0 for Yt − Ys ∈ Φ[s,t] and σ 6⊂ [s, t] .

Furthermore
Ys(σ) = PsYs(σ) = 1lσ⊂[0,s]Ys(σ) = 0 .

Thus Yt(σ) = 0, for any σ ∈ P with #σ ≥ 2, any t ∈ IR+. This means that
Yt =

∫ t
0
y(s) dχs .

Higher multiplicities

When considering the Fock space Γs(L2(IR+;Cn)) or Γs(L2(IR+;G)) for some
separable Hilbert space G, we speak of Fock space with multiplicity n or
infinite multiplicity.

The Guichardet space is then associated to the the set Pn of finite subsets
of P but whose elements are given a label, a color, in {1, . . . , n}. This is
also equivalent to giving oneself a family of n disjoint subsets of IR+: σ =
(σ1, . . . , σn). The norm on that Fock space is then

||f ||2 =
∫
Pn

|f(σ)|2 dσ

with obvious notations.

The universal curve (χt)t≥0 is replaced by a family (χit)t≥0 defined by

χit(σ) =

{
1l[0,t](s) if σj = ∅ for all j 6= i and σi = {s}
0 otherwise.

The Fock space predictable representation is now of the form

f = P0f +
∑
i

∫ ∞

0

Di
sf dχ

i
s

with
||f ||2 = |P0f |2 +

∑
i

∫ ∞

0

∣∣∣∣Di
sf
∣∣∣∣2 ds

and
[Di

sf ](σ) = f(σ ∪ {s}i)1lσ⊂[0,s]

with the notation {s}i = (∅, . . . , ∅, {s}, ∅, . . . , ∅) ∈ Pn.
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The quantum noises are aij(t), labelled by i, j = 0, 1, . . . , n, with the formal
table

da0
0(t) 1l = dt1l

da0
0(t) dχ

k
t = 0

da0
i (t) 1l = dχit

da0
i (t) dχ

k
t = 0

dai0(t) 1l = 0

dai0(t) dχ
k
t = δki dt1l

daij(t) 1l = 0

daij(t) dχ
k
t = δki dχ

j
t .

3.4 Probabilistic interpretations of Fock space

In this section we present the general theory of probabilistic interpretations
of Fock space. This section is not really necessary to understand the rest of
the course, but the ideas coming from these notions underly the whole work.

This section needs some knowledge in the basic elements of stochastic
processes, martingales and stochastic integrals. Some of that material can be
found in L. Rey-Bellet’s first course in this volume.

Chaotic expansions

We consider a martingale (xt)t≥0 on a probability space (Ω,F , P ). We take
(Ft)t≥0 to be the natural filtration of (xt)t≥0 (the filtration is made complete
and right continuous) and we suppose that F = F∞ = ∨t≥0Ft. Such a mar-
tingale is called normal if (x2

t − t)t≥0 is still a martingale for (Ft)t≥0. This
is equivalent to saying that 〈x, x〉t = t for all t ≥ 0, where 〈· , · 〉 denotes the
probabilistic angle bracket.

A normal martingale is said to satisfy the predictable representation prop-
erty if all f ∈ L2(Ω,F , P ) can be written as a stochastic integral

f = IE[f ] +
∫ ∞

0

hs dxs

for a (Ft)t≥0-predictable process (ht)t ≥ 0. Recall that

IE[|f |2] = |IE[f ]|2 +
∫ ∞

0

IE[|hs|2] ds
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that is, in the L2(Ω)-norm notation:

‖f‖2 = |IE[f ]|2 +
∫ ∞

0

‖hs‖2 ds .

Recall that if fn is a function in L2(Σn), where Σn = {0 ≤ t1 < t2 < · · · <
tn ∈ IRn} ⊂ (IR+)n is equipped with the restriction of the n-dimensional
Lebesgue measure, one can define an element In(fn) ∈ L2(Ω) by

In(fn) =
∫
Σn

fn(t1 . . . tn) dxt1 · · · dxtn

which is defined, with the help of the Itô isometry formula, as an iterated
stochastic integral satisfying

‖In(fn)‖2 =
∫
Σn

|fn(t1 . . . tn)|2 dt1 · · · dtn .

It is also important to recall that

〈In(fn), Im(fm)〉 = 0 if n 6= m .

The chaotic space of (xt)t≥0, denoted CS(x), is the sub-Hilbert space of
L2(Ω) made of the random variables f ∈ L2(Ω) which can be written as

f = IE[f ] +
∞∑
n=1

∫
Σn

fn(t1 . . . tn) dxt1 · · · dxtn (11)

for some fn ∈ L2(Σn), n ∈ IN∗, such that

‖f‖2 = |IE[f ]|2 +
∞∑
n=1

∫
Σn

|fn(t1 . . . tn)|2 dt1 · · · dtn <∞ .

When CS(x) is the whole of L2(Ω) one says that x satisfies the chaotic rep-
resentation property . The decomposition of f as in (11) is called the chaotic
expansion of f .

Note that the chaotic representation property implies the predictable rep-
resentation property for if f can be written as in (11) then, by putting ht to
be

ht = f1(t) +
∞∑
n=1

∫
Σn

1l[0, t](tn)fn+1(t1 . . . tn, t) dxt1 · · · dxtn

we have
f = IE[f ] +

∫ ∞

0

ht dxt .

The cases where (xt)t≥0 is the Brownian motion, the compensated Poisson
process or the Azéma martingale with coefficient β ∈ [−2, 0], are examples of
normal martingales which possess the chaotic representation property.
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Isomorphism with Φ

Let us consider a normal martingale (xt)t≥0 with the predictable representa-
tion property and its chaotic space CS(x) ⊂ L2(Ω,F , P ).

By identifying a function fn ∈ L2(Σn) with a symmetric function f̃n on
(IR+)n, one can identify L2(Σn) with L2

sym((IR+)n) = L2(IR+)�n (with the
correct symmetric norm: ‖f̃n‖2L2(IR+)�n = n!‖f̃n‖2L2(IR+)⊗n if one puts f̃n to
be 1

n! times the symmetric expansion of fn). It is now clear that CS(x) is
naturally isomorphic to the symmetric Fock space

Φ = Γ (L2(IR+)) =
∞⊕
n=0

L2(IR+)�n .

The isomorphism can be explicitly written as follows:

Ux : Φ −→ CS(x)
f 7−→ Uf

where f =
∑
n fn with fn ∈ L2(IR+)�n, n ∈ IN , and

Uxf = f0 +
∞∑
n=1

n!
∫ t

0

fn(t1 . . . tn) dxt1 · · · dxtn .

If f = IE[f ] +
∑∞
n=1

∫ t
0
fn(t1 . . . tn) dxt1 · · · dxtn is an element of CS(x), then

U−1
x f =

∑
n gn with g0 = IE[f ] and gn = 1

n!fn symmetrized.
These isomorphisms are called the probabilistic interpretations of Φ. One

may speak of Brownian interpretation, or Poisson interpretation ...

Structure equations

If (xt)t≥0 is a normal martingale, with the predictable representation property
and if xt belongs to L4(Ω), for all t, then ([x, x]t − 〈x, x〉t)t≥0 is a L2(Ω)-
martingale; so by the predictable representation property there exists a pre-
dictable process (ψt)t≥0 such that

[x, x]t − 〈x, x〉t =
∫ t

0

ψs dxs

that is,

[x, x]t = t+
∫ t

0

ψs dxs

or else
d[x, x]t = dt+ ψt dxt . (12)
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This equation is called a structure equation for (xt)t≥0. One has to be
careful that, in general, there can be many structure equations describing the
same solution (xt)t≥0; there also can be several solutions (in law) to some
structure equations.

What can be proved is the following:
• when ψt ≡ 0 for all t then the only solution (in law) of (12) is the

Brownian motion;
• when ψt ≡ c for all t then the only solution (in law) of (12) is the

compensated Poisson process with intensity 1/c2;
• when ψt = βxt− for all t, then the only solution (in law) of (12) is the

Azéma martingale with parameter β.

The importance of structure equations appears when one considers prod-
ucts within two different probabilistic interpretations. For exemple, let f , g
be two elements of Φ and let Uwf and Uwg be their image in the Brownian
motion interpretation (wt)t ≥ 0. That is, Uwf and Uwg are random variables
in the canonical space L2(Ω) of the Brownian motion. They admit a natural
product, as random variables: Uwf ·Uwg. If the resulting random variable is
still an element of L2(Ω) (for example if f and g are coherent vectors) then
we can pull back the resulting random variable to the space Φ:

U−1
w (Uwf ·Uwg).

This operation defines an associative product on Φ:

f ∗w g = U−1
w (Uwf ·Uwg)

called the Wiener product.
We could have done the same operations with the Poisson interpretation:

f ∗p g = U−1
p (Upf ·Upg),

this gives the Poisson product on Φ. One can also define an Azéma product.
The point is that one always obtains different products on Φ when con-

sidering different probabilistic interpetations. This comes frome the fact that
all probabilistic interpretations of Φ have the same angle bracket 〈x, x〉t = t

but not the same square bracket: [x, x]t = t+
∫ t
0
ψs dxs. The product of two

random variables makes use of the square bracket: if f = IE[f ] +
∫∞
0
hs dxs

and g = IE[g] +
∫∞
0
ks dxs, if fs = IE[f |Fs] and gs = IE[g|Fs] for all s ≥ 0

then

fg = IE[f ]IE[g] +
∫ ∞

0

fsks dxs +
∫ ∞

0

gshs dxs +
∫ ∞

0

hsksd[x, x]s

= IE[f ]IE[g] +
∫ ∞

0

fsks dxs +
∫ ∞

0

gshs dxs +
∫ ∞

0

hsksds+

+
∫ ∞

0

hsksψs dxs .
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For example if one takes the element χt of Φ, we have

Uwχt =
∫ ∞

0

1l[0,t](s) dws = wt the Brownian motion itself (13)

and
(14)

Upχt =
∫ ∞

0

1l[0,t](s) dxs = xt the compensated Poisson process itself.

(15)

So, as w2
t = 2

∫ t
0
ws dws + t and x2

t = 2
∫ t
0
xs dxs + t+ xt, we have

χt ∗w χt = t+ 2
∫ t

0

χs dχs (16)

and

χt ∗p χt = t+ 2
∫ t

0

χs dχs + χt. (17)

We get two different elements of Φ.

Probabilistic interpretations of the abstract Itô calculus

Let (Ω,F, (Ft)t ≥ 0, P, (xt)t≥0) be a probabilistic interpretation of the Fock
space Φ. Via the isomorphism described above, the space Φt] interprets as
the space of f ∈ CS(x·) whose chaotic expansion contains only functions
with support included in [0, t]; that is, the space CS(x)∩L2(Ft). So when the
chaotic expansion property holds we have Φt] ' L2(Ft) and thus Pt is nothing
but IE[· |Ft] (the conditional expectation) when interpreted in L2(Ω).

The process (χt)t≥0 interprets as a process of random variables whose
chaotic expansion is given by

χt =
∫ ∞

0

1l[0,t](s) dxs = xt.

So, in any probabilistic interpretation (χt)t≥0 becomes the noise (xt)t≥0 it-
self (Brownian motion, compensated Poisson process, Azéma martingale,. . .).
(χt)t≥0 is the “universal” noise, seen in the Fock space Φ.

As we have proved that the Itô integral I(g·) on Φ is the L2-limit of the
Riemann sums

∑
i gti(χti+1 − χti), it is clear that in L2(Ω), the Itô integral

interprets as the usual Itô integral with respect to (xt)t≥0.
One remark is necessary here. When one writes the approximation of the

Itô integral
∫∞
0
gs dxs as

∑
i gti(xti+1−xti) there appear products (gti · (xti+1−

xti)), so this notion seems to depend on the probabilistic interpretation of Φ.
The point in that the product gti · (xti+1 −sti) is not really a product. By this
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we mean that the Itô formula for this product does not involve any bracket
term:

gti(xti+1 − xti) =
∫ ti+1

ti

gti dxs

so it gives rise to the same formula whatever is the probabilistic interpretation
(xt)t≥0. Only is involved the tensor product structure: Φ ' Φti] ⊗ Φ[ti ; the
product gti(xti+1 − xti) is only a tensor product gti ⊗ (xti+1 − xti) in this
structure. This tensor product structure is common to all the probabilistic
interpretations.

We have seen that
∫∞
0
gt dχt interprets as the usual Itô integral

∫∞
0
gt dχt

in any probabilistic interpretation (xt)t≥0. Thus the representation

f = P0f +
∫ ∞

0

Dsf dχx

of Theorem 3.6 is just a Fock space expression of the predictable representation
property. The process (Dtf)t≥0 is then interpreted as the predictable process
that represents f in his predictable representation.

4 Quantum stochastic calculus

We now leave the probabilistic intepretations of the Fock space and we enter
into the theory of quantum noises itself, with its associated theory of integra-
tion.

4.1 An heuristic approach to quantum noise

Adaptedness

When trying to define “quantum stochastic integrals” of operators on Φ, mim-
icking integral representations such as in the Toy Fock space, we have to
consider integrals of the form ∫ t

0

Hs dMs

where (Ht)t≥0 and (Mt)t≥0 are families of operators on Φ.
The first natural idea is to consider approximations of the above by Rie-

mann sums: ∑
i

Hti

(
Mti+1 −Mti

)
,

but, immediatly, this kind of definition faces two difficulties:
i) The operators we are going to consider are not in general bounded and

therefore the above sum may lead us to serious domain problems.
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ii) The operators we consider Hs, Ms need not commute in general and
we can naturally wonder why we should not give the preference to sums like∑

i

(
Mti+1 −Mti

)
Hti ,

or even more complicated forms.
This means that, at this stage of the theory, we have to make concessions:

we cannot integrate any operator process with respect to any operator process.
But this should not be a surprise, already in the classical theory of stochastic
calculus one can only integrate predictable processes against semimartingales.

The first step in this integration theory consists is obtained by applying,
at the operator level, a construction similar to the one of the Itô integral on
Φ with respect to (χt)t≥0. Indeed, recall the decomposition of the Fock space
Φ:

Φ = Φs] ⊗ Φ[s,t] ⊗ Φ[t

for all s ≤ t.
If there exist operator families (Xt)t≥0 on Φ with the property thatXt−Xs

acts on Φs] ⊗ Φ[s,t] ⊗ Φ[t as I ⊗Ks,t ⊗ I and if we consider operator families
(Ht)t≥0 such that Ht is of the form Ht ⊗ I on Φt] ⊗ Φ[t then the Riemann
sums ∑

i

Hti

(
Xti+1 −Xti

)
are well-defined and unambiguous for the products

Hti

(
Xti+1 −Xti

)
are not true compositions of operators anymore but just tensor products (just
like for vectors in the Itô integral):

(Hti ⊗ I)
(
I ⊗

(
Xti+1 −Xti

)
⊗ I
)

= Hti ⊗
(
Xti+1 −Xti

)
.

In particular, there are no more domain problem added by the composition
of operators, no more commutation problem.

Families of operators of the formHt⊗I on Φt]⊗Φ[t are obvious to construct.
They are called adapted processes of operators. The true definition of adapted
processes of operators, in the case of unbounded operators, are actually not
that simple. They are exactly what is stated above, in the spirit, but this
requires a more careful definition. We do not develop these refinements in this
course (see [9]).

The existence of non-trivial operator families (Xt)t≥0 on Φ with the prop-
erty that Xt −Xs acts on Φs] ⊗ Φ[s,t] ⊗ Φ[t as I ⊗Ks,t ⊗ I for all s ≤ t is not
so clear.
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The three quantum noises: heuristics

We call “quantum noise” any processes of operators on Φ, say (Xt)t≥0, such
that, for all ti ≤ ti+1, the operator Xti+1 − Xti acts as I ⊗ k ⊗ I on Φti] ⊗
Φ[ti,ti+1] ⊗ Φ[ti+1 .

Let us consider the operator dXt = Xt+dt−Xt. It acts only on Φ[t,t+dt]. The
chaotic representation property of Fock space (Theorem 3.7) shows that this
part of the Fock space is generated by the vacuum 1l and by dχt = χt+dt−χt.
Hence dXt is determined by its value on 1l and on dχt. These values have to
remain in Φ[t,t+dt] and to be integrators also, that is dχt or dt1l (denoted dt).
As a consequence the only irreducible noises are given by

dχt 1l

da◦t dχt 0

da−t dt 0

da+
t 0 dχt

da×t 0 dt

These are four noises and not three as announced, but we shall see later
that da×t is just dtI.

The three quantum noises: serious business

Recall the definitions of creation, annihilation and differential second quanti-
zation operators on Φ. For any h ∈ L2(IR+), any operator H on L2(IR+) and
any symmetric tensor product u1 ◦ . . . ◦ un in Φ we put

a+(h)u1 ◦ . . . ◦ un = h ◦ u1 ◦ . . . ◦ un

a−(h)u1 ◦ . . . ◦ un =
n∑
i=1

<h , ui>u1 ◦ . . . ◦ ûi ◦ . . . ◦ un

Λ(H)u1 ◦ . . . ◦ un =
n∑
i=1

u1 ◦ . . . ◦Hui ◦ . . . ◦ un.

In the case where H = Mh is the multiplication operator by h we write a◦(h)
for Λ(H).

An easy computation shows that a+(h), a−(h), a◦(h) are closable operators
whose domain contains E , the space of coherent vectors, and which satisfy

<ε(u) , a+(h)ε(v)> =
∫ ∞

0

u(s)h(s) ds< ε(u) , ε(v)>

<ε(u) , a−(h)ε(v)> =
∫ ∞

0

v(s)h(s) ds< ε(u) , ε(v)>

<ε(u) , a◦(h)ε(v)> =
∫ ∞

0

u(s)v(s)h(s) ds< ε(u) , ε(v)>.
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One can also easily obtain the above explicit formulas:[
a+(h)f

]
=
∑
s∈σ

h(s) f(σ \ s)

[
a−(h)f

]
=
∫ ∞

0

h(s) f(σ ∪ s) ds

[a◦(h)f ] =
∑
s∈σ

h(s) f(σ).

For any t ∈ IR+ and any ε = +,−, ◦ we put aε(ht]) = aε(h1l[0,t]). It is then
easy to check from the definitions that any operator process (Xt)t≥0 of the
form

Xt = a(t)I + a+(ft]) + a−(gt]) + a◦(kt])

is a quantum noise (in order to avoid domain problems we have to ask that
h, k belong to L2(IR+) and k belongs to L∞(IR+)).

The previous heuristical discussion seems to says that they should be the
only ones. This result is intuitively simple, but its proof is not so simple
(see [17]), we do not develop it here.

Theorem 4.1. A family of closable operators (Xt)t≥0 defined on E is a
quantum noise if and only if there exist a function a on IR+, functions
f, g ∈ L2(IR+) and a function k ∈ L∞(IR+) such that

Xt = a(t)I + a+(ft]) + a−(gt]) + a◦(kt])

for all t.

Putting aεt = aε(1l[0,t]), we can see that all the quantum noises are deter-
mined by the four processes (aεt )t≥0, for ε = +,−, ◦,× where we have put
a×t = tI.

It is with respect to these four operator processes that the quantum
stochastic integrals are defined.

4.2 Quantum stochastic integrals

Heuristic approach

Let us now formally consider a quantum stochastic integral

Tt =
∫ t

0

Hsda
ε
s

with respect to one of the four above noises. Let it act on a vector process

ft = Ptf =
∫ t

0

Dsf dχs (we omit the expectation P0f for the moment).



Quantum noises 37

The result is a process of vectors (Ttft)t≥0 in Φ. We claim that one can expect
the family (Ttft)t≥0 to satisfy an Itô-like integration by part formula:

d(Ttft) = Ttdft + (dTt)ft + (dTt)(dft)
= Tt(Dtf dχt) + (Htda

ε
t )ft + (Htda

ε
t )(Dtf dχt).

There are three reasons for that claim:
i) This is the continuous version of the quantum Itô formula obtained in

discrete time (Theorem 2.2).
ii) Quantum stochastic calculus contains in particular the classical one, it

should then satisfy the same kind of Itô integration by part formula.
ii) More convincing: if one considers an operator process (Ht)t≥0 which

is simple (i.e. constant by intervals) and a vector process (Dtf)t≥0 which is
simple too, then the integrated form of the above identity is exactly true
(Exercise for very motivated readers!).

In the tensor product structure Φ = Φt] ⊗ Φ[t this formula writes

d(Ttft) = (Tt ⊗ I)(Dtf ⊗ dχt) + (Ht ⊗ daεt )(ft ⊗ 1l) + (Ht ⊗ daεt )(Dtf ⊗ dχt),

that is,

d(Ttft) = TtDtft ⊗ dχt +Htft ⊗ daεt1l +HtDtf ⊗ daεt dχt. (18)

In the right hand side one sees three terms; the first one always remains and
is always the same. The other two depend on the heuristic table satisfied by
the quantum noises. Integrating (18) and using the quantum noise table one
gets

Ttft =
∫ t

0

TsDsf dχs +


∫ t
0
HsDsf dχs if ε = 0∫ t

0
HsPsf dχs if ε = +∫ t

0
HsDsf ds if ε = −∫ t

0
HsPsf ds if ε = ×.

(19)

A correct definition

We want to exploit formula (19) as a definition of the quantum stochastic
integrals Tt =

∫ t
0
Hsda

ε
s.

Let (Ht)t≥0 be an adapted process of operators on Φ, let (Tt)t≥0 be another
one. One says that (19) is meaningful for a given f ∈ Φ if

• Ptf ∈ DomTt;
• Dsf ∈ DomTs, s ≤ t and

∫ t
0
‖TsDsf‖2 ds <∞;

•


if ε = ◦, Dsf ∈ DomHs, s ≤ t and

∫ t
0
‖HsDsf‖2 ds <∞

if ε = +, Psf ∈ DomHs, s ≤ t and
∫ t
0
‖HsPsf‖2 ds <∞

if ε = −, Dsf ∈ DomHs, s ≤ t and
∫ t
0
‖HsDsf‖ ds <∞

if ε = ×, Psf ∈ DomHs, s ≤ t and
∫ t
0
‖HsPsf‖ ds <∞
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One says that (19) is true if the equality holds.

A subspace D ⊂ Φ is called an adapted domain if for all f ∈ D and all
(almost all) t ∈ IR+, one has

Ptf and Dtf ∈ D .

There are many examples of adapted domains. All the domains we shall meet
during this course are adapted:

• D = Φ itself is adapted;
• D = E is adapted; even more D = E(M) is adapted once 1l[0,t]M ⊂M

for all t.
• The space of finite particles Φf =

{
f ∈ L2(P); f(σ) = 0 for #σ > N ,

for some N ∈ IN
}

is adapted.
• All the Fock scales Φ(a) =

{
f ∈ L2(P);

∫
P a

#σ|f(σ)|2 dσ < ∞
}
, for

a ≥ 1, are adapted.
•Maassen’s space of test vectors:

{
f ∈ L2(P); f(σ) = 0 for #σ 6⊂ [0, T ],for

some T ∈ IR+, and |f(σ)| ≤ CM#σ for some C,M
}

is adapted.

The above equation (19) is the definition of the quantum stochastic inte-
grals that we shall follow and apply along this course. The definition is exactly
formulated as follows.

Let (Ht)t≥0 be an adapted process of operators defined on an adapted
domain D. One says that a process (Tt)t≥0 is the quantum stochastic integral

Tt =
∫ t

0

Hs da
ε
s

on the domain D, if (19) is meaningfull and true for all f ∈ D.

We now have to give at least one criterion for the existence of a solution
to equation (19). When considering the domain E there is a simple character-
ization.

Theorem 4.2. Let (Ht)t≥0 be an adapted process of operators defined on E.
If for every u ∈ L2(IR+) and every t ∈ IR+ we have

∫ t

0

|u(s)|2 ||Hsε(u)||2 ds <∞ if ε = ◦∫ t

0

||Hsε(u)||2 ds <∞ if ε = +∫ t

0

|u(s)| ||Hsε(u)|| ds <∞ if ε =∫ t

0

||Hsε(u)|| ds <∞ if ε = ×

is satisfied. Then the corresponding equation (19) for
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0

Hs da
ε
s

admits a unique solution on E which satisfies

<ε(u) ,
∫ t

0

Hs da
ε
s ε(v)> =



∫ t

0

u(s)v(s)<ε(u) , Hsε(v)>ds if ε = ◦∫ t

0

u(s)<ε(u) , Hsε(v)>ds if ε = +∫ t

0

v(s)<ε(u) , Hsε(v)>ds if ε = −∫ t

0

<ε(u) , Hsε(v)>ds if ε = ×.

(20)
Furthermore, any operator Tt which satisfies (20) for some (Ht)t≥0 is of the
form Tt =

∫ t
0
Hs da

ε
s in the sense of the definition (19).

Proof. Let (Ht)t≥0 be an adapted process satisfying the above condition for
some ε. We shall prove that (19) admits a unique solution by using a usual
Picard method. Let us write it for the case ε = ◦ and leave the three other
cases to the reader.

For u ∈ L2(IR+), one can easily check that Dtε(u) = u(t)ε(ut]) for almost
all t, where ut] means u1l[0,t]. This means that, in order to construct the desired
quantum stochastic integral on E , we have to solve the equation

Ttε(ut]) =
∫ t

0

u(s)Tsε(us]) dχs +
∫ t

0

u(s)Hsε(us]) dχs. (21)

Let xt = Ttε(ut]), t ≥ 0. We have to solve

xt =
∫ t

0

u(s)xs dχs +
∫ t

0

u(s)Hsε(us]) dχs.

Put x0
t =

∫ t
0
u(s)Hsε(us]) dχs and

xn+1
t =

∫ t

0

u(s)xns dχs +
∫ t

0

u(s)Hsε(us]) dχs.

Let y0
t = x0

t and yn+1
t = xn+1

t − xnt =
∫ t
0
u(s)yns dχs. We have
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‖yn+1
t ‖2 =

∫ t

0

|u(s)|2‖yns ‖2 ds

=
∫ t

0

∫ t2

0

|u(t1)|2|u(t2)|2‖yn−1
t1 ‖2 dt1 dt2

...

=
∫

0≤t1≤···≤tn≤t
|u(t1)|2 · · · |u(tn)|2‖y0

t1‖
2 dt1 · · · dtn

=
∫

0≤t1≤···≤tn≤t
|u(t1)|2 · · · |u(tn)|2

∫ t1

0

|u(s)|2‖Hsε(us])‖2 ds dt1 · · · dtn

≤
∫ t

0

|u(s)|2‖Hsε(us])‖2 ds

(∫ t
0
|u(s)|2 ds

)n
n!

.

From this estimate one easily sees that the sequences

xnt =
n∑
k=0

ykt , n ∈ IN, t ∈ IR+

are Cauchy sequences in Φ. Let us call xt = limn→+∞ xnt . One also easily sees,
from the same estimate, that∫ t

0

|u(s)|2‖xs‖2 ds <∞ for all t ∈ IR+.

Passing to the limit in equality (21), one gets

xt =
∫ t

0

u(s)xs dχs +
∫ t

0

u(s)Hsε(us]) dχs.

Define operators Tt on Φt] (more precisely on E∩Φt]) by putting Ttε(ut]) = xt.
We leave to the reader to check that this defines (by linear extension) an
operator on E ∩ Φt] (use the fact that any finite family of coherent vectors is
free). Extend the operator Tt to E by adaptedness:

Ttε(u) = Ttε(ut])⊗ ε(u[t).

We thus get a solution to (19). Uniqueness is easily obtained by Gronwall’s
lemma.

Let us now prove that this solution satisfies the announced identity. We
have

〈ε(vt]), Ttε(ut])〉 =
∫ t

0

v(s)u(s)〈ε(vt]), Tsε(ut])〉 ds

+
∫ t

0

v(s)u(s)〈ε(vs]),Hsε(us])〉 ds.
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Put αt = 〈ε(vt]), Ttε(ut])〉, t ∈ IR+. We have

αt =
∫ t

0

v(s)u(s)αs ds+
∫ t

0

v(s)u(s)〈ε(vs]),Hsε(us])〉 ds

that is,
d

dt
αt = v(t)u(t)αt + v(t)u(t)〈ε(vt]),Htε(ut])〉.

Or else

αt = e
R t
0 v(s)u(s) ds

∫ t

0

v(s)u(s)〈ε(vs]),Hsε(us])〉e−
R s
0 v(k)u(k) dk ds

=
∫ t

0

v(s)u(s)〈ε(vs]),Hsε(us])〉e−
R t

s
v(k)u(k) dk ds

=
∫ t

0

v(s)u(s)〈ε(vs]),Hsε(us])〉〈ε(v[s,t]), ε(u[s, t])〉 ds

=
∫ t

0

v(s)u(s)〈ε(vt]),Hsε(ut])〉 ds (by adaptedness).

The converse direction is easy to obtain by reversing the above arguments.

Let us now see how equation (19) can provide a solution on Φf , the space
of finite particles. We still only take the example Tt =

∫ t
0
Hs da

◦
s (the reader

may easily check the other three cases). The following computation are only
made algebraically, without taking much care about integrability or domain
problems. We have the equation

Ttft =
∫ t

0

TsDsf dχs +
∫ t

0

HsDsf dχs.

Let f = 1l. This implies (as Dt1l = 0 for all t)

Tt1l = 0 .

Let f =
∫∞
0
f1(s) dχs for f1 ∈ L2(Σ1). We have

Ttft =
∫ t

0

Tsf1(s)1l dχs +
∫ t

0

Hsf1(s)1l dχs

= 0 +
∫ t

0

f1(s)Hs1l dχs.

Let f =
∫
0≤t1≤t2 f2(t1, t2) dχt1 dχt2 for f2 ∈ L2(Σ2). We have

Ttft =
∫ t

0

Ts

∫ s

0

f2(t1, s) dχt1 dχs +
∫ t

0

Hs

∫ s

0

f2(t1, s) dχt1 dχs

=
∫ t

0

∫ s

0

f2(u, s)Hu1l dχu dχs +
∫ t

0

Hs

∫ s

0

f2(u, s) dχu dχs.
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This way, one sees that, by induction on the chaoses, one can derive the action
of Tt on Φf .

Let us now give the formulas for the formal adjoint of a quantum stochastic
integral. We do not discuss here the very difficult problem of the domain of
the adjoint of a quantum stochastic integral and the fact that it is a quantum
stochastic integral or not. In the case of the domain E the reader may easily
derive conditions for this adjoint to exist on E .

(∫ ∞

0

Hs da
◦
s

)∗
=
∫ ∞

0

H∗
s da

◦
s(∫ ∞

0

Hs da
+
s

)∗
=
∫ ∞

0

H∗
s da

−

(∫ ∞

0

Hs da
−
s

)∗
=
∫ ∞

0

H∗
s da

+
s(∫ ∞

0

Hs da
×
s

)∗
=
∫ ∞

0

H∗
s da

×
s

We now have a useful theorem which often helps to extend the domain of
a quantum stochastic integral when it is already defined on E .

Theorem 4.3 (Extension theorem). If (Tt)t≥0 is an adapted process of
operators on Φ which admits an integral representation on E and such that
the adjoint process (T ∗t )t≥0 admits an integral representation on E. Then the
integral representations of (Tt)t≥0 and (T ∗t )t≥0 can be extended everywhere
equation (19) is meaningful.

Before proving this theorem, we shall maybe be clear about what it exactly
means. The hypotheses are that:

• Tf =
∫ t
0
H◦
s da

◦
s +

∫ t
0
H+
s da+

s +
∫ t
0
H−
s da−s +

∫ t
0
H×
s da×s on E . This in

particular means that∫ t

0

|u(s)|2‖H◦
s ε(us])‖2 + ‖H+

s ε(us])‖2 + |u(s)| ‖H−
s ε(us])‖+ ‖H×

s ε(us])‖ ds

is finite for all t ∈ IR+, all u ∈ L2(IR+).
• The assumption on the adjoint simply means that∫ t

0

|u(s)|2‖H0∗
s ε(us])‖2 + ‖H−∗

s ε(us])‖2 + |u(s)| ‖H+∗
s ε(us])‖

+ ‖H×∗
s ε(us])‖ ds <∞

for all t ∈ IR+ and all u in L2(IR+).
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The conclusion is that for all f ∈ Φ, such that equation (19) is meaningful
(for (Tt)t≥0 or for (T ∗t )t≥0), then the equality (19) will be valid.

Let us take an example. Let Jtε(u) = ε(−ut]) ⊗ ε(u[t). It is an adapted
process of operators on Φ which is made of unitary operators, and J2

t = I.
We leave as an exercise to check the following points.

• The quantum stochastic integral Bt =
∫ t
0
Js da

−
s is well defined on E ,

the quantum stochastic integral B∗
t =

∫ t
0
Jsda

+
s is well defined on E and is the

adjoint of Bt (on E);

• We have Jt = I − 2
∫ t
0
Js da

◦
s;

• If Xt = −2
∫ t
0
Xs da

◦
s then Xt ≡ 0 for all t.

• Altogether this gives

BtJt + JtBt = 0 ;

• We conclude that BtB∗
t +B∗

tBt = tI.
The last identity shows that Bt is a bounded operator with norm smaller

that
√
t.

Now, we know that, for all f ∈ E we have

Btft =
∫ t

0

BsDsf dχs +
∫ t

0

JsDsf ds. (22)

We know that the adjoint of Bt can be represented as a Quantum stochastic
integral on E . Hence the hypotheses of the Extension Theorem hold.

For which f ∈ Φ do we have all the terms of equation (19) being well
defined? The results above easily show that for all f ∈ Φ the quantities Btft,∫ t
0
BsDsf dχs,

∫ t
0
JsDsf ds are well defined. Hence the extension theorem

says that equation (19) is valid for all f ∈ Φ. The same holds for B∗
t . The

integral representation of (Bt)t≥0 (and (B∗
t )t≥0) is valid on all Φ.

Let us now prove the extension theorem.

Proof. Let f ∈ Φ be such that all the terms of equation (19) are meaningful.
Let (fn)n be a sequence in E which converges to f . Let g ∈ E . We have



44 Stéphane ATTAL∣∣∣〈g, Ttft − ∫ t

0

TsDsf dχs −
∫ t

0

H◦
sDsf dχs

−
∫ t

0

H+
s Psf dχs −

∫ t

0

H−
s Dsf ds−

∫ t

0

H×
s Psf ds〉

∣∣∣
≤ |〈g, TtPt(f − fn)〉|+

∣∣∣〈g,∫ t

0

TsDs(f − fn) dχs〉
∣∣∣

+
∣∣∣〈g,∫ t

0

H◦
sDs(f − fn) dχs〉

∣∣∣+ ∣∣∣〈g,∫ t

0

H×
s Ps(f − fn) ds〉

∣∣∣
+ |〈g,

∫ t

0

H−
s Ds(f − fn) ds〉|+ |〈g,

∫ t

0

H×
s Ps(f − fn) ds〉|

≤ ‖T ∗t g‖ ‖f − fn‖+
∫ t

0

|〈T ∗sDsg,Ds(f − fn)〉| ds

+
∫ t

0

|〈H◦∗
s Dsg,Ds(f − fn)〉| ds+

∫ t

0

|〈H+∗
s Dsg, Ps(f − fn)〉| ds

+
∫ t

0

|〈H−∗
s g,Ds(f − fn)〉| ds+

∫ t

0

|〈H×∗
s g, Ps(f − fn)〉| ds

≤
[
‖T ∗t g‖+

∫ t

0

‖T ∗sDsg‖2 ds+
∫ t

0

‖H◦∗
s Dsg‖2 ds+

∫ t

0

‖H+∗
s Dsg‖ ds

+
∫ t

0

‖H−∗
s g‖2 ds+

∫ t

0

‖H×∗
s g‖ ds

]
‖f − fn‖ .

The theorem is proved.

Quantum stochastic integrals satisfy a quantum Itô formula, that is, they
are stable under composition and the integral representation of the composi-
tion is given by a Itô-like integration by part formula.

The complete quantum Itô formula with correct domain assumptions is a
rather heavy theorem. We shall give a complete statement of it later on, but
for the moment we state under a form which is sufficient for many applications.

Let

Tt =
∫ t

0

Hs da
ε
s

and

St =
∫ t

0

Ks da
ν
s

be two quantum stochastic integral processes. Then, on any domain where
each term is well defined we have

TtSt =
∫ t

0

Ts dSs +
∫ t

0

dTs Ss +
∫ t

0

dTs dSs

in the sense
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TtSt =
∫ t

0

TsKs da
ν
s +

∫ t

0

HsSs da
ε
s +

∫ t

0

HsKs da
ε
sda

ν
s

where the quadratic terms daεsda
ν
s are given by the following Itô table:

da+ da− da◦ da×

da+ 0 0 0 0

da− da× 0 da− 0

da◦ da+ 0 da◦ 0

da× 0 0 0 0

This quantum Itô formula will be proved in section 5.1 in the case of quantum
stochastic integrals having the whole of Φ as a domain.

Maximal solution

This section is not necessary for the understanding of the rest of the course,
it is addressed to readers motivated by fine domain problems on quantum
stochastic integrals.

We have not yet discussed here the existence of solution to equation (19)
in full generality. That is, for a given adapted process of operators (Ht)t≥0

and a given ε ∈ {+,−, ◦,×} we consider the associated equation (19). We
then wonder

i) if there always exists a solution (Tt)t≥0;
ii) if the solution is always unique;
iii) on which maximal domain that solution is defined.

The complete answer to these three questions has been given in [9]. It is
a long and difficult result for which we need to completely revisit the whole
theory of quantum stochastic calculus and the notion of adaptedness. Here we
shall just give the main result.

For σ = {t1 < . . . < tn} ∈ P we put

Dσ = Dt1 . . . Dtn

with D∅ = I.
Consider the following operators on Φ
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[Λ◦t (H·)f ] (σ) =
∑
s∈σt]

[
HsDsDσ(s

f
]
(σs)

[
Λ+
t (H·)f

]
(σ) =

∑
s∈σt]

[
HsPsDσ(s

f
]
(σs)

[
Λ−t (H·)f

]
(σ) =

∫ t

0

[
HsDsDσ(s

f
]
(σs) ds[

Λ×t (H·)f
]
(σ) =

∫ t

0

[
HsPsDσ(s

f
]
(σs) ds

together with their maximal domain DomΛεt (H·), that is, the space of f ∈
Φ such that the above expression is well-defined and square integrable as a
function of σ.

We then have the following complete characterization (see [2]).

Theorem 4.4. For every adapted process (Ht)t≥0 of operators on Φ and every
ε ∈ {◦,+,−,×}, the following assertions are equivalent.

i) (Tt)t≥0 is a solution of the equation (19).
ii) (Tt)t≥0 is the restriction of Λεt (H·) to a stable subspace of DomΛεt (H·).

This result means that with the above formulas and above domains we
have

i) the explicit action of any quantum stochastic integral on any vector of
its domain

ii) the maximal domain of that operator
iii) the right to use equation (19) on that domain without restriction (every

term is well-defined).

4.3 Back to probabilistic interpretations

Multiplication operators

Consider a probabilistic interpretation (Ω,F , P, (xt)t≥0) of the Fock space,
which is described by a structure equation

d[x, x]t = dt+ ψt dxt.

The operator Mxt
on Φ of multiplication by xt (for this interpretation) is a

particular operator on Φ. It is adapted at time t. The process (Mxt)t≥0 is an
adapted process of operators on Φ. Can we represent this process as a sum of
quantum stochastic integrals?

If one denotes by Mψt
the operator of multiplication by ψt (for the (xt)t≥0-

product again) we have the following:



Quantum noises 47

Theorem 4.5.

Mxt
= a+

t + a−t +
∫ t

0

Mψt
da◦t .

Proof. Let us be clear about domains: the domain of Mxt
is exactly the space

of f ∈ Φ such that xt ·Uxf belongs to L2(Ω) (recall that Ux is the isomorphism
Ux : Φ→ L2(Ω)).

Let us now go to the proof of the theorem. We have

xtf =
∫ ∞

0

xs∧tDsf dxs +
∫ t

0

Psf dxs +
∫ t

0

Dsf ds+
∫ t

0

ψsDsf dxs

by the usual Itô formula. That is, on Φ

Mxtf =
∫ ∞

0

Mxs∧tDsf dχs +
∫ t

0

Psf dχs +
∫ t

0

Dsf ds+
∫ t

0

MψsDsf dχs

which is exactly equation (19) for the quantum stochastic process Xt = a+
t +

a−t +
∫ t
0
Mψt da

◦
t .

In particular we have obtained the following very important results.
• The multiplication operator by the Brownian motion is a+

t + a−t .
• The multiplication operator by compensated Poisson process is a+

t +
a−t + a◦t .

• The multiplication operator by the β-Azéma martingale is the unique
solution of

Xt = a+
t + a−t +

∫ t

0

βXs da
◦
s.

Once again, as in the discrete time setup, we have obtained in a single
structure, the Fock space Φ, a very simple way to represent many different
classical noises that have nothing to do together. Furthermore their represen-
tation is obtained by very simple combinations of the three quantum noises.
The three quantum noises appear as very natural (their form, together with
the process a×t , a kind of basis for local operator processes on the continuous
tensor product structure of Φ), and they constitute basic bricks from which
one can recover the main classical noises.

5 The algebra of regular quantum semimartingales

In this section we present several developments of the definitions of quantum
stochastic integrals. These developments make great use of the versatility of
our definitions, in particular the fact that quantum stochasitc integrals can a
priori be defined on any kind of domain.
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5.1 Everywhere defined quantum stochastic integrals

A true quantum Itô formula

With our definition of quantum stochastic integrals defined on any stable
domain, we may meet quantum stochastic integrals that are defined on the
whole of Φ. Let us recall a few facts. An adapted process of bounded operators
(Tt)t≥0 on Φ is said to have the integral representation

Tt =
∑

ε={0,+,−,×}

∫ t

0

Hε
s da

ε
s

on the whole of Φ if, for all f ∈ Φ one has∫ t

0

‖TsDsf‖2 + ‖H◦
sDsf‖2 + ‖H+

s Psf‖2 + ‖H−
s Dsf‖+ ‖H×

s Psf‖ ds <∞

for all t ∈ IR+ (the Hε
t are bounded operators) and

TtPtf =
∫ t

0

TsDsf dχs+
∫ t

0

H◦
sDsf dχs+

∫ t

0

H+
s Psf dχs+

∫ t

0

H−
s Dsf ds

+
∫ t

0

H×
s Psf ds.

If we have two such processes (St)t≥0 and (Tt)t≥0 one can compose them.
As announced previously with the quantum Itô formula, the resulting process
(StTt)t≥0 is also representable as a sum of quantum stochastic integrals on
the whole of Φ.

Theorem 5.1. If Tt =
∑
ε

∫ t
0
Hε
s daεs and St =

∑
ε

∫ t
0
Kε
s daεs are every-

where defined quantum stochastic integrals, then (StTt)t≥0 is everywhere rep-
resentable as a sum of quantum stochastic integrals:

StTt =
∫ t

0

(SsH◦
s +K◦

sTs +K◦
sH

◦
s ) da

◦
s +

∫ t

0

(SsH+
s +K+

s Ts +K◦
sH

+
s ) da+

s

+
∫ t

0

(SsH−
s +K−

s Ts +K−
s H

◦
s ) da

−
s +

∫ t

0

(SsH×
s +K×

s Ts +K−
s H

+
s ) da×s .

Before proving this theorem we will need the following preliminary result.

Lemma 5.2. Let gt =
∫ t
0
vs ds be an adapted process of vectors of Φ, with∫ t

0
‖vs‖ ds <∞ for all t. Let (St)t≥0 be as in Theorem 5.1. Then

Stgt =
∫ t

0

Ssvs ds+
∫ t

0

K+
s gs dχs +

∫ t

0

K×
s gs ds.
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Proof. As St is bounded we have (details are left to the reader)

Stgt = St

∫ t

0

vs ds =
∫ t

0

Stvs ds

=
∫ t

0

St(P0vs +
∫ s

0

Duvs dχu) ds

=
∫ t

0

StP0vs ds+
∫ t

0

[ ∫ s

0

SuDuvs dχu +
∫ s

0

K◦
uDuvs dχu

+
∫ s

0

K−
u Duvs ds+

∫ t

0

K+
u Pu

∫ s

0

Dvvs dχv dχu

+
∫ t

0

K×
u Pu

∫ s

0

Dvvs dχv du
]
ds

=
∫ t

0

StP0vs ds+
∫ t

0

[
Ss

∫ s

0

Duvs dχu +
∫ t

s

K+
u

∫ s

0

Dvvsdχv dχu

+
∫ t

s

K×
u

∫ s

0

Dvvs dχv du
]
ds

=
∫ t

0

Ssvs ds+
∫ t

0

∫ t

s

K+
u vs dχu ds+

∫ t

0

∫ t

s

K×
u vs du ds

=
∫ t

0

Ssvs ds+
∫ t

0

∫ u

0

K+
u vs ds dχu +

∫ t

0

∫ u

0

K×
u vs ds du

=
∫ t

0

Ssvs ds+
∫ t

0

K+
u

∫ u

0

vs ds dχu +
∫ t

0

K×
u

∫ u

0

vs ds du

=
∫ t

0

Ssvs ds+
∫ t

0

K+
u gu dχu +

∫ t

0

K×
u gu du.

This proves the Lemma.

We now prove the theorem.

Proof. We just compute the composition, using Lemma 5.2

Ttft =
∫ t

0

TsDsf dχs +
∫ t

0

H◦
sDsf dχs +

∫ t

0

H+
s Psf dχs

+
∫ t

0

H−
s Dsf ds+

∫ t

0

H×
s Psf ds.

Hence
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StTtft =
∫ t

0

Ss
[
TsDsf +H◦

sDsf +H+
s Psf

]
dχs

+
∫ t

0

K◦
s

[
TsDsf+H◦

sDsf+H+
s Psf

]
dχs +

∫ t

0

K−
s

[
TsDsf+H◦

sDsf+H+
s Psf

]
ds

+
∫ t

0

K+
s

[ ∫ s

0

TuDuf dχu +
∫ s

0

H◦
uDuf dχu +

∫ s

0

H+
u Puf dχu

]
dχs

+
∫ t

0

K×
s

[ ∫ s

0

TuDuf dχu +
∫ s

0

H◦
uDuf dχu +

∫ s

0

H+
u Puf dχu

]
du

+
∫ t

0

Ss
[
H−
s Dsf +H×

s Psf
]
ds+

∫ t

0

K+
s

[ ∫ s

0

H−
u Duf +

∫ s

0

H×
u Puf du

]
dχs

+
∫ t

0

K×
s

[ ∫ s

0

H−
u Duf +

∫ s

0

H×
u Puf du

]
ds

=
∫ t

0

SsTsDsf dχs +
∫ t

0

[
SsH

◦
s +K◦

sTs +K◦
sH

◦
s

]
Dsf dχs

+
∫ t

0

[
SsH

+
s +K+

s Ts +K◦
sH

+
s

]
Psf dχs +

∫ t

0

[
SsH

−
s +K−

s Ts +K−
s H

◦
s

]
Dsf ds

+
∫ t

0

[
SsH

×
s +K×

s Ts +K−
s H

+
s

]
Psf ds .

This proves the theorem.

A family of examples

We have seen Bt =
∫ t
0
Js da

−
s as an example of everywhere defined quantum

stochastic integrals. This example belongs to a larger family of examples which
we shall present here.

Let S be the set of bounded adapted processes of operators (Tt)t≥0 on Φ
such that

Tt =
∑
ε

∫ t

0

Hε
s da

ε
s on E ,

all the operators Hε
s being bounded and

t 7→ ‖H◦
t ‖ ∈ L∞loc(IR

+)
t 7→ ‖H+

t ‖ ∈ L2
loc(IR

+)
t 7→ ‖H−

t ‖ ∈ L2
loc(IR

+)
t 7→ ‖H×

t ‖ ∈ L1
loc(IR

+) .

With these conditions, we claim that t 7→ ‖Tt‖ has to be in L∞loc(IR
+). Indeed,

the operator
∫ t
0
H×
s da×s satisfies∫ t

0

H×
s da×s f =

∫ t

0

H×
s f ds
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hence it is a bounded operator, with norm dominated by
∫ t
0
‖H×

s ‖ ds, which
is a locally bounded function of t. The difference Mt = Tt−

∫ t
0
H×
s da×s is thus

a martingale of bounded operators, that is PSMtPs = MsPs for all s ≤ t. But
as M is a martingale we have ‖Msfs‖ = ‖PsMtfs‖ ≤ ‖Mtfs‖ for s ≤ t. Hence
t 7→ ‖Mt‖ is locally bounded. Thus, so is t 7→ ‖Tt‖.

With all these informations, it is easy to check that the integral represen-
tation of (Tt)t≥0, as well as the one of (T ∗t )t≥0, can be extended on the whole
of Φ by the extension Theorem (Theorem 4.3).

5.2 The algebra of regular quantum semimartingales

It is an algebra

As all elements of S are everywhere defined quantum stochastic integrals, one
can compose them and use the quantum Itô formula (Theorem 5.1.

Theorem 5.3. S is a ∗-algebra for the adjoint and composition operations.

Proof. Let

Tt =
∫ t

0

H◦
s da

◦
s +

∫ t

0

H+
s da+

s +
∫ t

0

H−
s da−s +

∫ t

0

H×
s da×s

and

St =
∫ t

0

K◦
s da

◦
s +

∫ t

0

K+
s da+

s +
∫ t

0

K−
s da−s +

∫ t

0

K×
s da×s

be two elements of S. The adjoint process (T ∗t )t ≥ 0 is given by

T ∗t =
∫ t

0

H◦∗
s da◦s +

∫ t

0

H−∗
s da+

s +
∫ t

0

H+∗
s da−s +

∫ t

0

H×∗
s da×s .

It is straightforward to check that it belongs to S. The Itô formula for the
composition of two elements of S gives

StTt =
∫ t

0

[
SsH

◦
s +K◦

sTs +K◦
sH

◦
s

]
da◦s

+
∫ t

0

[
SsH

+
s +K+

s Ts +K◦
sH

+
s

]
da+
s

+
∫ t

0

[
SsH

−
s +K−

s Ts +K−
s H

◦
s

]
da−s

+
∫ t

0

[
SsH

×
s +K×

s Ts +K−
s H

+
s

]
da×s .

From the conditions on the maps t 7→ ‖St‖, t 7→ ‖Tt‖, t 7→ ‖Kε
t ‖ and t 7→

‖Hε
t ‖, it is easy to check that the coefficients in the representation of (StTt)t ≥
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0 are bounded operators that satisfy the norm conditions for being in S. For
example, the coefficient of da×t satisfies∫ t

0

‖SsH×
s +K×

s Ts +K−
s H

+
s ‖ ds

≤ sup
s≤t

‖Ss‖
∫ t

0

‖H×
s ‖ ds+ sup

s≤t
‖Ts‖

∫ t

0

‖K×
s ‖ ds

+
(∫ t

0

‖K−
s ‖2 ds

)1/2(∫ t

0

‖H+
s ‖2 ds

)1/2

hence it is locally integrable.

Thus S is a nice space of quantum semimartingales that one can compose
without bothering about any domain problem, one can pass to the adjoint,
one can use formula (19) on the whole of Φ.

A characterization

A problem comes from the definition of S. Indeed, it is in general difficult to
know if a process of operators is representable as quantum stochastic integrals;
it is even more difficult to know the regularity of its coefficients. We know
that S is not empty, as it contains Bt =

∫ t
0
Js da

−
s that we have met above.

It is natural to wonder how large that space is. It is natural to seek for a
characterization of S that depends only on the process (Tt)t ≥ 0.

One says that a process (Tt)t ≥ 0 of bounded adapted operators is a regular
quantum semimartingale is there exists a locally integrable function h on IR
such that for all r ≤ s ≤ t, all f ∈ E one has (where fr = Prf)

i) ‖Ttfr − Tsfr‖2 ≤ ‖fr‖2
∫ t

s

h(u) du;

ii) ‖T ∗t fr − T ∗s fr‖2 ≤ ‖fr‖2
∫ t

s

h(u) du;

iii) ‖PsTtfr − Tsfr‖ ≤ ‖fr‖
∫ t

s

h(u) du.

Theorem 5.4. A process (Tt)t ≥ 0 of bounded adapted operators is a regular
quantum semimartingale if and only if it belongs to S.

Proof. Showing that elements of S satisfy the three estimates that define reg-
ular quantum semimartingales is straightforward. We leave it as an exercise.

The interesting part is to show that a regular quantum semimartingale is
representable as quantum stochastic integrals and belongs to S. We will only
sketch that proof, as the details are rather long and difficult to develop.

Let xt = Ttfr for t ≥ r (r is fixed, t varies). It is an adapted process of
vectors on Φ. It satisfies



Quantum noises 53

‖Psxt − xs‖ ≤ ‖fr‖
∫ t

s

h(u) du.

This condition is a Hilbert space analogue of a condition in classical probabil-
ity that defines particular semimartingales: the quasimartingales. O. Enchev
[18] has provided a Hilbert space extension of this result and we can deduce
from his result that (xt)t≥r can be written

xt = mt +
∫ t

0

ks ds

where m is a martingale in Φ (Psmt = ms) and h is an adapted process in Φ
such that

∫ t
0
‖ks‖ ds <∞.

Thus Psxt − xs =
∫ t
s
Psku du and we have∥∥∥∫ t

0

Psku du
∥∥∥ ≤ ‖fr‖

∫ t

0

h(u) du, for all r ≤ s ≤ t.

Actually ku depends linearly on fr. The inequality above implies (difficult
exercise) that

‖ku(fr)‖ ≤ ‖fr‖h(u) .

Hence ku is a bounded operator on Φu], we extend it as a bounded adapted
operator H×

u .
Let Mt = Tt −

∫ t
0
H×
u da×u , t ∈ IR+. It is easy to check, from what we

have already done, that (Mt)t ≥ 0 is a martingale of bounded operator (Hint:
compute PsMtfr −Msfr). It is easy to check that (Mt)t ≥ 0 also satisfies the
conditions i) and ii) of the definition of regular quantum semimartingales,
with another function h, say h′.

Now, let (yt)t≥r be (Mtfr)t≥r. It is a martingale of vectors in Φ. Thus it
can be represented as

yt − ys =
∫ t

s

ξu dχu.

The vector ξu depends linearly on fr and we have∫ t

0

‖ξu(fr)‖2 du ≤ ‖fr‖2
∫ t

s

h′(u) du (by i)).

Thus ξu extends to a unique adapted bounded operator H+
u on Φ. Doing

the same with (M∗
t fr)t≥r gives an adapted process of operators (bounded):

(H−
u )u≥0.
Let f ∈ Φ, let ft = Ptf and define

Xtft = Ttft−
∫ t

0

TsDsf dχs−
∫ t

0

H+
s Psf dχs−

∫ t

0

H−
s Dsf ds−

∫ t

0

H×
s Psf ds.
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One easily checks that each Xt commutes with all the Pu’s, u ∈ IR+. Let us
consider a bounded operator H on Φ such that PuH = HPu for all u ∈ IR+.
Notice that for almost all t, all a ≤ t ≤ b, all f one has

DtH(Pbf − Paf) = DtPbHf −DtPaHf = DtHf

for DtPs =

{
Dt if t ≤ s

0 if t > s.

Define H̃◦
t by

H̃◦
t ft = Dt

∫ b

a

Puf dχu −Hft for any a ≤ t ≤ b .

By computing
∫ b
a
‖H̃◦

t ft‖2 dt one easily checks that H̃◦
t is bounded with locally

bounded norm. Moreover we have

Hg =
∫ ∞

0

HDsf dχs +
∫ ∞

0

H̃◦
sDsf dχs .

That is exactly H =
∫∞
0
H̃◦
s da

◦
s.

Actually we have (almost) proved the following nice characterization.

Theorem 5.5. Let T be a bounded operator on Φ. The following are equiva-
lent.

i) TPt = PtT for all t ∈ IR+;
ii) T = λI +

∫∞
0
Hs da

◦
s on the whole of Φ.

Applying this to Xt, we finally get, putting H◦
s = H̃◦

s +Xs

Ttft =
∫ t

0

TsDsf dχs +
∫ t

0

H◦
sDsf dχs +

∫ t

0

H+
s Psf dχs

+
∫ t

0

H−
s Dsf ds+

∫ t

0

H×
s Psf ds.

This is equation (19) for the announced integral representation.

6 Approximation by the toy Fock space

In this section, we are back to the spin chain setting. As announced in the
first section of this course, we will show that the toy Fock space TΦ can
be embedded into the Fock space Φ in such a way that it constitutes an
approximation of it and of its basic operators.



Quantum noises 55

6.1 Embedding the toy Fock space into the Fock space

Let S = {0 = t0 < t1 < · · · < tn < · · · } be a partition of IR+ and
δ(S) = supi |ti+1 − ti| be the diameter of S. For S being fixed, define
Φi = Φ[ti,ti+1], i∈IN . We then have Φ '

⊗
i∈IN Φi. For all i∈IN , define

Xi =
χti+1 − χti√
ti+1 − ti

∈ Φi ,

a−i =
a−ti+1

− a−ti√
ti+1 − ti

◦ P1] ,

a◦i = a◦ti+1
− a◦ti ,

a+
i = P1] ◦

a+
ti+1

− a+
ti√

ti+1 − ti
,

where P1] is the orthogonal projection onto L2(P1) and where the above defi-
nition of a+

i is understood to be valid on Φi only, with a+
i being the identity

operator I on the other Φj ’s (the same is automatically true for a−i , a◦i ).

Proposition 6.1. With the above notations we have{
a−i Xi = 1l
a−i 1l = 0{
a◦iXi = Xi

a◦i 1l = 0{
a+
i Xi = 0
a+
i 1l = Xi

.

Proof. As a−t 1l = a◦t 1l = 0 it is clear that a−i 1l = a◦i 1l = 0. Furthermore,
a+
t 1l = χt thus

a+
i 1l = P1]

χti+1 − χti√
ti+1 − ti

= Xi .

Furthermore, by (19) we have
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a−i Xi =
1

ti+1 − ti

(
a−ti+1

− a−ti

)∫ ti+1

ti

1l dχt

=
1

ti+1 − ti

[∫ ti+1

ti

(
a−t − a−ti

)
1l dχt +

∫ ti+1

ti

1l dt
]

=
1

ti+1 − ti
(0 + ti+1 − ti) = 1l ;

a◦iXi =
1

ti+1 − ti

(
a◦ti+1

− a◦ti

)∫ ti+1

ti

1l dχt

=
1

ti+1 − ti

[∫ ti+1

ti

(
a◦t − a◦ti

)
1l dχt +

∫ ti+1

ti

1l dχt

]
=

1
ti+1 − ti

(
χti+1 − χti

)
= Xi ;

a+
i Xi =

1
ti+1 − ti

P1]

(
a+
ti+1

− a+
ti

)∫ ti+1

ti

1l dχt

=
1

ti+1 − ti
P1]

[∫ ti+1

ti

(
a+
t − a+

ti

)
1l dχt +

∫ ti+1

ti

∫ t

ti

1l dχs dχt

]
=

2
ti+1 − ti

P1]

∫ ti+1

ti

∫ t

ti

1l dχs dχt

= 0 .

These are the announced relations.

Thus the action of the operators aεi on the Xi and on 1l is similar to the
action of the corresponding operators on the toy Fock spaces. We are now
going to construct the toy Fock space inside Φ. We are still given a fixed
partition S. Define TΦ(S) to be the space of vectors f∈Φ which are of the
form

f =
∑
A∈PIN

f(A)XA

(with ‖f‖2 =
∑
A∈PIN

|f(A)|2 < ∞). The space TΦ(S) can be clearly iden-
tified to the toy Fock space TΦ; the operators aεi , ε∈{+,−, 0}, act on TΦ(S)
exactly in the same way as the corresponding operators on TΦ. We have com-
pletely embedded the toy Fock space into the Fock space.

6.2 Projections on the toy Fock space

Let S = {0 = t0 < t1 < · · · < tn < · · · } be a fixed partition of IR+. The
space TΦ(S) is a closed subspace of Φ. We denote by IE

[
· /F(S)

]
the operator

of orthogonal projection from Φ onto TΦ(S).

Proposition 6.2. If S = {0 = t0 < t1 < · · · < tn < · · · } and if f∈Φ is of
the form
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f =
∫

0<s1<···<sm

f(s1, . . . , sm)dχs1 · · · dχsm

then

IE
[
f/F(S)

]
=

∑
i1<···<im∈IN

1√
ti1+1 − ti1 · · ·

√
tim+1 − tim∫ ti1+1

ti1

· · ·
∫ tim+1

tim

f(s1, . . . , sm) ds1 · · · dsm Xi1 · · ·Xim .

Proof. The quantity fn on the right handside of the above identity is clearly
an element of TΦ(S). We have, for A = {i1 . . . ik}

〈f,XA〉 =

=
δk,m√

ti1+1 − ti1 · · ·
√
tim+1 − tim

〈 ∫
0<s1<···<sm

f(s1, . . . , sm) dχs1 · · · d χsm
,∫ ti1+1

ti1

· · ·
∫ tim+1

tim

1l dχs1 · · · dχsm

〉
=

δk,m√
ti1+1 − ti1 · · ·

√
tim+1 − tim

∫ ti1+1

ti1

· · ·
∫ tim+1

tim

f(s1, . . . , sm) ds1 · · · dsm .

On the other hand we have

〈fn, XA〉 = δk,m
1

(ti1+1 − ti1)3/2 · · · (tim+1 − tim)3/2

×
∫ ti1+1

ti1

· · ·
∫ tim+1

tim

f(s1, . . . , sm) ds1 · · · dsm
∥∥(χti1+1−χti1

)
−
(
χtim+1−χtim

)∥∥2

= δk,m
1√

ti1+1 − ti1 · · ·
√
tim+1 − tim

×
∫ ti1+1

ti1

· · ·
∫ tim+1

tim

f(s1, . . . , sm) ds1 · · · dsm .

This proves our proposition.

The following identities could also have been used as natural definitions of
the operators aεi on TΦ(S).

Proposition 6.3. For any partition S and any f∈D we have

a◦i IE
[
f/F(S)

]
= IE

[(
a◦ti+1

− a◦ti
)
f/F(S)

]
√
ti+1 − ti a

±
i IE

[
f/F(S)

]
= IE

[(
a±ti+1

− a±ti
)
f/F(S)

]
.
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Proof. Let us take f of the form

f =
∫

0<s1<···<sm

f(s1, . . . , sm) dχs1 · · · dχsm
.

Then(
a◦ti+1

−a◦ti
)
f =

∫
0<s1<···<sm

∣∣{s1, . . . , sm}∩[ti, ti+1]
∣∣ f(s1, . . . , sm) dχs1 · · · dχsm

IE
[
(a◦ti+1

− a◦ti)f/F(S)
]

=
∑

j1<···<jm∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1 − tjm

∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm

×
∣∣{s1, . . . , sm} ∩ [ti, ti+1]

∣∣ f(s1, . . . , sm) ds1 · · · dsm Xj1 · · ·Xjm

=
∑

j1<···<jm∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1 − tjm

1li∈{j1...jm}∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm

f(s1, . . . , sm) ds1 · · · dsm Xj1 · · ·Xjm

= a◦i
∑

j1<···<jm∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1 − tjm∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm

f(s1, . . . , sm) ds1 · · · dsm Xj1 · · ·Xjm

= a◦i IE
[
f/F(S)

]
.

In the same way

(
a−ti+1

−a−ti
)
f =

∫
0<s1<···<sm−1

∫ ti+1

ti

f
(
{s1, . . . , sm−1}∪s

)
ds dχs1 · · · dχsm−1
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IE
[
(a−ti+1

− a−ti)f/F(S)
]

=
∑

j1<···<jm−1∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm−1+1 − tjm−1

∫ tj1+1

tj1

· · ·
∫ tjm−1+1

tjm−1

∫ ti+1

ti

× f
(
{s1, . . . , sm−1} ∪ s

)
ds ds1 · · · dsm−1 Xj1 · · ·Xjm−1

=
∑

j1<···<jm−1∈IN

m−1∑
k=0

1l0<j1<···<jk<i<jk+1<···<jm−1

1
√
tj1+1 − tj1 · · ·

√
tjm−1+1 − tjm−1∫ tj1+1

tj1

· · ·
∫ tjk+1

tjk

∫ ti+1

ti

∫ tjk+1+1

tjk+1

· · ·
∫ tjm−1+1

tjm−1

f(s1, . . . , sk, s, sk+1 . . . sm−1)

× ds1 · · · dsk ds dsk+1 · · · dsm−1 Xj1 · · ·Xjm−1

=
√
ti+1 − ti

∑
j1<···<jm∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1 − tjm∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm

f(s1, . . . , sm) ds1 · · · dsm 1li∈{j...jm}Xj1 · · · X̂i · · ·Xjm

=
√
ti+1 − ti a

−
i IE

[
f/F(S)

]
.

Finally,(
a+
ti+1

− a+
ti

)
f =

n∑
k=0

∫
0<s1<···<sk<s<sk+1<···<sm

1l[ti,ti+1](s)

× f(s1, . . . , sm) dχs1 · · · dχsk
dχs dχsk+1 · · · dχsm .

IE
[
(a+
ti+1

− a+
ti)f/F(S)

]
=

∑
j1<···<jm+1∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1+1 − tjm+1

n∑
k=0

∫ tj1+1

tj1

· · ·
∫ tjm+1+1

tjm+1

× 1l[ti,ti+1](tjk+1)f(s1, . . . , ŝk+1 . . . sm+1) ds1 · · · dsm+1 Xj1 · · ·Xjm+1

=
∑

j1<···<jm+1∈IN

1
√
tj1+1 − tj1 · · ·

√
tjm+1+1 − tjm+1

1li∈{j1...jm+1}∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm+1

f(s1, . . . , ŝi . . . sm+1) ds1 · · · dsm+1 Xj1 · · ·Xjm+1

=
∑

j1<···<jm∈IN

√
ti+1 − ti

1
√
tj1+1 − tj1 · · ·

√
tjm+1 − tjm∫ tj1+1

tj1

· · ·
∫ tjm+1

tjm

f(s1, . . . , sm) ds1 · · · dsm 1li 6∈{j1...jm}Xj1 · · ·XjmXi

=
√
ti+1 − ti a+

i IE
[
f/F(S)

]
.
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We have proved all the announced relations.

6.3 Approximations

We are now going to prove that the Fock space Φ and its basic operators a+
t ,

a−t , a◦t can be approximated by the toy Fock spaces TΦ(S) and their basic
operators a+

i , a−i , a◦i .
We are given a refining sequence (Sn)n∈IN of partitions whose diameter

δ(Sn) tends to 0 when n tends to +∞. Let TΦ(n) = TΦ(Sn) and Pn =
IE[·/F(Sn)], for all n∈IN .

Theorem 6.4.
i) For every f∈Φ there exists a sequence (fn)n∈IN such that fn∈TΦ(n),

for all n∈IN , and (fn)n∈IN converges to f in Φ.
ii) If Sn = {0 = tn0 < tn1 < · · · < tnk < · · · }, then for all t∈IR+, the oper-

ators
∑
i;tni ≤t

a◦i ,
∑
i;tni ≤t

√
tni+1 − tni a

−
i and

∑
i;tni ≤t

√
tni+1 − tni a

+
i converge

strongly on D to a◦t , a
−
t and a+

t respectively.
iii) With the same notations as in ii), for all t∈IR+, the operators∑
i;tni ≤t

a◦i Pn,
∑
i;tni ≤t

√
tni+1 − tni a

−
i Pn and

∑
i;tni ≤t

√
tni+1 − tni a

+
i Pn con-

verge strongly on D to a◦t , a
−
t and a+

t respectively.

Proof. i) As the Sn are refining then the (Pn)n forms an increasing family of
orthogonal projection in Φ. Let P∞ =

∨
n
Pn. Clearly, for all s ≤ t, we have that

χt−χs belongs to RanP∞. But by the construction of the Itô integral and by
Theorem 5, we have that the χt−χs generate Φ. Thus P∞ = I. Consequently
if f∈Φ, the sequence fn = Pnf satisfies the statements.

ii) The convergence of
∑
i,tni ≤t

a◦i and
∑
i,tni ≤t

√
tni+1 − tni a

−
i to a◦t and

a−t respectively is clear from the definitions. Let us check the case of a+. We
have, for f∈D[ ∑

i;tni ≤t

√
tni+1 − tni a

+
i f

]
(σ) =

∑
i;tni ≤t

1l|σ∩[tni ,t
n
i+1]|=1

∑
s∈σ∩[tni ,t

n
i+1]

f(σ \ {s}) .

Put tn = inf
{
tni ∈Sn ; tni ≥ t

}
. We have∥∥∥ ∑

i;tni ≤t

√
tni+1 − tni a

+
i − a+

t f
∥∥∥2

=
∫
P

∣∣∣ ∑
i;tni ≤t

1l|σ∩[tni ,t
n
i+1]|=1

∑
s∈σ∩[tni ,t

n
i+1]

f(σ \ {s})−
∑

s∈σ∩[0,t]

f(σ \ {s})
∣∣∣2 dσ

≤ 2
∫
P

∣∣∣ ∑
s∈σ∩[t,t]

f(σ \ {s})
∣∣∣2 dσ+

+ 2
∫
P

∣∣∣ ∑
i;tni ≤t

1l|σ∩[tni ,t
n
i+1]|≥2

∑
s∈σ∩[tni ,t

n
i+1]

f(σ \ {s})
∣∣∣2 dσ.
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For any fixed σ, the terms inside each of the integrals above converge to 0
when n tends to +∞. Furthermore we have, for n large enough,∫

P

∣∣∣ ∑
s∈σ∩[t,tn]

f(σ \ {s})
∣∣∣2 dσ ≤ ∫

P
|σ|

∑
s∈σ

s≤t+1

|f(σ \ {s})|2 dσ

=
∫ t+1

0

∫
P

(|σ|+ 1)|f(σ)|2 dσ ds

≤ (t+ 1)
∫
P

(|σ|+ 1)|f(σ)|2 dσ

which is finite for f∈D;∫
P

∣∣∣ ∑
i;tni ≤t

1l|σ∩[tni ,t
n
i+1]|≥2

∑
s∈σ∩[tni ,t

n
i+1]

f(σ \ {s})
∣∣∣2 dσ

≤
∫
P

( ∑
i;tni ≤t

1l|σ∩[tni ,t
n
i+1]|≥2

∣∣∣ ∑
s∈σ∩[tni ,t

n
i+1]

f(σ \ {s})
∣∣∣)2

dσ

≤
∫
P

( ∑
i;tni ≤t

∑
s∈σ∩[tni ,t

n
i+1]

|f(σ \ {s})|
)2

dσ

=
∫
P

( ∑
s∈σ

s≤tn

|f(σ \ {s})|
)2

dσ

=
∫
P
|σ|
∑
s∈σ

s≤tn

|f(σ \ {s})|2 dσ

≤ (t+ 1)
∫
P

(|σ|+ 1)
∣∣f(σ)

∣∣2 dσ
in the same way as above. So we can apply Lebesgue’s theorem. This proves
ii).

iii) By Proposition 6.3, we have for all f∈D∑
i;tni ≤t

√
tni+1 − tni a

+
i Pnf = Pna

+
tnf .

Consequently∥∥∥ ∑
i;tni ≤t

√
tni+1 − tni a

+
i Pnf − a+

t f
∥∥∥2

≤ 2
∥∥a+

t f − Pna
+
t f
∥∥2 + 2

∥∥Pn(a+
t f − a+

tnf)
]∥∥2

≤ 2
∥∥a+

t f − Pna
+
t f
∥∥2 + 2

∥∥a+
t f − a+

tnf
∥∥2

which tends to 0 as n tends to +∞.
The cases of a◦ and a− are obtained in the same way.
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6.4 Probabilistic interpretations

Recall that the operator of multiplication by the Brownain motion in the Fock
space Φ is

Wt = a+
t + a−t

and the operator of Poisson multiplication by the Poisson process is

Nt = a+
t + a−t + a◦t + tI .

Let us consider an approximation of the Fock space Φ by toy Fock spaces
TΦ(n), n∈IN .

Theorem 6.5. On TΦ(n), let Xi = a+
i + a−i , i∈IN . Then, for all t∈IR+; we

have that ∑
i;ti≤t

√
ti+1 − ti Xi

converges strongly to Wt.

Proof. The proof is immediate from Theorem 6.4.

Let Sn =
{
i/n ; i∈IN

}
.

Theorem 6.6. On TΦ(n), let Xi = a+
i +a−i +cna

◦
i , i∈IN be associated to the

coefficient pn = 1/n. Then, for all t∈IR+, we have that

1√
n

∑
i;ti≤t

Xi

converges strongly to Xt = Nt − tI, the operator of multiplication by the
compensated Poisson process.

Proof. If pn = 1/n, then qn = 1 − 1/n and cn = 1−2/n√
1/n−1/n2

= n−2√
n−1

. Thus

cn/
√
n converges to 1. Now,

1√
n

∑
i;ti≤t

Xi =
∑
i;ti≤t

1√
n
a+
i +

1√
n
a−i +

cn√
n
a◦i

=
∑
i;ti≤t

√
ti+1 − ti(a+

i + a−i ) +
cn√
n

∑
i;ti≤t

a◦i

which clearly converges to a+
t + a−t + a◦t by Theorem 6.4
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6.5 The Itô tables

This section is heuristic, but it gives a good idea of why the discrete quantum
Itô table is a discrete approximation of the usual one, though they seem
different. Let Sn = {i/n ; i∈IN}. Let ã+

i = 1/
√
n a+

i , ã−i = 1/
√
n a−i and

ã◦i = a◦i . The Theorem 6.4 shows that ãεi is a good approximation of daεt ,
where t = ti. Now the discrete Itô table becomes

→ ã+
i ã−i ã◦i

ã+
i 0 1

n ã
◦
i 0

ã−i
1
nI−

1
n ã

◦
i 0 ã−i

ã◦i ã+
i 0 ã◦i .

But
1) 1

n ã
◦
i is not an infinitesimal for

∑
i;ti≤t

1
n ã

◦
i is almost 1

na
◦
t which converges

to 0. Thus 1
n ã

◦
i can be considered to be 0 in this table;

2) 1
nI is simply dt I, that is (ti+1 − ti)I. Thus at the limit this table

becomes
→ da+

t da−t da◦t

da+
t 0 0 0

da−t dt I 0 da−t

da◦t da+
t 0 da◦t .

That is, the usual Itô table.

These heuristic arguments have been made rigourous in [33].

7 Back to repeated interactions

We are now ready to come back to repeated quantum interactions and to give
an idea of what happens in the limit h→ 0.

Recall our evolution equation on H0 ⊗
⊗

IN C
N+1:

Vn+1 = Un+1Vn (23)

of section I.
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7.1 Unitary dilations of completely positive semigroups

In this section, we will show that equations such as (23) appear naturally in a
general setup and allow one to obtain natural unitary dilations of completely
positive semigroups in discrete time.

Consider a discrete semigroup (Pn)n∈IN of completely positive maps on
B(H0), that is,

Pn(X) = `n(X)

where ` is a completely positive, weakly continuous map on B(H0).
In the sequel we always assume that `(I) = I. By Kraus’ theorem (see [30],

Proposition 29.8) this means that ` is of the form

`(X) =
N∑
i=0

V ∗
i XVi

for some N and some family (Vi) of bounded operators on H0 such that∑
i V

∗
i Vi = I. Of course the indexation is a priori indifferent to the specificity

of the value i = 0. The special role played by one of the values will appear
later on.

Let IE0 be the partial trace on H0 defined by

<φ , IE0(H)ψ> = <φ⊗Ω , Hψ ⊗Ω>

for all φ, ψ ∈ H0 and every operator H on H0 ⊗ TΦ.

Theorem 7.1. For any completely positive map

`(X) =
N∑
i=0

V ∗
i XVi

on B(H0) there exists a unitary operator IL on H0 ⊗ CN+1 such that the
associated unitary family of automorphisms

jn(H) = u∗nHun

(where un is associated to IL by (23)) satisfies

IE0(jn(X ⊗ I)) = Pn(X),

for all n ∈ IN .

Proof. Consider a decomposition of L of the form

`(X) =
N∑
i=0

V ∗
i XVi
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for a familly (Vi) of bounded operators on H0 such that
∑N
i=0 V

∗
i Vi = I.

We claim that there exists a unitary operator IL on H0⊗CN+1 of the form

IL =


V1 . . . . . .
V2 . . . . . .
...

...
...

VN . . . . . .

 .

Indeed, the condition
∑N
i=0 V

∗
i Vi = I guarantees that the m first columns

of IL (where m = dimH0) constitute an orthonormal family of H0 ⊗ CN+1.
We can thus fill the matrix by completing it into an orthonormal basis of
H0 ⊗ CN+1; this makes out a unitary, (N + 1) × (N + 1) matrix IL on H0,
of which we denote the coefficients by (Aij)i,j=0,...,N

; with this notation we
have for all i, Ai0 = Vi+1. To this matrix IL we associate a family (ILi)i≥0 of
ampliations as explained in section

Now, for every operator H on H0 ⊗ CN+1, put

jn(H) = u∗nHun.

It satisfies
jn+1(H) = u∗nIL

∗
n+1H ILn+1un.

We consider this relation for an operator H of the form H = X ⊗ I, where X
is an operator on H0. Write IL∗n+1(X ⊗ I)ILn+1 in (H0 ⊗ TΦn])⊗ CN+1

n+1 ; it is
simply

IL∗n+1(X ⊗ I)ILn+1 =

=


(A0

0)
∗ (A1

0)
∗ . . .

(A0
1)
∗ (A1

1)
∗ . . .

...
...

...
(A0

N )∗ (A1
N )∗ . . .



X 0 . . . 0
0 X . . . 0
...

...
...

0 0 . . . X



A0

0 A0
1 . . .

A1
0 A1

1 . . .
...

...
...

AN0 AN1 . . .


which is easily seen to be the matrix (Bij(X))

i,j=0,...,N
with

Bij(X) =
N∑
k=0

(Akj )
∗X Aki .

Note that, more precisely, the operator IL∗n+1(X⊗I)ILn+1 is written in (H0⊗
TΦn])⊗CN+1

n+1 as the matrix (Bij(X)⊗ I)i,j=0,...,N . The operator un, in turn,
acts only on H0 ⊗ CN+1

n , so that u∗nIL
∗
n+1(X ⊗ I)ILn+1un can be written in

(H0 ⊗ TΦn]) ⊗ CN+1
n+1 as

(
u∗n
(
Bij(X) ⊗ I

)
un
)
i,j=0,...,N

; simply put, we have
proved that

(jn+1(X ⊗ I))ij = jn(Bij(X)⊗ I)



66 Stéphane ATTAL

because both terms act as the identity beyond (H0 ⊗ TΦn])⊗ CN+1
n+1 .

Consider now Tn(X) = IE0(jn(X ⊗ I)). We have

<φ , Tn+1(X)ψ> = <φ⊗Ω , jn+1(X ⊗ I)ψ ⊗Ω>

= <φ , (jn+1(X ⊗ I))00 ψ>

= <φ , jn(B0
0(X)⊗ I)ψ>

= <φ , Tn(B0
0(X))ψ>;

now remember that for all i, Ai0 = Vi+1. This implies that B0
0(X) = `(X). The

above proves that Tn+1(X) = Tn(`(X)) for any n and the theorem follows.

7.2 Convergence to Quantum Stochastic Differential Equations

We now describe the convergence of these discrete time evolutions to contin-
uous time ones.

Quantum stochastic differential equations

We do not develop here the whole theory of Q.S.D.E., this will be done in F.
Fagnola’s course much more precisely, but we just give an idea of what they
are.

Quantum stochastic differential equations are equations of the form

dUt =
∑
i,j

LijUt da
i
j(t), (22)

with initial condition U0 = I. The above equation has to be understood as an
integral equation

Ut = I +
∫ t

0

∑
i,j

LijUt da
i
j(t),

for operators on H0 ⊗ Φ, the operators Lij being bounded operators on H0

alone which are ampliated to H0 ⊗ Φ.

The main motivation and application of that kind of equation is that it
gives an account of the interaction of the small system H0 with the bath Φ in
terms of quantum noise perturbation of a Schödinger-like equation. Indeed,
the first term of the equation

dUt = L0
0Ut dt+ . . .

describes the induced dynamics on the small system, all the other terms are
quantum noises terms.
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One of the main application of equations such as (22) is that they give
explicit constructions of unitary dilations of semigroups of completely positive
maps of B(H0) (see [H-P]). Let us only recall one of the main existence,
uniqueness and boundedness theorems connected to equations of the form
(22). The literature is huge about those equations; we refer to [Par] for the
result we mention here.

Theorem 7.2. If H0 is finite dimensional then the quantum stochastic dif-
ferential equation

dUt =
∑
i,j

LijUt da
i
j(t),

with U0 = I, admits a unique solution defined on the space of coherent vectors.
The solution (Ut)t≥0 is made of unitary operators if and only if there exist,

on H0, a bounded self-adjoint H, bounded operators Sij, i, j = 1, . . . , N , such
that the matrix (Sij)i,j is unitary, and bounded operators Li, i = 1, . . . , N such
that, for all i, j = 1, . . . , N

L0
0 = −(iH +

1
2

∑
k

L∗kLk)

L0
i = Li

Li0 = −
∑
k

L∗kS
k
j

Lij = Sij − δijI.

If the operators Lij are of this form then the unitary solution (Ut)t≥0 of the
above equation exists even if H0 is only assumed to be separable.

Convergence theorems

In this section we study the asymptotic behaviour of the solutions of an equa-
tion

un+1 = ILn+1un;

if the matrix IL(h) converges (with a particular normalization) as h tends to
zero and prove that, in the limit, the solutions of such equations converge to
solutions of quantum stochastic differential equations of the form (22). Notice
that we no longer assume that IL(h) has been conveniently constructed for
our needs; in particular IL is not assumed to be unitary.

Let h be a parameter in IR+, which is thought of as representing a small
time interval. Let IL(h) be an operator on H0⊗CN+1, with coefficients ILij(h)
as a (N +1)× (N +1) matrix of operators on H0. Let un(h) be the associated
solution of
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un+1(h) = ILn+1(h)un(h).

In the following we will drop dependency in h and write simply IL or un.
Besides, we denote

εij =
1
2
(δ0i + δ0j)

for all i, j = 0, . . . , N .

Theorem 7.3. Assume that there exist operators Lij on H0 such that

lim
h→0

ILij(h)− δijI

hεij
= Lij

for all i, j = 0, . . . , N , where convergence is in operator norm. Assume that
the quantum stochastic differential equation

dUt =
∑
i,j

LijUt da
i
j(t)

with initial condition U0 = I has a solution (Ut)t≥0 which is a process of
bounded operators with a locally uniform norm bound.

Then, for all t, for every φ, ψ in L∞([0, t]), the quantity

<a⊗ ε(φ) , IESu[t/h]IES b⊗ ε(ψ)>

converges to
<a⊗ ε(φ) , Ut b⊗ ε(ψ)>

when h goes to 0.
Moreover, the convergence is uniform for a, b in any bounded ball of K,

uniform for t in a bounded interval of IR+.
If furthermore ||uk|| is locally uniformly bounded in the sense that, for any

t in IR+, {||uk(h)|| , k ≤ t/h} is bounded for any h, then u[t/h] converges
weakly to Ut on all H0 ⊗ Φ.

Remarks
– This is where we particularize the index zero : the above hypotheses of

convergence simply mean that, among the coefficients of IL,
(IL0

0(h)− I)/h converges,

ILij(h)/
√
h converges if either i or j is zero,

ILij(h)− δi,j converges if neither i nor j is zero
and we recover the fact that the 0 index must relate to the small system, on
which the considered time scale is different from the time scale of the reservoir.

– The assumption that H0 is finite dimensional is only needed in order to
ensure that the quantum stochastic differential equation has a solution; if for
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example the Lij ’s are of the form described in Theorem 8 then the separability
of H0 is enough.

For our example where IL is given by

IL =


cosα 0 0 − sinα

0 1 0 0
0 0 1 0

sinα 0 0 cosα


with α =

√
h, since for all h the matrix IL(h) is unitary, we get that for all t,

u[t/h] converges strongly to Ut where (Ut)t∈IR+ is the solution of

dUt = −1
2
V ∗V Ut dt+ V Ut da

0
1(t)− V ∗Ut da

1
0(t)

with V =
(

0 0
1 0

)
; this is the evolution associated to the spontaneous decay

into the ground state in the Wigner-Weisskopf model for the two-level atom.

8 Bibliographical comments

The mathematical theory of quantum stochastic calculus was first developed
by Hudson and Parthasarathy [25]. They defined quantum stochastic integrals
on the space of coherent vectors. They also defined and solved the first class
of quantum Langevin equations. They finaly proved that quantum Langevin
equations allow to construct unitary dilations of any completely positive semi-
groups. No need to say that this article is a fundamental one, which started
a whole theory.

An extension of their quantum stochastic calculus, trying to go further
than the domain of coherent vectors was proposed by Belavkin and later
by Lindsay ( [15], [26]). Their definitions were making use of the Malliavin
gradient (and was constrained by its domain) and the Skorohod integral.

The definition of quantum stochastic integrals as in subsection 4.2 is due
to Attal and Meyer ( [10] and later developed in [5]). The main point with
that approach was the absence of arbitrary domain constraints. The discovery
of the quantum semimartingales by Attal in [4] was a direct consequence of
that approach and of and anterior work of Parthasarathy and Sinha on regular
quantum martingales ( [31]).

The maximal definition of quantum stochastic integrals and unification of
the different approaches, as in subsection 4.2 was given by Attal and Lindsay
( [9]).

The theorem showing rigorously that there are only 3 quantum noises is
due to Coquio ( [17]).
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The notion of Toy Fock space with its probabilistic interpretations in terms
of random walks was developed by Meyer ( [29]). The concrete realization of
the Toy Fock as a subspace and an approximation of Φ is due to Attal ( [2])
and has been developed much further by Pautrat ( [32], [33]). These different
works led to the proof of the convergence of repeated interactions to quantum
stochastic differential equation ( [11]).
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Séminaire de Probabilités, XXVIII, p. 256–278, Lecture Notes in Math., 1583,
Springer, Berlin, 1994.

7. S. Attal, A. Joye, Weak coupling limit for repeated quantum interactions,
preprint.

8. S. Attal, A. Joye, The Langevin equation for a quantum heat bath, preprint.
9. S. Attal, J.M. Lindsay, Quantum stochastic calculus with maximal operator do-

mains, The Annals of Probability 32 (2004), p. 488–529.
10. S. Attal, P.A. Meyer, Interprétation probabiliste et extension des intégrales
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