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Abstract. The purpose of protein-protein interaction network clustering is to 
find major modules for cells function. Various clustering algorithms are used 
but only some of them take advantage of intelligent computational methods. In 
this work we introduced a particle swarm optimization method to find dense 
sub-graphs in protein-protein interaction networks. The experimental results 
proved that our method have advantages over previous methods upon modulari-
ty measure proposed by Grivan and Newman. 

1 Introduction 

Main functions within a cell are done by interactions between proteins. A collection 
of these interactions called protein-protein interaction network (PPIN) [15]. As an 
example, metabolic pathway consists of different proteins called enzymes, which 
produce a chain of chemical reactions to change a substance into another one named a 
product. Also protein interactions in signaling pathway is a set of proteins with a 
series of ordered interactions that convert a type of chemical signal to another. By this 
chain of interactions, cells can perceive environmental information. 

In fact, interactions between proteins motivate them to function and grow [1]. In 
recent years, large progress of research in this context has occurred due to advances in 
mining protein-protein interaction networks [2, 3]. 

Clustering algorithm is the task of grouping set of items based on similarity be-
tween pairs of items. In other words clustering is the task of dividing a set of items 
into groups so that the items in the same group are more similar to each other than to 
those in other groups [1]. There are two main objectives in clustering; first one is 
“homogeneity”, which means that more similar items are placed in a same group. 
Second one “heterogeneity”, which means that different group’ elements have less 
similarity to each other. The main purpose of clustering protein-protein interaction 
network is to find dense sub-graphs showing significant functional modules in pro-
tein-protein interactions. Recognizing significant functional modules in protein-
protein interaction network is first step to realize the structure and functional dynamic 
of cell [4, 14]. Significant functional module is a set of proteins that are actors for a 
specific cellular process .These dense sub-graphs that are mined from protein-protein 
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interaction networks by clustering are an indicator of both functional modules and 
protein complexes. Also group of proteins that highly interact with themselves are 
known as protein complexes. In this paper both functional modules and protein com-
plexes are considered as the same concepts. 

Protein-protein interaction network clustering algorithms recently presented are 
based on identified semi-clique sub-graphs in the network [4, 5, 6, and 7]. Clique is a 
complete graph in which there is an edge between each two node. In [5] Hogue pre-
sented MCODE (Molecular Complex Prediction) algorithm that is an efficient cluster-
ing method for protein-protein interaction networks clustering. MCODE works in 
three stages, including weighting nodes, predicting complexes and an optional post-
processing step for clustering protein-protein interaction networks. The MOCDE 
weakness is on modules with a large number of proteins. Adamcsek et al. [6] pro-
posed algorithm called Cfinder that searches for cliques. However, this idea was not 
necessary correct because finding clique is not our main objective [7]. Ravaee et al. 
also presented an algorithm based on the body defense system [8]. In the current 
work, we introduce an algorithm based on particle swarm optimization. In this ap-
proach, each particle is considered as a solution for the problem and reaches the solu-
tion by distance between particles, which is defined later and swarm optimization 
facilities. Our algorithm has the ability to support diversity of population with suitable 
fitness [14]. 

2 Primary Definitions 

2.1 Problem Definition 

The first challenge in protein-protein interaction clustering is the mathematical repre-
sentation of protein-protein interaction network. An ordinary approach is to use graph 
theory concepts. We can demonstrate protein-protein interaction network by graph G= 
(V, E). In G nodes V are corresponding to proteins and E to interaction and each edge 
connects two vertices meaning that two proteins have interaction with each other. 
Clusters in the graph also can be taking into account as dense sub-graphs that mean 
number of edges between clusters is the minimum number and number of edges in 
each sub-graph is the maximum number.  

2.2 Swarm intelligence optimization algorithm 

PSO was previously introduced by Eberhart and Kennedy in 1995 inspired by social 
behavior of swarm’s [14, 16]; a particle could be referring to a bird in a bird flock, 
searching for a solution in a problem space. The location of a particle in multi-
dimensional space shows a solution to the problem. When a particle moves in space, 
another solution for the problem would be obtained. A fitness function which quanti-
tates the solution could help us to evaluate the solution quality. The velocity and di-
rection of each particle moving in each dimension would change in each generation. 
In (1) and (2) we define two formulas to calculate the location of each particle. The 
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term Pid in (1) is the particle’s personal experience and the term Pgd in (1) is its 
neighbors’ experience. Values of R1, R2 and R3 are produced randomly and used for 
the sake of the completeness of our algorithm. Values of C1, C2 and C3 specify the 
weighting effect of Pid and Pgd on velocity of particle. In each generation, particle’s 
position is calculated by adding current velocity to new position. These values and 
calculations in (1) and (2) are computed. 
�

       (1) 
 

                                                                         (2) 
 

It is possible to consider clustering problem as an optimization problem; hence we 
proposed a PSO clustering algorithm in this paper. 

2.3 Encoding Solution in a Particle 

For coding the solution in a particle, we use a one dimensional array of integers [12, 
8] filled with vertexes number; each two vertices are divided by separation bits. In 
example with a graph G(V,E) with |V| vertices and |E| edges, a particle is a collection 
of subsets of vertexes, each of these subsets represents a cluster in our solution. 

Given an undirected connected graph with N vertex, each particle p is an array of 
integers with length of 2N-1 in which the N integers that are in odd position denote 
the vertices of graph. There are N-1 zero or one that are in even positions, these inte-
gers act as a separator between items of a cluster or separation between clusters. An 
example of a particle for a given graph with nine vertices is illustrated in Fig.1.  
As you see in Fig. 1 nodes 1,2,3,4 are in a cluster and node 5, 6,7,8,9 in other cluster. 

 

 
Fig. 1. Separator value to distinguish vertices in a sub-graph is 0, and 1 means separation 
between two dense sub-graphs . a) graph G with 9 vertices and b) particle corresponding 

graph G. 

2.4 Fitness function 

An accurate and suitable fitness function is essential since this function is used for 
discriminating the candidate solution and optimal solution. Fitness function examines 
each particle in respect of all existing sub-graphs in that particle and scores it. We 
evaluate each sub-graph with “clustering score” [7]. Clustering score of each sub-
graph is the product of number of nodes and its density. Density of sub-graph is pro-
portion of edges connecting that sub-graph E and maximum possible edges Emax. 
Equation (3) demonstrates Density. 
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                                                            (3) 
 
Final score of sub-graph is calculated by (4). 
 

                                                  (4) 
 

At the end, the final fitness of that particle is equal to sum of each sub-graph mul-
tiply by coefficient in (5). 

 
                                                                                                               (5) 
 

In (5) E means number of edges and Ei is number of edges in sub-graph ith and m 
is number of sub-graphs. 

2.5 Proximity between two particles 

In our algorithm, we need a similarity function based on structure to investigate 
best nearest neighbor of each particle. To calculate similarity (6) is used. 

 

                                                                                       (6) 

 

Here D(a,b) is the distance between particles a and b.  is the set of sub-graph i 
nodes existing in a and   is so on. m and n are the number of sub-graphs in a and b. 
Based on this distance function, to move the worse particle near the better particle, 
best particle sub-graph is transferred to worst sub-graph of worse particle. 

3 Swarm Intelligence Optimization Operators 

3.1 Initialize operator 

 This operation for creating initial particles is performed at first step of algorithm. 
For all initial particles, we use a well-designed heuristic to bootstrap our solution in 
order to achieve better results; first of all ,to make clusters we select highest degrees 
as seeds; then select the adjacent nodes of seed nodes, next select nodes which is 
connected to two or more nodes of selected cluster. 

3.2 Local random movement 
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In each particle substitute a node of a sub-graph with a node from another sub-
graph by a predefined probability. 

3.3 Global random movement 

Complement one of selected bits in each particle with a predefined probability. 

3.4 Movement function 

Sometimes we want to move a worse particle close to a better particle with respect 
to proximity function explained in the previous section. 

4 The Algorithm 

Amount of particles in our algorithms is constant and specified by value n. Alike 
other algorithms our algorithms has input and output. The input of our algorithms is 
protein-protein interaction network in form of adjacency matrix. In Initialize popula-
tion phase our algorithm uses adjacency matrix to generate initial particles. One of the 
particles with the best fitness in last generation presents the approximation of opti-
mum solution for the graph clustering problem. Our algorithm would terminate when 
it converge; it is defined by two termination condition, the first one is the maximum 
number of iterations that will be define by user and the second one occurs when the 
fitness of the best particle between two generations be less than a specified threshold. 
Our algorithm flowchart is shown in Fig. 2. 

 
Fig. 2 Steps of Algorithm 
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The protein-protein interaction network is derived from the yeast subgroup in the 
Database of Interacting Proteins (DIP) [10]. It consists of 4963 proteins and 17579 
interactions. Near all of these interactions have been achieved by Yeast Two-Hybrid 
screen (Y2H). 

5 Experimental Results 

Our clustering is performed on Saccharomyces cerevisiae (yeast). This data is 
available in [10] and it is free for download. The dataset contains 4963 proteins 
(nodes) and 17570 interactions (edges) and comprises noise due to experimental er-
rors.  

To compare algorithms, network modularity measure proposed by Grivan and 
Newman [13] was used. A measure of modularity to compare clusters is calculated by 
(7). 

 

                                                                                                 (7) 
 

Where i is clusters index, eii is number of edges in i which both ends are in cluster 
and ai is number of edges that only one end is in ith cluster. Fig. 3 shows the compari-
son of our algorithm, MCODE and Cfinder based on formula (7). It presents that 
network modularity of our proposed method is higher than the other methods. 

 

 

Fig. 3 Network modularity comparison between our method, MCODE and CFinder approaches. 
X axis is clustering approach and Y axis is network modularity. 

 

The time complexity of the MCODE algorithm is known as polynomial O(  
where n is number of vertices, m is number of edges and h is the average size of 
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neighborhood for vertexes in input graph G [5]. The complexity of the Cfinder is 
O(  and our proposed method can cluster protein-protein interaction network in 
O(knp) where k is the number of iterations and p is the number of particles. 

Conclusion 

In this paper, we present a protein-protein interaction clustering algorithm based on 
particle swarm optimization to find dense sub-graphs in protein-protein networks. The 
topological comparison between other clustering approaches such as Cfinder and 
MCODE and our algorithm shows that our algorithm is more accurate than these two 
methods. With explanation of structure of protein interactions network, functions of 
unidentified proteins could be predicted by functions of other known proteins that are 
in same clusters. 
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