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A b s t r a c t 

In this paper, we show how to use common 
knowledge computat ional ly in solving problems 
invo lv ing cooperat ion of mu l t ip le agents, when 
common knowledge is available. We w i l l ex­
p la in why a procedural approach to common 
knowledge is better suited to solving mul t ip le-
agent problems than a stat ic one. 
We show, even if one can never prove 
tha t common knowledge has been attained 
( [Halpern and Moses, 1990]), tha t assuming i t 
has been at ta ined is often safe and efficacious. 
The ab i l i ty to detect fa i r ly rel iably when cer­
ta in condit ions are not met suffices as a guide­
l ine for when to assume something is common 
knowledge. In pr inciple, the problem of when 
one has ind iv idua l knowledge is about as dif f i ­
cul t . 

We use the situation oriented program­
m ing language P R O S I T . By combining rea­
soning about s i tuat ions and in s i tuat ions, 
P R O S I T makes possible an especially in tu ­
i t ive and simple solut ion of hypothet ical rea­
soning problems invo lv ing common knowledge 
( [Nakashima and T u t i y a , 1991]). 

1 I n t r o d u c t i o n 

Treatment of common knowledge is impor tan t in connec­
t ion w i t h mul t i -agent systems. When several or many 
agents cooperate to solve a problem tha t cannot be 
solved by any single one, it is essential for them to have 
models of other agents and to communicate w i t h one 
another. In t reat ing such systems, we need abstrac­
t ions of a higher level than ind iv idua l knowledge/beliefs, 
namely the knowledge/bel ief of groups of agents. I n ­
deed, [Levesque et al. , 1986] claims tha t the concept of 
j o i n t in tent ion is necessary to formalize problem solving 
by a group. 

In this paper, we w i l l show tha t 

• common knowledge can be used a lgor i thmical ly in 
solving problems cooperatively, and 

• common knowledge is assumed rather than estab­
l ished. 

To represent common knowledge, we use the frame-
work of s i tuat ion theory, which has been developed to 
provide a powerful logical foundat ion for analyzing in­
fo rmat ion f low when par t ia l i t y of in format ion is crucial 
([Barwise, 1989], [Dev l in , 1991]), as it is in dist inguish­
ing between ind iv idua l and common knowledge. 

We w i l l compare our model of common knowledge 
w i t h Barwise's ([Barwise, 1989a]) and show why his 
model is not the best to make use of common knowl­
edge in inference. We then apply our model to the three 
wisemen problem. 

1.1 S i t u a t i o n T h e o r y 

Fundamental notions of s i tuat ion theory include i tem of 
in format ion (called an infon) and situation (a part of the 
wor ld capable of mak ing an infon a fact ) . A typical infon 
would be tha t a part icular re lat ion holds (alternatively, 
does not hold) of part icular objects. For instance, the 
in format ion tha t Pat , a card player, has the ace of clubs 
is the infon 

(has Pat a _ c l u b s ) . 

An infon is a fact, i f i t is, by v i r tue of some part of the 
wor ld mak ing it so, i.e. some s i tuat ion supporting (often 
wr i t ten f=, but we wr i te !=) the in fon. For instance, a 
s i tuat ion g in a card game in which Pat has the ace of 
clubs supports this in fon, i.e. 

( ! = g (has Pat a . c l u b s ) ) . 

The knowledge tha t this is so w i l l l ikely be included in 
Pat 's ind iv idua l knowledge - in fo rmat ion which we can 
wr i te as the two infons 

(knows Pat p k ) ( ! = pk (has Pat a _ c l u b s ) ) 

where pk is Pat 's ind iv idua l knowledge s i tuat ion. I f the 
in format ion is possessed not only by Pat bu t is moreover 
common knowledge of Pat and Max , the other player in 
the game, we have the infons 

(knows Pat ck ) (knows Max ck ) 
( ! = ck (has Pat a _ c l u b s ) ) 

for the common knowledge s i tuat ion ck, which is a subsi-
tua t ion of bo th pk and Max 's ind iv idua l knowledge si tu­
at ion ink. T h a t ck is common knowledge is itself common 
knowledge, i.e. 

(!= ck (knows Pat c k ) ) 
( != ck (knows Max c k ) ) . 
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2 P R O S I T 
In this section we give a short introduction to PROSIT, 
the programming language we use, and the reasons why 
it is especially suitable for human-like reasoning. 

PROSIT (PROgramming in Si tuat ion Theory) is a 
programming language implemented in CommonLisp 
that has many features of Situation Theory bui l t into it 
([Nakashima et al., 1988]). In particular, a program can 
bui ld up and navigate w i th in situation structures; in-
fons can be asserted in situations; and constraints hold 
between different situations in the situation structure. 
The inference engine is similar to a Prolog interpreter. 

The numbers in the fol lowing description of the main 
constructs of PROSIT refer to Figure 3. 

The following properties make PROSIT especially 
suitable for wr i t ing programs doing human-like reason­
ing: 

Incons is tenc ies . Reasoning is different f rom applica­
tions like numerical or accounting programs in that 
inconsistencies can occur. Moreover, inconsistencies 
play an active role; they are used to get at new in­
formation. 
PROSIT's situation structure facilitates using con­
tradictions for this purpose: contradictions can be 
kept local, preventing them f rom generating un­
sound inferences; and they can be reflected upon in 
a situation that the contradictory one is a subchunk 
of. 

D i r e c t p r o g r a m m i n g . PROSIT allows navigation in 
the situation tree, i.e. the situation tree is not only 
a data structure, but also a programming struc­
ture. One can, therefore, always program from the 
point of view of the person whose reasoning has 
to be modelled. Instead of programming from an 
abstract level ( "A thinks that B believes that C 
knows . . . " ) reasoning can be directly translated 
into PROSIT code. This results in easy-to-write 
and well-structured programs. 

S i t u a t e d p r o g r a m m i n g . In PROSIT we can state 
constraints in a general form that w i l l be used 
differently in different situations by picking up 
the particular information available in a situation. 
This "lean" programming is possible because sit­
uations contain only the information pertinent to 
them; computations can be made local and effi­
cient, ignoring what is happening "further up" (cf. 
[Nakashima and Tut iya , 1991]). 
An example of how a general constraint picks up in­
formation f rom a situation is the special predicate 
(me * x ) that binds its variable to the current situ­
ation. 

3 Two Computa t iona l Approaches 
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The program, then, is the one shown in Figure 1. Any 
of the queries in Figure 2 wi l l be answered yes. Notice 
that Pat and Max know not only everything about each 
other's knowledge but are also well informed about what 
is common knowledge. 

We now come to to the crucial test for the usefulness of 
this representation: the integration of private and com­
mon knowledge. We try to apply the static approach to 
the Conway paradox: 

During a card game both Max and Pat have 
an ace. If asked whether they have any knowl­
edge about the other person's cards they wi l l 
answer no and this answer won't be different if 
the question is repeated; but if someone tells 
them "A t least one of you has an ace", a fact 
they can infer from their own cards, the answer 
wi l l be "No" for the first answering (Max) and 
"Yes, he/she has an ace" for the second of the 
two (Pat). 

Pat reasons as follows to the conclusion. If Max 
didn' t have an ace, he could infer that I have one be­
cause he knows that there is at least one ace. But then 
he wouldn't have answered "No" when he was asked 
whether I had an ace. Hence, the assumption that he 
doesn't have an ace is wrong. 

How can we do Pat's reasoning wi th in the data struc­
tures sketched above? The argument hinges on the 
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assumption (no (has Max a c e ) ) . Where do we put 
this assumption? We're confronted wi th the following 
dilemma: If we put it in ck or mk, then (no (has Max 
ace)) wi l l become part of Max's knowledge, which is 
clearly inadequate. If we put it in pk, then (!= pk 
(no (has Max a c e ) ) ) becomes part of Max's knowl­
edge, since pk is a subchunk of ck and what holds in 
ck is inherited by mk. This is inadequate too: we don't 
want Pat's assumptions to influence Max's knowledge. 
If we put the assumption in a situation s outside of ck, 
our common knowledge representation cannot be used: 
If we want to do situated reasoning in s, the common 
knowledge facts are not available. 

So we cannot prove the desired proposition using a 
proof by contradiction. We do not deny the obvious fact 
that, in principle, one can derive any valid proposition 
without resorting to a proof by contradiction. For every 
proof that makes an assumption that is then shown to 
lead to an inconsistency, there is a "positive" argument 
proving the same proposition. 

To derive the fact that Max has an ace by using posi­
tive arguments exclusively, requires common knowledge 
to include all possible alternatives: 

i 

The reasoners have to have the necessary common 
knowledge "prior to" reasoning, instead of deriving it 
only when needed. This demand is too strong in general 
for intelligent agents. 

We believe that proofs by contradiction model much 
human reasoning more closely than positive proofs. We 
wi l l see that in the case of the wisemen problem the 
natural way to solve it is a proof by contradiction, not a 
positive argument. 

3.2 T h e P r o c e d u r a l M o d e l 

Taking into account the lessons we have learned from the 
static approach we propose a model w i th the following 
three key features: 

1. The "common knowledge" situation is flat and non-
circular. 

2. Whereas in the static approach there was just one 
situation for each person, in our model all instances 
of knowledge situations are different. E.g. Max's 
knowledge and beliefs and Pat's knowledge and be­
liefs of what Max knows wi l l be realized by distinct 
situations. 

3. The common knowledge feature in our model wi l l be 
provided by explicit ly asserting a l ink between each 
instance of a knowledge situation and the "common 
knowledge" situation so that its contents can flow 
into this instance. 

Now the character of common knowledge is not repre-
sented by a static, circular "common knowledge" situa-
t ion as in the static approach. The common knowledge 
situation here is a communication channel that contains 
all information that is known to be commonly accessi­
ble. The circularity of common knowledge is realized 



procedurally by expl ic i t ly giving each knowledge/belief 
s i tuat ion access to the communication channel (3). 

Feature (2) reflects our view that common knowledge 
is generally interesting only if combined w i th other non-
common, i.e. personal knowledge. If we want to mix 
personal and common knowledge to actually make use 
of what is mutua l ly believed, we have to provide a new 
si tuat ion for each addi t ional piece of personal knowledge 
that is added. This prevents assumed or wrong informa­
t ion f rom gett ing where it might lead to unsound infer­
ences. 

In the next section we show how we use the proce­
dural model to implement our solution to the wisemen 
problem. 

4 The Three Wisemen P rob lem 
Three wisemen are s i t t ing at a table, facing 
each other, each w i t h a whi te hat on his head. 
Someone tells them that each of them has a 
whi te or red hat but that there is at least one 
whi te hat. Each wiseman can see the others' 
hats but not his own. If a four th person asks 
them whether they know their own colour, then 
the first two wisemen w i l l answer no, but , after 
that , the th i rd one w i l l answer yes. 

Note the parallel w i t h the Conway paradox:1 The 
wisemen already know individually that there is at least-
one white hat; again ind iv idual knowledge by itself would 
be useless, only the combination of private and common 
knowledge yields the desired result. 

We analyze the problem as follows: 

• c o m m o n k n o w l e d g e : 

1. There are three agents A, B and C; all are wise, 
i.e. good reasoners and thought fu l ; each wears 
either a red or a white hat; at most two hats 
are red. 

2. Each can see the others' colours. 
3. None can see his own colour. 

1We use the Conway paradox, which is a kind of "Two 
Wisemen Problem," in order to make the argument against 
the static model easier to understand. 

4. Each can hear and understand all utterances. 

5. A l l these facts are common knowledge. 

• i n d i v i d u a l k n o w l e d g e : 

For each agent: 
A: B is whi te. C is whi te. 
B: A is whi te. C is white. 
C: A is whi te. B is white. 

The problem has the fol lowing features: 

1. A l l agents have the same inference mechanism. 

2. A l l agents know (1). 

3. Knowledge of the facts is somewhat different for 
each agent. 

4. These facts cannot be directly transferred among 
agents. 

5. In format ion is collected by observing the others' be­
haviour. 

Let us now examine how to implement this analysis 
in PROSIT. For lack of space, we w i l l only consider the 
two central constraints which are shown in Figure 3. 

Note that we use situations to represent one person's 
internal model of the others. Situations here are not nec­
essarily actual situations in the wor ld. They are rather 
abstract ones (see [Nakashima and Tut iya , 1991] for a 
just i f icat ion of using abstract situations in reasoning). 
In Figure 3, the si tuat ion bound to *y is such a model. 
It is a si tuat ion internal to *x and has no necessary con­
nection w i th the actual *y (which is another wiseman). 

*x knows that *y perceives the th i rd wiseman * z . *x 's 
mental model of *y therefore has to contain all facts 
about *z that can be inferred f rom (in this case) seeing 
* z . t r a n s f e r -know ledge jB tbou t - th i rd makes sure that 
these perceivable facts are added to *x 's mental model 
of *y . Since we don' t want to get into the intricacies 
of perception, we have wr i t ten ( c o l o u r * c o l o u r ) into 
the procedure, colour being the only relevant perceivable 
property in this case. 

Other parts of the program w i l l take care of the indi­
v idual knowledge and the r ight content of the common 
knowledge s i tuat ion. Note tha t the common knowledge 
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situation is more like a communication channel here: it 
is non-circular. It contains al l commonly known facts, 
including the above constraints (which we take to be the 
meaning of "being wise" in this setting). 

Common knowledge is realized procedurally by mak­
ing c.channel accessible to each new instance of a rea­
soning situation. It is important to point out that, in 
PROSIT, each t ime a situation is made a subchunk or 
a subsituation of a constant, a situation w i th that con­
stant as name is created ( i f it did not exist before). So 
each assumption is made in a newly created situation. 
The implementation thus respects the properties of the 
problem we stated in our analysis. 

The clauses of our program speak directly about what 
facts are supposed to be known by each person (i.e. to 
hold in his knowledge situation), making for a more natu­
ral and straightforward program than McCarthy's predi­
cate logic formalization of the wisemen problem in terms 
of possible worlds ([McCarthy, 1990]). The part ial i ty of 
information supported by situations obviates the need 
to specify what is not known, which he must do along 
wi th specifying what is known. This in turn allows us to 
avoid explicit statements about the passage of t ime. For 
the wisemen problem, asserting as common knowledge 
each response to a query suffices to make the wisemen's 
knowledge increase wi th t ime. 

5 Discussion: Common Knowledge for 
Reasoning 

Halpern and Moses prove in [Halpern and Moses, 1990] 
that it is impossible to at ta in common knowledge. The 
reason is that there is no safe communication or (what 
is basically the same) there are no perfect clocks, i.e. no 

truly simultaneous access to communication channels. 
Yet it appears that humans use common knowledge 

frequently, f rom which it follows that we sometimes pos­
sess i t . Considering the wisemen problem, for exam­
ple, we see that wise men can reason through arbitrari ly 
many iterations: A knows that B knows that C knows 
that The muddy children problem is an even better 
example; wi th k muddy children, solving the problem re­
quires it iterations of: (( some person) knows). Using the 
shared (i.e. common knowledge) situation is required in 
order to reason about common knowledge. No bounded 
number of iterations on individual knowledge wi l l suffice. 

We need common knowledge to solve problems like the 
wisemen puzzle, but Halpern and Moses showed that it 
is unattainable. How can we resolve this tension? 

Halpern and Moses formalized weaker versions of com­
mon knowledge which are attainable in practice, and 
may suffice for carrying out a number of actions. Here we 
take a different approach: our solution is to assume safe 
communication even though safety is not really guaran­
teed. In practice, people don't question the safe commu­
nication assumption when t ry ing to solve the wisemen 
problem. No one objects, "You didn' t tell me that A 
really heard B answer 'No ' . " 2 

Knowledge possessed in common by a group is nothing 
more than appropriately coordinated individual knowl­
edge, viz. knowledge that each member of the group has 
and that each member knows all have. The latter char­
acteristic means common knowledge requires individual 
knowledge about group members' knowledge. Establish­
ing the required common knowledge involves the diffi-

3 We made this assumption explicit in our computational 
solution. 



culties tha t establishing indiv idual knowledge generally 
involves. For example, how can you know whether I un­
derstand and believe something you tell me? 

Despite the diff iculty of establishing indiv idual knowl­
edge - including the coordinating knowledge that makes 
something common knowledge of a group of individuals 
- human agents often funct ion quite successfully by as­
suming something to be known and acting on that basis 
while keeping an eye open for indications that the sup­
posed knowledge is false after al l . 

In point of fact, human reasoning is not the only do­
main where common knowledge is relevant; it is equally 
necessary for human communication using natural lan­
guage. Clark and Marshal l [Clark and Marshal l , 1986] 
show that some uses of the definite article (e.g. referring 
w i th "the card" to a card on a table seen by two people 
who are viewing each other) involves common knowledge 
under the fol lowing conditions. 

• t r ip le co-presence 

• s imultaneity assumption 

• at tent ion assumption 

• rat ional i ty assumption 

These are exactly the hypotheses that are i m p l i c i t l y 
a s s u m e d b y s o m e o n e t r y i n g t o so lve t h e w i s e m e n 
p r o b l e m . 

We propose to deal in a heuristic way wi th the problem 
of common knowledge to support reasoning and logic. 
Just as communicat ion normal ly succeeds because a per­
son can ordinar i ly tel l if one of the four necessary condi­
tions fails to be met, so also a reasoning agent can safely 
assume that what appears to be common knowledge is 
in fact that - unless one of the necessary conditions for 
genuinely common knowledge fails. 

We note the fol lowing paral lel. Skeptics doubt people 
even have much ind iv idual knowledge. They argue that 
the connection between reality and human minds is ten­
uous at best. However, that need not keep logicians f rom 
developing mechanisms for reasoning w i th knowledge. 

Someone who doubts the possibil i ty of common knowl­
edge is skeptical about the possibil ity of communicat ion. 
Even though one can never be sure about the security of 
communicat ion, that shouldn't keep one f rom working 
w i t h common knowledge - because humans do in fact 
use it for reasoning. 

6 Conc lus ion 
We have shown how to use common knowledge compu­
tat ional ly in solving problems involving cooperation of 
mul t ip le agents, when common knowledge is available. 
A l though the stat ic, circular representation is theoreti­
cally beaut i fu l , it is hard to use in actual problem solving 
because there is no room for br inging in indiv idual (non-
common) knowledge. The procedural representation of 
common knowledge we presented as an alternative ap­
plies readily to solving the three wisemen problem. 

We have also shown, even if one can never prove com­
mon knowledge has been at ta ined, that assuming it has 
been attained is often safe and efficacious. The abi l i ty to 
detect fa i r ly rel iably when, for instance, one of Clark and 

Marshall 's four conditions enumerated in the preceding 
section is not met suffices as a guideline for when to as­
sume something is common knowledge. In principle, the 
problem of when one has indiv idual knowledge is about 
as diff icult. 
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