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ABSTRACT

This paper presents * blackboard-based computational modal
for parting an Inflectional free word order language, like
Finnish. The structure of sentences is described as partial
dependency trees of depth one. Parsing becomes a
nondetermlinistic search problem in the forest of partial parse
trees. The search process is able to solve ambiguities and
long-distance dependencies as well. Parsing is controlled by
a blackboard system. A working parser for Finnish has been
implemented based on the model.

1 INTRODUCTION

In our first approach, the parsing process is described as a

sequence of local decisions (Nelimarkka et al. 1984). A pair
of adjacent structures of an input sentence is connected if a
valid binary dependency relation exists between them. In that

first version of the parser dependency structures were
modelled procedurally with finite two-way automata (Lehtola et

al. 1985). Recently, we have developed a constraint-system
formalism for dependency parsing (Jappinen et al. 1986). We
also have augmented the model to cover long-distance

dependencies. According to the augmented model a
blackboard-based dependency parser AOP (Augmented Dependency
Parser) has been implemented (Valkonen et al. 1987). In this

paper we focus on the blackboard-based computational method.

In our model binary dependency relations specify constraints
on argument structures. In functional schemata the structure
of sentences is described as local dependent environments of
regents. The goal is to find a matching local environment
description for each word of an input sentence. As a side
effect of the recognition corresponding partial dependency
trees are built. The partial dependency trees are linked into
a parse tree covering the whole sentence (Figure 1).
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Figure 1. Parsing as a search process in a forest of
partial dependency trees.
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2 BLACKBOARD MODEL FOR DEPENDENCY PARSING

Blackbowrd in » popular problem-solving model for eaperi
systems (H11 19B4). We have adopted that concept snd utilized
it for parsing purpases. Our bleckboard model spptication 13
rather aimple {Figurs 2).
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Figure 2. A blackboard model for dependency parsing.

There are three main components: a blackboard, a scheduler

and knowledge sources. The blackboard contains the active
environment description for regents. According to the
structural knowledge in that environment description

corresponding partial parse trees are built in the blackboard.
Also other changes in the state of computation are marked in
the blackboard.

Functional schemata and binary dependency relations are
independent and separate knowledge sources; no communication
happens between them. All data flow takes place through the
blackboard. The module of knowledge to be applied is
determined dynamically, one step at a time, resulting in the
incremental generation of partial aolutions.

Binary relations are boolean expressions of the
morphological and syntactic restrictions defining all the
permitted dependency relations between two words in a
sentence. In  functional schemata a grammar writer has

described local environments for regents using dependency
relations. Only one of the schemata at a time is chosen as an
active environment description for the current regent. The
activated schema is matched with the environment of the regent
by binary relation testa. Simultaneously a partial dependency
tree Is built by corresponding dependency function
applications. When a schema has been fully matched and the
active regent bound to its dependents through function links,
thee local partial dependency parse tree is complete.



A acheduler for knowledge scurces controls the whole aystem.
ft monitors the chenpes on the blackboard snd decidr:y what
srtfons to take nent. The scheduler employs & finite two-way
sutomston for recognition of ths dapsndents.

2.1 Tha contrpl strpteqy for dependency peraing

For the formel definition of the parsing process we describe
the {input sentence ss a sequence tct1),c€2),...,cli~1}, cfi},
c(fel), ..., e(n)) of word conttituents. With sach constitusnt
efl) & set (a1, 1),.... {1 m)) of functional schemata is
ansocinted. The genetal persing strategy for wach word
constituant e{i} cen be modelled using a trensition netwark.
During parsing there are flve posaible computational states
for asch constituent cii):

§1 The initisl state. One of the achemats sspociated
with cti1) Is mctivated.

£2  Left dependents ars avarched for c{i).

$3  c(fi) ts waiting for the building of the right context.

111 Right dependants are searched for c(i{).

$5  The fine! states. The schems associated with (1) hss
been fully matched and becomes lnactive. c(l) s the
head of the completed {partisl) dependency tres.

At any tine, only one achema {1s actfve, i.e. only one
constituent ¢{i) may be in ctate 52 or 54. Only a completed
constituent {one in state $%) it altowed to be bound ws @
dependent for & regent. There may be » number of constitusnts
simultansocusly In state 53, We eail theae  panding
conatituenty {implemented an u stack PENDING).

Binding is stated ms mapping f{c{i},c{j}) -» cli)* where
etf)t stands for the regent c{i) after {t has bound the
depandent c{j). Fynction § is defined by the corresponding
binary ralstion,

The parsing process sterts with c(1) and proceeds ta the
right. initially all consetituents c(1),..,c{n) are in the
state 51. A swntence 1o well formed if in the eng of the
pareing process the result is a aingle constitusnt that hes
reached the stete 5% and contains all the other <onatituents
hound in {ts dapandency tree. For esch constituent c(i) the
paraing process can be described by the fallouing five wsteps.
Parning begine from step 1 with f k = 1.

3 A wschems candidete a(l, k) asgzocimted with (i) fn
nctivated, §.e. the conetitusnt c(i) tokes the role of »
ragant. Following the environment description fn (f,k),
depandents  for (i) are assarched from [ts Imeedists
neighbourhond, Go (o atep 2 with | = {-1,

23 The search of left dependents. There sre two subcabes!

2n) Thare mre no left nelghbours (] » 0), none 1s expactad
far ¢(1}, or efiy t] « §) existe and 16 in state I3,
Go to step M with | » Je1,

Wy et]) ¢] < i) exinte ond s in state §5. Sinary
relation tests are done, In cese of » nutcess the mapping
flecid, etid) -> £{V)" takes place. Repest step 2 with ]
= J-1 and €1} = (i)',

3) Buitding the right context of the regent, Thera arsa two
subcases:

3a) Thers ars no right neighbours (] > n) or none lu
expacted for c{{). Go to stap 5.

) cij) €] » 1) existn. Go to step 1 with 01} » clhe1)
snd PENDING = push (t(4), PENDING).

&) Tha saarch of right depandentu. Binary reletion tests ara
dona. In case of success the mapping f(e(1}, e{])) -» €li}’
takes pluce. Repwat step 3 with j = j+1 end c(4) = ef§)'.

5) The finsl state. Thars are two subcases:

5n) The snvironment description has been matched. [f me
unbownd ¢(J3's ¢) < T or j > 1) remsln the sentence fs
parend. [f c{i+1) exints go to the step 1 with { = [+),
1f ¢(1#1) dosan’t axist or tha »staps following the
previous cass raturned 3 fatlure, go to step & with c(f) =
pop {PENDING).

5b) The snvirorment descriptfon haa not bean metched. [f

ancther schome for c{l) exists (k « m), go to step 1 with
+ = k¢1. Otvherwiss return n faiture.

Flgure 5, The trensition network model of the
control mtrategy.

2.2

The control system hes teo Leveln: tha basic (svel employs
a general two-way sutomaton and the upper lavel uses »
blackbosrd systam. There fs & clear correspondance batwesn
the gramaer description snd the control system: the two-uay
sutomaton mekes local declefons according to the binery
ralations. Thess local decisions are controlled by the
blesckboard system which utilizes the snwironment descriptions
written 1n the schemata.

To asccount for ssbiguities thars ara thras kinds of
backtracking paoaints In the control eystem. Rscktrecking say
be done In regard to the choice of dependency functionn,
homographic word forss, or asssociested schemats ( only ths
Lant casw wes axpresasd in esction 2.1 ).  Backtracking 12
chronological.

The solution of long-distance depandenciaes takes place In
tuc phasas, First en element which may have moved from the
dosain of Its originel regent to the domsin of snother one 1a
recognized (by spacial CAPTURE functions), Suth wiements ere
azslgned to & apaclal List of distant slements. Then, in the
binding phese, the originst ragent binds a distant slement
from the (1et. For more detalls, sse Valkonsn et al. (1987,

The strategy of local daecisfons controlled by global
knowledge of the input sentence yields s strongly data-driven,
teft-te-right and bottom-up paras whersby pertisl dependency
trues mre built procesding from middie to out,
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3 PARRING EXAMPLE

Yo visvalize our discussion, a full trece of parsing the
sentence YAid wksy wmetslend® (DPon't get lost in a forest)
uppests in Figure 4. Parsing starts from the Left (en arrow).
#eat line fndicates the salected sch and dependents that
are tested. The first word "ALE" is identifiad ws 5 Megstive
imparative wverb with no dependents (schesa DumyVr ok). The
{mpgrative varb "sksy®™ {(to get Lost) fs then tried by the
schema N-lmparinte¥P. The binary relation Wegation holds
between the two werbs, and the corresponding dependency
function edjoine them., The other functions fail. Dependents
sre wsearched neat from the right contaxt. The control
procesds to the word “satedaad® (forast). For that word neo
depandents ary found and the system returns to the unfinished
regant “akay® . The schema N-1mperintr¥P has only twe
relationy ramaining: Subject and Adverbisi. The word
“matslisnd® is bound as an sdverbisl. Tha schess har been
fully matched and the input sentence 1s completely parsed.

> hlh akny metesbssd.
=> (&1} {ekey} (weteiosd)
Achemn: DummyVP {}
DusayVP ok
{#lk} => (akmy]) (motoiresi)
Bchama: N-ImparIntrvP (Hegation Bubisct Adverbial)
Negation ok
Subject falled
AMvarbial failed
{((ilik) skay) => (metmassh)
Schema: TrivialSP (DefPart R)
DefPart failed
TrivialEP ok
returning to unfinished constituent...
((Ald) aksy) <= (metaissd)
Schama: N-ImperIntrVvyP {Subject Advarbial)
Subjact failed
Advarbial ok
N=ImparintrVvP ok
=» {{&l&) wkey (metmissid)) PARSED

The patss took 0.87 saconds CPU-time on VAX-11/7%]1.

Flgure &. #n expmple of paraing.

4 COMPARISON

The notien of unification has recently smerged s & common
dascriptive device in many Linguletic theories Like FUG,
PATR-I1 and WPSG (Kmy 1985, Shisber 19B&). Anothar populer
approsch has been to wpply attribute gresmers originaliy
developed a3 & theory for formsl Languages {Knuth 1988). LFG
and DCE can ba viewsd me attribute grammer systéme. The trend
has basn towsrds strictly declerative dascriptions of
syntactic structure. Syntectic rules are often axpressed in
thy form of complex festurs sets.

Our ADP system also uses festures, but thera s neither
unitication mor correspondence to sttribute gremmars. UWhers
FUC and the others use unificatien, thers ADF ydes & pattern
matching vis binary relation teste for locsl decinlons. After
binding the regent solely reapressnts the comstituants hangling
below { however, in sowme cases certeln features muat be
refeed ). functional echemats were  indapendent, Llocal
dependency  environment dascriptions of regents,  Through
bleckboard epproach we have gained a wore flaxible contrel:
ths Dblackboard system can conveniently take into sccount
plobal knowledge of the santencs.

According to declarative word environment descriptiom in
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schepats partial selutions sre bullt In the blackbosrd. Local
decisions controtied by global knowledge of the input sentence
has wade it possible to find solutions for problems that are
difficule to solve In traditionul parsing aystems. ADP finds
all solutions for sn ssbiguous sentance. An sugmanted sesrch
procesa covars long-distance dapandencies as well.

ADPF has been implesented in Franziiep. Expariments with u
non-trivial wset of Fisnish eantence wtructures hes Been
performed on a YAX 117751 system. An sversge tiwe for paraing
u six word sentence (s Less than 2.0 seconds for tha first
parse. At ths spment the grammsr description covers colleh
sentence  structures quite well, Thers arse &6 Dbinary
relations, 188 functional schemats and 1800 Llexicon wentries.
The lexicon of the morpholiogical analyzer (Jippinen and
Ylilasml 1985) containa 35 000 word entriass.

e argue that our blackboard-based putational model also
gives 4 pgood basgin for parallel parsing. TtThere should be sn
own procenser for each word of the input sentencs. The
partial depandsncy tress would be builc parsiiel and agnt to
the main process thet Links them inta a parsse tree covering
the whole sentence.
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