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Abstract
This describes a thal Tem Event
Reoognltlornep%r the task of m cam%oeph%mp
tions of stlmulu rven to a owver a period of time. A temporal

Iogrc tha i eg te based and interval besed reggse
and malntaln temporal
relahonsh mﬁ besed pora
structed t usss this te generate hrgher Ievel
con bstractions thal descnbe the events occurring at the in-

put. m(;PIementat]on of the system called MUSE is described and
examples of the system working in a Blocks world are presented.

1. Introduction

In thls sgP, the problem of Temporal Event Recog-
nition, ie. orm oonwptual descriptions of discrete, un-
interpreted stlmu prome has been studied

both directly and |m I|c geh
{Mlller&Johnson -Laird'73 A][ and
ificial Inteligence SchmldtSndharan&GoodsonaZg] In

the problems of besed story_und %a nmon
icnsky'83] and the work of (Tsuiji'7 unde nding cartoon

HN ms |mkgI|C|l address this tas I-Jlo/rg/er g

are

o P oot of el o d%“a” ““e’(ym L
mporal information is orlly peripherally a
deseed in these systems. PO pep Y
b&/ [I\/IcDermott'82] [Allen'84] and others hes con-
oentrated on proV| |ng formal deductve representations for temE)oraI

extensive
orchardt8 lS ae ofthe first attempts to_bring these works to-
I and ﬂ vent developeff him ﬂle%lrectly related to
in this
of [I'hlbadea % dso S|m|Iar1y motlvated iS work is n‘ore
oriented towards S|mu|at|ng human performanoe in adlon perception.

Ourintent is to a domain |ndependent framework in which
event conceptualization may be performed. The basic paradigm we
consider is the foIIoww_I%ETne system is presented with a set of stimuli
at discrete instants task is to form a conceptual description of
abstract events occuring in these instants and to provide a causal
interpretation of these sfimuli.

The overall framework presented in this hes been imple-
in an event nition programma%m FIzhe
i is

paper that follows is a description, of the theory

which we call MUSE. The as follows. 2
briefly discusses the.temporaplﬁn ics of ﬁcDermott’82] and [Allen’84]
and that while both of useful pro rt]es neither iS
com| for the task at hand Sections 3 1o 5 th

an altemate hybrid rey tion and discuss its pro mesandde
the basic structure of the event nition Section 6

ple of the system Blocks world.

working in
Abngerversron ofthlspaper umarf&Miukerjee’87] contains a
[K \Z]/orkandﬂ'e

lsreferredtothat

gete the motivations behind
|mp|emen tion detalls of our_ system. The reader
report for additional information.

2. Representing Temporal Knowledge

Recent work on temporal reasoning hes given fise to two basic
symbolic models of time.  In one approach, (for example, [McDer-
mott82]) the basic unit of time is an atemporal entity called a state
or an instant. In the second approach [Allen'84] [Allen'85][Ladkin'86]
the basic unit is the interval, which represents a finite "chunk” on some
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time tine.  In the state based g the pessage of time is repre-
sented using a partial ordenn %n states. Intervals of ime are

using sefs of in this approach Intervals are first
cbssentltlesmﬂ'reseomdwproadmnd points are defined using
|ntersect10ns of intervals [Allen'86]. The foIIowmg discussions assume
at the reader is familiar with the’ basic features of both these models
iderations ude a detailed anaIysrs of the comparative
merits of the two Below we outline briefly the motivations be-
hind our choice of representation. The reader is feferred to the longer
version of this paper for a detailed comparison.

We are pnmanly interested in representlng temporal information
about events. In state based systems events are defined indirectly as
facts that are true over sefs of consecutive states. Thus temporal rela-
hons between events can be determined by exami nlng respeciive

ofstateslnlntervalbesedsystmts e other haned, events can
be dlrecty assocated W|th intervals and 1he temporal relationships
events can be dire: by the interval relationships
gay for exam e bsg: of [AIIen'84ﬁ intervals are I source of
ction in rei)resent]ng information about How-
ever |ntervals are to uee for global or situational information.
f for instance, we wish ae frue at a particular
%omt in time, the |nterval notatlon rs a\A,kward to_use since such in-
mation hes to be derived by painvise comparision of events using
binary relations between them. In %plcal event recoghition problems,
the input information is usualy and consistS of descriptions
that hold at varoius points in l]me Thus a direct use of the interval
logic is inconvenient.

Another maj with the |nten/al notatlon is that intervals
require both a s |n p0|ntandend| nt to be_completely de-
Ien'84] require that thé two

fined. All the temporal relahonshlgl)_s
intervals be completel his means that temporal relations
this notation.

incomplete m%rvals cannot be expressed using

As we show in t‘nelonggerpwermoftherelahonshl can be au-
tomatically derived until a ime when at least ane of the everts hes
terminated. This means that we cannot build an incremental temporal
reasoner that deals with ongoing events using the interval logic.

In this paper we show that the above problems can be solved if we
re-interpret the interval notation using a state based approach. In par-
ticular we how these relationships can be automatically denved
using strictly local deductions from situational information. We thus
end Up with"a hybrid representation which uses states to enoode global
information constructs intervals |mp||0|t|¥1by denvmg interval re-
lationships between facts in uS g%n
of the "world centered” state spece approach and fhe "event centered”
interval approach.

3. Basic Definitions

In our re ntation factual world knowlegge

two sefs of pi ppr?)sesrhons P, and P, P;i |s a set o?rlm/ms%ons
from which aII inputs to the system are drawn. P, is a set of derived
g&posrt[ons such that Py'n P, -A (the null set) Intuitively, the

mporal oonoeptuallsatlon |nvdV$ efining a mappi
the two sefs such that the elements of na¥ reexpressg
mtermsofﬂ'\oeeln P4. We define the set V= 15

Time js represented by allneasetyorderedsetofstatess A func-
tion ll(u, a) which ranges wer the sef {true false} determines the truth
values of a proposition P € V at a spedfic instant r € S. The set

of states in S is utilised to provide a frame of reference for descnblng
events in a domain. We thus place a restriction on this set that it be
of a sufficiently hlgh resolutlon ie. For all <p € V, if pis frue over a
st of instants '{a at aw then ok+1 €S
Slmllarty, rfalstlalsea/eraset{o \...ay} and beocomes true at 0-

then 0%+i € S .The above restrction a minimal bound on the
resolution of the set S required to perform event conceptualisation




wsing our represenintion.

An svent in a tuple (g, r}where ¢ € P and v C & such that
Iy, o)is true for wll ¢ € 7. The el 7 is restricted to contain only
consecutive edemenis of 5, ie., oy € v, theneither oy €7 o ¢
r for all & > i An event in defined as u primitive event il € B, and a
derived event if o € F;. An eveni i said start ai u particular insiant if
the ponding proposition becomes true at that instant. Similarly
it sald éo terminmte at an instant if the proposition b false at
that imstaat.

The led entent of | . We wi tefex
this et -i‘ler cﬁrﬂm le :nl or h:ewt;tul - “cliln&-:lovith tltng
evenl, events (g, 11 ) and (¥, 7y) &e cona :ed.m:’tincl Un #mn.
4. Derlving Temporal Assertions

Syntactically, » temporal maeilion is u logicul sentence of the form
wil) ¥, 93 € Piandre { = >< mmiooi (A s d di sashss 3}
In the ted relatinmships sbove the firsl thirteen are identlcal
to Allea's relationships. The remalniag four restions, required to rep-
resent tempotal relationships between imcomplete events, are one of
the extensions s ted by our work . This s discossed further be-
low. We deflne the pet N as the set of all possible relations of this
form for all ¢ € P snd the met H* ws the closure of ® under the logical
operations v sad A

Although the temporal sssertions in our representation ere syn-
tactically similaz lo Alien’s the imierpretation w quite different. In
Allen's terminclogy, the primitives define relstions between two com-
pletely specified intervals. In owr terminology primitives are osed
to make statements about what s known sbout the temporal rels-
tionahips between iwo events at any instant «# € S . They may thus
be viewed ma propesitions that hold al certain instants. c sehtehce
chlmleriail:g the relationship between two events change wilkin the
durstion of the events. This w discussed below.

Due to dynamic changes in the world being modelled, sl any
inntant im S, some subsei of P may transition fom [lse to itue
thut crenting events and eome other sabeet may iransition from true
to fulee ther terminating some evenis. We use the three predicales
Staris, Ends, Cont 1o indicate the status of any cvenl st an instant.
Given an evcal g = (i, v) and any instant o & & we deflne

s‘“"'("\ ,') = Hdd.{ Ty ] A Hdd’(wi LA )t
Elld‘(‘], ’i] = HO‘dl{fﬁ, i1 ) A Hdd"( AL ]l
Cont(n,o,), = Holdse(sp,7,_,) A Holde(p, ;).

In this paper we use the literal Holds Lo represent the fact thet s
propodition is true at cerisin instant.

In this situstion, at sny gven instant, all the propositions which
are broe will correspond o events whose beginnings are known. How-
ever, Lhis may nol, in general, be true for their endings. All of Allen's
relstionships require thal at least one of the events have terminaled. in
otder to cxpress the temporal zelationships between incomplete events
we inttoduce four more rclationships to this set. Three of these are
shown in figure 1.

X starts before (sb) ¥
Y stacts sfter (sa} X

K starts with (se) ¥

T

X
J
T
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Figore 1.

A fourth relationship ¢ (nrull) can be added to the set o express
the relationship beiween an event and a (ficttiloun) event whose propo-
sition happens to be Lalse at that insianl. Alternatively, we mmy view
this neserlion as expressing the reintionship between an event and an-
other, whose starting point is unknown,

Wilh this expanded set of relationshiy , ol any instant & & S,
thers » o unigue lemporal asseriion rrlatig every pair of eventn cor-
responding to the propositions in P. Each ol these temporal essertions
is computed by a strictly locsl deduction, depending on the truth value
of the proposition st thet instant and the instant mmed_mtel:r preced-
inLi'l.'. We may express these deductions in terms of the inference rules
below.

The simpleat cases are derived first

[Starts{n, o) A Starts(n:, ) = Holds{{m = m), )

[Startam o) A Cont(ng, o} = Holds((m s ), )|
[Contin:,o) A Starts(ns, o) = Holds({m b m), o)
[Starts(n;, o) A Ende(ny,o) = Holds((m m m).2)]

The relalionships s sb, and s are only temporary relationships
that will change when sither of the two events letminate. When that
happens the relationahip # complelely determined. Some of the rulen
that guide this Lransilion are given below.

[Holds((m ss )}, a}ABnda(im o}rContln,o) = Holds({m & m), ol

[Holdo((m s m ) o)AEnda(n, c)AEnds({n;, o) = Holds((ny = m), 7))
[Holds({m sa m), m)AEnds(n, o)A Ends{nz, o) = Holds((3 {m). o)
[Holds({m sb m).c}AConi{n, o)A Ends{ny,o) = Holds((m d u;), &)
{Hoids((m sb m),c)AEnds(n, ,c)ACont{m,a) = Hoids((n o m), )]

The remaining sssertions can be derived similarly. The above
tules can be concieely summarised in the state transition diagrams in

el
R AR, '\9} RAR

LELY

Figure 2.

Conceptually, we may imagine that the state lransition diagrams
represent finite state avtomaia that monitor the logicel relationships
between each pair of propositions {p;,@3) € P. Al cach inatant, cach
possible logical relationship is evaluaied and if any of them cvaluales
Lo #rue then the arc of the corresponding trennition graph is traversed
und the node thai is reached represenis the curreni assertion thst
can be made about the tempnoral relationship between the two events
correaponding lo the propositions.

We define the I:?icnl prerequisite L of an asserlion to be the label
of the arc that would have torﬁ;_ traversed in ng:r I.ujen.ch ihe node
representing Lthal assertion. is concept wil uped o define the
nobion of the scope of an assertion.

The scope of a temporal aasertion kinking two eventa (p),+) and
(#2,72) ia the set

{e|re{rnyun)and ML, )i true.}

and L is the logical prerequisite of the assertion.

‘The scope of a conjunction of tlemporal assertions is the smalleat
complele interval that includes every point in interseclion set of the
sopes of the maertions. The smallest comnplets intervel that includes
the points 0,0, € 5,1 < kis the sol {o;:0, € Sand i € 5 < k}. The
scope of & disjunction of asserlions s the union of their scopes.

The definition of the scope of temporal sssertions is & Feature
that distin,uilhu our interpretation the temporal relationships
from Allen's. Tn our represcnistion, n lemporal assertion between
two events remains valid only es long as at kast one of the evenls is
active (ie. the corresponding proposition is true). For example, an
sssertion my(m)p  will become active if for some instant o, m ends
and my niwrtn at 0. The scope of this essertion will include ¢ and all
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the following instants at which ife is active. Once n, ends, however,
this assertion no longer holds.
5. Dve\zlrived I%vents | el ol

le view temporal event conceptualisation as a process
ral abstraction. Tﬁlg involves aggregati a st of events that ocm?%
a certain sequence into a single ‘abstract event. Such abstract events
are called derived events in our representation. These are events whose
oocurences are totally constrained by the occumences of other events.
The temporal assertions of the previous section define the allowable
temporal constraints beiween events.

Fomally, we represent a derived event by a statement of the form
vE A

where A and w are fomulas that may contain Quantified variables
such that some ground instance of A to N. and some ground

instance of w to P,. Varables quantified over the entire ex-
pression are prefixed with a "?". The previous definition of a temporal

assertion as a proposition alows us to evaluate the truth value of A
at any instant.

The extent r of the derived evert is defined as being equal to the
soope of the constraining assertion A .

The final notion that needs to be defined is the idea of Temporal
Semantics for events. In deriving abstract events as shown above,
we must consider nat only how theéy are conceptualised, but also the
gler%ts,ofumeatvmmﬂ'eyaesaldtobeocwmng So far, t hes
: |mfg||_|0|tly assumed that the extent of an event is also the period
of ime for which the event occurs | While this holds true for primitive
events, this definition is too restrictive for denved events. In meny
cases, simply assuming that an event oocurs when the comresponding
&(ogosmon oomes true and ends when the proposition becomes
to descriptions of events that are rather counter-intuitive. Let
us consider some examples below.
Consider an event Going-from-Colleg )
evert itself is not realised unfil the agent hes reached Austin, and yet,
one it hes reached Austin, the is no gom%from Colege
Station to Austin. If we were to use the extentto report the period of

time at which the event oocurred then the event would aighaedtiestiack the

longer at Austin. This is certainly not the

from Colege Station 1 Austi I@Mﬁ% % e wes
wes on ustin!
Iiketgangaﬁwe.factmatthe _reached Aistr %Mf
the fact that it wes going to Austin but would like to adjust the set
of instants at which the event wes presumed to oocur o include only
%mieriplntsatmmmMeagent\AesmﬂweroadﬁunCdlegeStahon
0 Austin.

. Another case that is possible is one of Instantaneous actions. Con-
sider, for example the action of drolpplng a ball. We may say that
someone drops a ball if he is |n|t|atl)y IIholdlng the ball and then he

his hand, thus releasing the ball. f we were to represent this

situation using a derived event that wes constrained by the events
"holding" "openln[g" then, the "d.roggilng" action would, tgaihe
above soope rules, imply that the ball is being d at all instants

that the hand remains . However, this is not we perceive
the dropping action. E%]vely, the agent is said to dmm%yme ball only
at the instant when the hand Opens.

. It can be seen from the above examples that in practice the map-
ping to intuitive descriptions can be extremely complex and the simple
nofion of extent cannot account for meny types of events. Thus, we
need additional mechanisms that will allow” us to make these distinc-
tions. The idea of associating a descriptor with an event that will allow
the computation of the period for which the event js aclive is our ap-

ach to providing a partial solution to this problem. We do not
claim that this technique can acoount for all_possible situations, but
the 5 outlined below are quite | and a meas
for "customising” the temporal an evel

Su c we have a funetion p{7), and 7 = (i, 1) is an event. For
any mng:‘p relutne & unique set of insiants © C 5 sssociated with
the event sa defined below

T ifyp€ Pl
P} = {"U{U,..m pn)} $ocPiad gk A

N, A is an abbreviation for " such that is an event
whose corresponding proposition is a subformula of A".

For a derived event the set O will, by the above definition, contains
every instant from the starting point of the earliest primitive event that
wes Involved in an assertion constraining that event to the termination
point of the event. In effect this set thought of as a universal
set of all the instants which may have same relationship to this event
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e-Station-to-Austin. The

For primitive events © is the same ma the extent of the event.

i i 1 a of an_event to
thone i B 1, AclEh ey el =i Bk
rormed. In specifying the temporal semantics of an eventt we wi
E :eeifyin the ﬂl"lo:l‘dﬁﬂlﬁiﬂll set of the event. Let us consider

ome exumples.

The simplest case, where the action deflnilion sl is the same na
the cxtent may be specified by a = 7. This defines the semantics
of primitive events wnd uny derived eveni for which it in sppropri-
ste. Such ent is sid to have Durationa! semantics. The defonlt
seantics :F | events in our representalion e durational.

The second type of sementics, called Abstraction semantics is ex-
tremely useful in ribing ¢vents which are goals or form the ratio-
male for performing some set of lower fevel events. The action defl-
nition set includes the instant when the carliest event leading to it is
activated and ends st the instant the event itscif was started (ie. the
goal was achieved). Examples of this type include the eatlier event of

from College Station to Austin. We |pe_¢il'y this type of event
by a = ©\ 1.\ being the set difference operation.

Insiant ws semaniics may be defined by & = min{r} ie. the
action i defined at the frst instunt of the exient,

The notion of deflning event ties in this way is thus & very
useful ome becaupe it wlows us s cerlain flexibility in reporling the
ocenrrence of events. We have only seratched the sutface of w complex
ptoblem however, and much work needs to be done in formalising and
generalising Lhis principle to handle much more complex cases.

With the above Gamework, we can now take up u concrete ex-
ample of an event recognilion system. This is considered in the next
stclion.

8 An Event Recognition Exampie

In this section, we describe briefly, the basic premises behind
MUSE as an evenl recognition system and pravide some concrete ex-
amples of the idews discussed in the previons sections. Due to space
restriciions the exumple discussed is extremely lupple. Specific imple-
mentation details ean be found in the longer version of the paper.

INSTANT L
—E—» A {ONTRBLT A7(ONTASLE 3
. = |”| {ROVERIGRT HAND)
wior Yot rer v 211+ ]
INSTANT 2
(SHEARLE X7 (ontance o)

- A { SURROUND HAND A)
e | 3 | {CLOSED HAND)
TTTTrT

INITANT 3
e TORTARLE §iinovzur AavD)
(AURROUND HAND A

A
— {ABCVE TABLE A}
! » I {CLOSED HAND)

ENSTANT 4

— A (ONTABRLE &) (ABDVE TARLE A|
 — LEURROUND HAND Al (ON A B)

ICLOZER HAND!

Figure 3.

MUSE fakes as its input low level propositional descriptions Of a
hypothetical scene. In the blocks world example which will be consid-
eed here, the stene consists of a number of Modks on a table and a
set of ta@enis (hands) which are perfpnnln%_s:me actions in this world.
The jven o MUSE is to provide a edlgh level description of the
actions agents. The input is provided in a sefies of snapshots of
the world at various instants. As an example consider the sequence of
situational descriptions in Fig 3 that are presented to MUSE.

Each of these instantaneous descrilpﬁons naturally map on to the
states in our model. The propositional descriptors gla_ﬂmarlly describe
positions and motions of the and the blocks. Thus we have de-
scriptions like Ontable(A) , On(B,A) , Move-right (Hand)., efc.
QOur premises here are somewhat similar toC%Mlller&Johnson-Lalrd?G]
m?ﬁgg at a slightly higher level of abstraction in the primitives as-
su

MUSE takes this set of situational descriptions and produces the
higher level description of Fig 4.

High level descriptions are * by derived events which
are consfrained fo occur when certain sequences of low level evenis

occur. They incude Grasp, Pick-up, Move-holding, Puton, efc.
Thus an event like Grasp would be described as follows



ws> (GRASP HAND A} at INST_2

s=3 (PICKUP HAND A] at INST_3

wa3 (MOVESGLDING HAKD A) starkwd at INST 2
==y  (MOVEHGLDING HAND Al ended at INST_d

==y (PUTON RMAND A B) from INIT_2 to INST_4
Figure 4.

{Move(?x) {m) Surround{7x ?y)) A

{Surtound(?x 7y} (sb) Clesed(?x))

Here ?x ?y are variables thai be instantiated by the Hand and
3% I mey by Jord an

Grusp(®x Ty) E

some Block in” a spedific case. This’ definition com ;

fact that the hand may be presumed to grasp the a motion of
the hand ends with the hand surmounding the block and consequently
the hand doses. Besides defining the action itself the and extent

of the action may be determined from the above definition using the
soope smol\fn mt?elaN assertion on the RHS. This may be graphically described
& .

In figure 5, the thin boxes represent asserions and the points

at which they remain valid. Sihce the Grasp evert is defined as a

conjunction of femporal_assertions, it is acfivated when both assertions

are ‘activated, ie. at t. 'I'éeaﬁ)e_nglféthe (m) asserfion is the
n

sare as
the extent of the 'sumou ion is the

m;e)c>fﬂ'1e(sb)asset11m

intersection of the soopes of the Surround and Closéd events, ie, when
either the Surround or Closed events ends the assertion becomes false
and the relationship between the two events will acoording to

the rules and transition rggams of section 3. Thus the extent of the
Grasp event is the interseciion of the saopes of the two assertions and
this ensures that the hand is seen to be grasping the block as long as
both the Surround and the Closed events are active.

KOVE | HAND } JURRQUND | HAND . A} |

GRASTI HAND A}

CLOSED{ HAND) ]

1 acve [a) gurround
i |
| 1
| I surround {sb] closed
| !
| |

e ' Li T 1 T
= L24%T. L | Mot iuatsranaacannmar et

Figure 5.

Presumoahly, if the hand i no longer surrounding the block then
the block has slipped through the hand and if it s no longer closed

then the hand may have released the block. This may be represenied
a

Stip(?x %) & Grasp(?y %) {) Surround(?y ?x)

Relense(?x ?y) | Grasp{?x ?y) (I} Closed(?x)

Thus the representation is a very expressive and compaci notatian

for describing firly subile distinctions between situalions that may
occur.

Temporal semantics are needed to correctly report the occurrences
of the events. For example, the Puton event ia described asing

Puton{?x % 73} = Pickup{?x 7y) {m) Movcholding(?x Ty} A
Moveholding(7x 7y} (sb) On(?y Tz}

Puton will become true only when the On predicate becomen
true. But the action definition of Puten is the peried during which
the block was being put on the other block. We therefore attribute
Abstraclion semunlica to the Puton event which means that the set
a for this event will include the instant st which the earliest primitive

event that triggered any event participating in the assertion sbove
je. the set {lnst.2 lnst.3 lnlt.i!L. Even though the Puton predicate
will continue to be true for as Jong as the On predicate is true, the
action definition ect will include only these instants which is the correct
interpretation.

Similarly in the wbove example, Pick-up is assigned Instanta-
neous semantics and Move-holding is assigned Durational seman-
tics. Plck-up is defined a0

Pick-up(?x 7y) & Grasp(?x Ty) sb Move-up(’x)

The definition for Move-holding b also similar.

7. Results & Discussion

The representation lanquage for evenis is a subset of the first

order predicate calculus, which’is a language with known ]
é Moore'82]. Situational descriptions are naturally. exp
in the state based representation.  Sinoe temporal reasoning is per-
formed usmtg an interval based logic, efficient temporal abstraction is
aso facilitated. Moreover, since we have integrated state based and
interval based representations, we can Lse the a_o\aia?;dd both. The
major adv: of interval besed logic is that it can le imprecise
temporal information ntly. Given a set of statements about the
temporal relationship of events, the inference procedures of [Allen'83]
or [Villain'82] can be used denve some implicit information in

ents. Although we do not e such procedures in our system,
our derived events are created using precisely the assertions of the form
that the interval logic uses. So, in deriving higher level descriptions,
MUSE could well take as its input expréssions b){hg
system such as Allen's. Unlike these m , MUSE hes
additional capability of automatically deriving the temporal informa-
tion from purely situational descriptions. The system wes specifically
designed o gperate in an onHine environment and it can hande on-
going or partially defined events.

There are meny areas where temporal reasoning neads o be per-
fonnede\mbefcxethederivedever@oaeoornpkre?ed. Forexampp?e,
in system breakdown evaluation, the events leading up fo the break-
down have already started much before the actual
In analysing oppdnent strategies, it is necessary o andyse events as
they happen. I, fact all temporal reasoning about the time
involves abstractln%esme highHevel events Which are yet b be com-
pleted. By using the features of state based temporal logic sy
our representation scheme can deal with situations involving ‘incom-

events, while retalr}lerg the abstraction facilities of the interval
I . Thus we feel that this work adresses a significant issue
in temporal knowledge representation and temporal reasoning.

OCcurs.

d
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