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Abstract

We propose a unifying framework for nonmonotonic
logics, which subsumes previously published systems, and
at the same time is very simple. We discuss some of
the technicalities of the new general framework, illustrate
briefly how some previous systems are special cases of it,
and finish an informal discussion of the intuitive meaning
of nonmonotonic inferences.

1 Introduction

The last decade or so has seen many logical systems which sup-
port so-called nonmonotonic inferences. In these formalisms one
is allowed not only traditional inferences of classical logic, but
also more "speculative" ones. It is often said that in those sys-
tems one may "jump to a conclusion" in the absence of evi-
dence to the contrary, or that one may assign formulas a "de-
fault value," or that one may make a "defeasible inference." The
prototypical example is inferring that a particular individual can
fly from the fact that it is a bird, but retracting that inference
when an additional fact is added, that the individual is a pen-
guin. This is why such formalisms are called nonmonotonic: a
fact entailed by a theory might no longer be entailed by a larger
theory. Of course, classical logic is monotonic.

The original and best-known nonmonotonic logics are Mc-
Carthy's circumscription [10], Reiter's default logic [14], Mc-
Dermott and Doyle's nonmonotonic logic | [11], McDermott's
nonmonotonic logic Il [12], and Clark's predicate completion [2].
In recent years many more systems have been suggested, and the
old ones were further explored. Lifschitz provided new results
on circumscription [7]. Further investigations of default logic
include Etherington's work [3] and Lukaszewicz' [9]. Moore's
autoepistemic logic [13] is an adaptation of McDermott's NML
I, and a version of it was further investigated by Halpern and
Moses [4].

These various formalisms are very different superficially. For
example, circumscription amounts to adding a second-order ax-
iom to a given first-order theory. A default theory, on the other
hand, contains a collection of default rules,, a notion quite out-
side classical logic, and its meaning is defined using a fixed-point
construction which relies on those default rules. McDermott's
and Moore's logics are still different, and formulas in those logics
contain modal operators, which are meant to capture the notions
of consistency and belief, respectively. The nonstandard nature
of the various systems and their diversity has made it hard to

*The work described here was curried out when the author was a graduate
tudent at Yale University.
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gain a good understanding of them and to compare among them.

However, the main problem with existing nonmonotonic for-
malisms is not their overwhelming complexity, as much as it is
their limited expressiveness. In particular, they were all shown
to fail to capture nonmonotonic temporal inferences. The prob-
lems were first reported by Hanks and McDermott [5], in re-
sponse to which several solutions were offered. One such solution
was proposed by Lifschitz, and it was to generalize circumscrip-
tion to so-called pointwise circumscription [9]. My approach
has been to construct the logic of chronological ignorance [16],
and in doing | defined a very general framework for nonmono-
tonic logics. The purpose of this paper is to present this general
framework.

This paper has two distinct parts. The first part is more
technical, and consists of the next two sections. The next sec-
tion introduce the general framework of nonmonotonic logics,
the result being a simple system to which on the one hand all
existing nonmonotonic logics can be reduced (and thus easily
understood and easily compared to one another), and which on
the other hand suggests radically new nonmonotonic logics. The
section following that briefly shows how some previous nonmono-
tonic formalisms can be viewed as special cases of the general
framework. The second part of the paper is more held at the
intuitive level, and consists of the last section. It discusses the
intuitive meaning behind nonmonotonic inferences, and argues
that the proposed distinction between default inferences and au-
toepistemic ones should be abolished.

2 Formal construction of nonmonotonic
logics

The basic idea behind the construction is the following. In tra-
ditional logic, the meaning of a formula is the set of interpre-
tations that satisfy it, or its set of models (where "interpreta-
tion" means truth assignment for PC, a first-order interpretation
for FOPC, and a (Kripke interpretation, world)-pair for modal
logic). One gets a nonmonotonic logic by changing the rules of
the game, and focusing on only a subset of those models, those
that are "preferable" in a certain respect (these preferred mod-
els are sometimes called "minimal models," a term introduced
by McCarthy in connection with circumscription). The reason
this transition makes the logic nonmonotonic is as follows. In
classical logic A \= C if C is true in all models of A. Since all
models of A A B are also models of A, it follows that AAB \= C,
and hence that the logic is monotonic. In the new scheme we



have that A | C if C is true in all preferred models of A, but
A A B may have preferred models that are not preferred models
of A. In fact, the class of preferred models of A A B and the
class of preferred models of A may be completely disjoint.

Many different preference criteria are possible, all resnlting
in different nonmonotonic logics. Circumscription, default logic
and autoepistemic logic all assume implicitly very specific (and
different} preference critetia. In [15] I look into other preference
criteria that are suitable for temporal ressoning. In thia paper I
look more closely at the general framework, and at the meaning
in it of notions such as satisfiability and entailment,

The following discussion here will be most general, and when
I talk of a “standard logic” 1 allow in principle any logic with the
usual compositional, model-theoretic semantics. Rather than
give a precise definition of this condition, however, el me in
the following assume that by a “standard logic” one means the
propositional calculue or first-order predicate fogic, either clas-
sical or modal (i.e., one of four logics); extension to other cases
(such as higher-order lagic) will be obvious.?

In order to have the following discussion apply uniformly to
the classical and modal logics, let me misuse the terminology
slightly by calling anything whicl goes to the left of the = an
tnierpretation. In the classiral cases this is what is indeed usually
called an interpretation. In the modal cases it is a pair {Kripke
structure,warld}.

The transition to nonmonotonic logic puts into guestion no-
tions that are well understood in logic, such as satisfaction, en-
tailment, satisfiability, validity, and proof theory. To see what
these wight mean in the context of nonmonotonic logic, it wil)
be helpful to recall some definitions from the standard case.

Definition 1 (Reminder)

Let £ be o standard logic, and A und B two sentences in L. The
Jact that an interpretation M satisfies A is denoted by M = A.
i this case we say that M is @ model of A. A is satigfiable if
A haz a model. A is valid if A is selisfied by all interpretlotions,
Clearly A ts satisfinble {ff ~A is not valid, A entails B (rwrillen
Al B} if B ix satisfied by all models of A, or equivalently, if
all models of A are also models of B.

From these definitions. the deduction theorem follows very eas-
ily:

Theorem 1 (Reminder)

Let £ be a standard logic, and A, B and € sentencesin £. Then
AABEC AR BDC.

Clearly ali standard logics are monolonic, in the sense that for
any A, B and (" in the logie, if A= C thenalso AABEC.

Nonmonotonic logics are the result of associating with a stan-
dard logic a preference relation on models. More specifically, we
make the following definitions. Let £ be a standard logic and
A a pentence in it, and lel C be a strict partial order on inter-
pretations for £. Intuitively, MC M; will mean that the inter-

When | say ‘a modal logic' [ deliberately do not commit mysell to a
particular madal syatem; that too ix not essential here. Again, rather than
define Lhe class of all modal systems to which vhe following applies, et me
in the following assume sn 55 evatetn whenever 8 modal logic is mentioned,
and leave iL to Lhe reader to extend it Lo other nystems,

pretation M; is preferred over the interpretation M;. £ and C
define a new logic £ . T will call such logics preference logics.
The syntax of £ is ideatical to that of £.In order to define
the semantics of L~ we must define the notions of satisfaction
{of a formula by an interpretation), satisfiability, validity, and
entailment,

Deflnition 2 An inlerpreiation M preferentially satisfies A {writ-
ten M = A) if M | A, and if there iz no other interpretation
M’ such that MCM' and M’ |= A. In this case we say that M

i o preferred model of A.

Clearly, if M = A then also M b= A,

In the full paper I define the notions of preferential satisfi-
ability and preferential entailment. Since those are on the one
hand somewhat problematic and on the other hand somewhat
unimportant, I will proceed directly to the notion of preferential
eniailment, and that has a very intuitive definition:

Deefinition 3 A preferentially entails B (written A - B) if
for eny M. if M = A then M |= B, or equivalently. if the

models of B (preferved and otherwise) arve a superset of the pre-
Jerred models of 4.

Observation. If L is a preferential logic, it may contain sen-
tences A and B such that both A = B and A | -~ 8. Fur-
thermore, 4 need not be inconsislent for this 1o be the case
- it is sufficient that it have no preferred models. ludeed, in
preferential logic the role plaved by preferential satisfiability is
exactly analogous 1o that played by satisfiability in standard
logics, wituess the following obvious lemma:

Lemma 2 Lei L be o preferential logic, and A n sentenee in
it. Then A is preferentially satisfiable iff there does not erists o
sentence B in L such that both A B and Afp - -8,

Definition 4 £ ir monotonic if for all A B.C € L. if A
C then also AAB k¢ C.

Observation. The above definition is equivalent to saying that
a logic is monotonic if all preferred models of A A B are also
preferred models of A, Viewing L as the special case L4, where
¢ is the empty relation, we note that £y is mnnotonic,

It is interesting to see whal happens to the deduction the-
orem in light of the new definition of entailment. B turns out
that while the theorem is false in general, a weaker version of it
still holds, in which the “ifl* is changed to an 'if*:

Theorem 3 Let L be a preferential logic, and A, B and
three sentences in #. Then, if AA B = €, then also A -
BOC.

The converse to Lhis theorens does not hold: f A = B2 ¢
then it does not necessarily follow that AA B = (. 1L is nat
hard to construct a counterexample, for example one in which ¢
is identically false, A A B is net identically lalse, and B is false
in all preferred models of A. In fact, it is vasy to show that if
the convetse to the theorem holds then the logic is necessarily
monotonic:

Shoham 389



Theorem 4 Let L. be a preferential logic. Then the following
two statements are equivalent:

L Foral ABCELr . f Alr BOC thenalso AA B EC
i

2. £ is monotonia.

3 Special cases

In [15] T discuss previous honmonotonic systems in some detail,
and show how they can be viewed as special cases of the proposed
general framework. In particular, | discuss both McCarthy's
and Lifschitz' versions of circumscription, Bossu and Siegel's
formalism [1], Reiter's default logic, and a version of Moore's
autoepistemic logic due to Halpem and Moses [4]. Here | will
be able to provide a comparison with only three of those, and
very sketchily at that.

3.1 Circumscription

Circumscribing a formula amounts to adding a second order ax-
iom to a theory. McCarthy's original circumscription axiom (and
1 am using Lifschitz' recent reconstruction of it) was:

AP} A Vp —{a(p) A p<P)

where p is a predicate variable with free variables x, and p<P
stands for

¥x(px O Px) A =Vz(Px 3 px)

This axiom is one way of defining a preference criterion on mod-
els, according to which M, M if

1. For all x, My and M, agree on the interpretation off func-
tion symbols and all relation symbols other than P,

2. for all x, if My = P(x) then also My & P(x), and
3. there exists ay such that M, = iy} but M, & ply)

Other circumscription axioms embody similar preference crite-
ria. To avoid giving the wrong impression, it must be said that
the notion of preferred models wes implicit in McCarthy's work
from the start. In fact, in his original paper he gave a min-
imality criterion similar to the one stated above, although in
subsequent publications the model-theoretic discussion seemed
to play a diminishing role. Other researchers too have addressed
the model theory of nonmonotonic logics, such as Lifschitz in [8]
and Etherington in [3].

My formulation can be viewed as a suggestion to generalize
McCarthy's approach in three ways:

1. Start with any standard logic, not necessarily FOPC. For
example, | base my formulations on a standard modal
logic.

2. Allow any partial order on interpretations, not only the
one implied by a particular circumscription axiom. For
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example, in [15] | suggest a preference criterion that relies
on temporal precedence.

3. Shift the emphasis to the semantics, stressing the partial
order on models and not the particular way of defining that
partial order. In fact, allow the definition of this partial
order in any way that leaves no room for ambiguity. The
various circumscription axioms, either McCarthy's original
ones or Lifschitz's more recent ones, are one way of doing
so, and they are most elegant. In my own formulations |
have chosen other means of defining preference criteria.

3.2 Bossu and Siegel

At the time this work was conducted | was unaware of related
previous work by Bossu and Siegel [1], or 1 would have made
an effort to use their terminology where possible. As things
are, | renamed some of the concepts they had come up with,
and by now | am too fond of my definitions to let go of them.
Let me, however, make clear the connection between the two
treatments. The summary of it is that they share the basic
semantical approach, although there are some minor technical
differences between the two, but that Bossu and Siegel thor-
oughly investigated what tums out to be a very special case of
my general formulation. In a little more detail the connection is
as follows.

The main part common to both Bossu and Siegels treat
ment and my own is the model-theoretic approach, which posits
a partial order on interpretations. There are some minor differ-
ences in the precise definitions. For example, whereas | defined
a to be preferentially satisfiable (or, in their terminology, min-
imally modelahle) if v has a preferred model, Bossu and Siegel
require in addition that any nonpreferred model of a have a. bet-
ter model than it which is preferred. Or, as another example,
they explicitly reject the definition | chose for preferential entail-
ment (which they call subimplication and denote by =), since if
p is not preferentially satisfiable (i.e., it has no maximally pre-
ferred models) then it entails both # and -+#. | don't view that
as a disadvantage, since preferential satisfiability plays a role
that is completely analogous to satisfiability. Thus by the same
argument one should object to the regular notion of entailment,
since inconsistent (i.e., unsatisfiable) theories entail both V and

These are fairly minor differences, and they are overwhelmed
by the similarity in the semantical approach to nonmonotonic
logics. There is, however, a big difference between the two treat-
ments, and that is in their generality. Whereas 1 allow starting
with arbitrary standard logics as a basis, Bossue and Siegel re-
quire starting with FOPC. More crucially, whereas | allow any
partial order on interpretations, Bossu and Siegel assume one
fixed such partial order. As they themselves say,

The difference between [John McCarthy's] definition
and ours is that McCarthy 'minimizes’ on some lit
erals only, whereas we 'minimize' on every literal.

Circumscription was discussed in the previous subsection. As we
have seen, in the simplest version of the logic, preferred models
are those in which Py({x1), ....Patx,} are true for as few xi's



as possible, where the P,’s are predicate symbols specified sepa
rately, and x; are the arguments to Pi. What Bossn and Siegel
do is fix the P;’s to be all the predicate symbols that appear in

the theory that is being modeled.
3.3 Minimal knowledge

In [4], Halpern and Moses construct a nonmonotonic modal
logic, which is a direct adaptation of Meore's antoepistinic logic
{which in turn was the outgrowth of MecDermiott’s NME II). In
]15] thir logic is dircussed in more detail; Here let me jnst provide
the preference criterion on {Kripke interpretation, world}-pairs
inherent in their logic. Actording to it. M C M. if (i the fol-
lowing, a base wi is one rontaining no modal operators):

1. for all base wffs ¢, il My E Oy then also M | Oy, and

2. there exists a base wif o such that M; [ Dy but M, |£
Oy

Since Oy is interpreted in the logic as “¢ is known,” the resull is
to prefer models in which as few base wifs as possible are known.

4 Two kinds of nonmonotonic inferences?

My trealtment of nonmonotonic logics so far has boen purely
technical. Tlis section is devoled to discussing the intuitive
meaning behind nonmonotonic inferences. [ will try to clarily
same of the confusion ansing from the appurent connection be-
tween probabilistic informmation and nonmonotonic inferences,
and in the procvess argue against the suggestion that there are
two fundamentally different sorts of nonmonotenie inferences.

The distinction [ am aliuding o was supggested by Hoberl
Moare in [13]. He contrasts defandt inferences, which are based
on some statistical farts {e.g., that most birds can ly), with
autoepistemic inferences, which are based on the lark of spme
partienlar knowledge. Says Moore,

Cousider my reason for believing that | do not have
an clder hrother. Tt is surely not that oue of my par-
ents once casually remarked, “you know, von den't
have any clder hrothers,” nor have [ pieced it to-
gether by carefully sifting other evidence. T simply
lielieve that if 1 had an alder brother 1 would surely
know about it ... This is quite different from a de-
fault inference based on the belief, say, that most
MIT graduates are oldest rons . ..

On the face of it this distinction is quite appealing (certainly 1
was convinced for a while), but upon doser examination it seems
to break down completely.

To begin with, one may note that Moore applies his own
logic, labelled an autoepistemic one, to the flying birds example,
which he himself characterizes as a default case. Furthermore,
consider Moore's own older brother example. If one accepts the
statement "if | had an older brother then I'd know it," surely one
must also accept the statement "if | didn’t have an older brother
then I'd know it." Yet if we adopt this latter sentence rather
than the first one, the opposite inference will follow, namely
that | have an older brother. On what basis does one prefer
the first sentence to the second one, if at all? Notice that if

you adopt both sentences, then you end up with two distinct
preferred models  one in which you have an older brother and
know it, and another in which you don't have an older brother
and know it - which isn't much help.

Let me suggest a different distinction than the one made by
Moore. Rather than distinguish between different kinds of de-
fault inferences, one should distinguish between the meaning of
sentences on the one hand, and the (extra logical) reason for
adopting that meaning on the other. The meaning, | argue, can
be viewed epitemically. The reason for adopting that mean
ing is computational economy, which often relies on statistical
information.

Consider the flying birds example. The meaning of "birds
fly by default" is that if 1 don't know that a particular bird can
not fly, then it can. The computational reason for adopting this
meaning is that now whenever a bird can indeed fly, we need
not mention the fact explicitly either in extemal communica-
tion with other reasoners, or in "internal communication," i.e.,
thought it will follow automatically. Of course, if we happen
to be talking about a penguin, we had better add the knowledge'
that penguins cannot fly, or else we will make wrong inferences.
In the long run, however, we win: the overwhelming percentage
of birds about which we are likely to speak can indeed fly, and
so0 on average this default rule saves us work. If this gain seems
small, consider a realistic situation in which we apply thousands
and thousands of such rules.

Can we identify a similar rationale behind the rule "by de
fault, | do not have an older brother"? It is less obvious here,
which is why the two cases seem superficially different. Yet such
motivation must exists, or else one wouldn't prefer this rule to
the opposite one. Perhaps the rationale is again a simple count
ing argument on average a couple has two children, so the
speaker has a 50% chance of being the younger one, in which
cae there is a 50% chance that the older sibling is male. Thus
in %) of the cases the speaker does not have an older brother,
which is not quite as overwhelming as the percentage of flying
birds, but still is higher than 50%.> Perhaps in fact the moti-
vation for adopting the default rule is more sophisticated, but
some motivation must exist.

1 am not at all arguing that one makes p true by default
just in case p is true most of the time. As 1 have said, the
flipside of making a default assumption is the danger of making
faulty inferences. For example, if a bird is being discussed and
its type is unknown, we will infer that it can fly even though it
might turn out to be a penguin. If this seems hammless, think of
making the default inference "people you'll meet on the street
will not stab you in the hack" in a city in which only 5% of the
population are back slabbers. In this case the relatively small
chance of being badly hurt seems to outweigh the computational
resources needed to reason about individual people on the street,
and the discomfort of wearing a steel-plated vest. Notice that
if the 5% dropped to 0.00000000005%,, we'd take off the armor
and stop looking darkly at passers by. Indeed, that is exactly
how we treat the possibility of a nuclear war. Clearly, one must
maximize his expected utility when selecting a nonmonotonic
theory.

*Ths agument wes Drew McDemnott, half in jest, after
he wes convinmd of its % vy et
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| offer no general guidelines for making such a selection. All |
am suggesting here is to separate the two issues, that of defining
the meanings of nonmonotonic logics, and that of selecting one.

Notice. The remainder of this section, in which two more ar-
guments are offered in support of the proposed meaning/utility
distinction, assumes acquaintance with McCarthy's circumscrip-
tion, and with modal logics of minimal knowledge. Those were
referred to briefly in the previous section, but the reader who is
unfamiliar with them may find the following a bit cryptic. In
[15] a more detailed discussion of those logics is offered.

The reader may still be bothered by the fact that circum-
scription involves only classical sentences, and it is not clear
how epistemic notions enter into it. It is not hard, however, to
convert circumscription into a logic of minimal knowledge. The
basic idea is instead of circumscribing a formula w{x), to add the

,"".. (For example, in the flying birds case
axiom ¥x o(x) D Dwlx).
we add the axiom ¥x CANFLY(x). 3 DcamfFLY(x).) Since we pre-
fer models in which as few propositional formulas as possible are
known, the effect is to have p true of as few X's as possible. The
natural reading of the axiom ¢ ™ Dy is indeed "if ¢ were true
then I'd know it." However, if we take the contrapositive form
of the axiom, we get the familiar "default rule™: &=y 2 =, OF
"if it is possible that p is false then it is."

As a final clincher in the argument for the meaning/utility
distinction, let me show how this distinction resolves the Lottery
Paradox, discussed, for example, in [12]. The paradox is as
follows:

A lottery is held with 1 million participants, includ-
ing our friend John. The odds of John's winning
are so low that we infer by default that he won't.
Yet by the same token we can infer that none of the
other 999,999 members will win, which contradicts
our knowledge that at least one person must win.

In the logic of minimal knowledge (which, as we have just seen,
can be translated back into circumscription) we describe the
situation bv
(VINCIOHE) V VIN(P))} ¥ WIN(P2) V ...V VIN(Pgngooe)) A
¥x VIN(x) D OWIN(x)

The most ignorant models are ones in which one of the million
people wins and we know that he won it, but the identity of
that person varies among models. We are therefore not justified
in concluding that any particular individual will not win, since
there are models in which he does. True, those models are vastly
outnumbered by those in which he does not win, but nonmono-
tonic logics do not let us express the property of a proposition
being true in "most" models. This once again shows that such
probabilistic information plays a role in choosing the meaning
but not in defining it.

So in the above formulation we cannot conclude that John
will not win, nor should we want to. If one claims that such a
conclusion is one that comresponds to default reasoning people
use, one must agree to the conclusion that no rational person
would ever buy lottery tickets, a prediction that obviously isn't
bom out in reality.* However, the above formulation is not as

*The argument thai indeed no rational person shouid, given thai in all
lotteries the expeded winning amourt is negative, is imelevant. The eam+
ple would still had if some bored miilionaire organized the lottery, charging

eacth participant ane dollar and giving the winner ane milion and ane dollars.
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useless as it might appear. We can still make inferences in-
volving the possibility of people winning, in which rather than
condition an inference on their not winning, we condition it on
the possibility of their not winning. For example, we may add
the sentence

O-WIN(NE) D -SHOULD-RESIGN-JOB{ME)

The rationale here is again statistical. Although there is a model
in which | win the lottery and therefore needn't bother teaching
a course on Al, it would be foolish for me to resign on that basis.

5 Summary

| have presented a uniform approach to constructing and under-
standing nonmonotonic logics. The value in the formulation has
not been its mathematical sophistication, but rather the oppo-
site: the only notion added to traditional logic was that of a
partial order on interpretations. The simplicity of the formula-
tions makes transparent what in other systems is less immediate.
The formulation is not only simple but also very general, and
subsumes previous systems. | briefly indicated how previous
systems are a special case of this general framework; in [15], a
more detailed comparison with previous nonmonotonic systems
is provided. Also, | have argued against the proposed distinction
between different kinds of nonmonotonic inferences.

Several open questions remain. One of them has to do with
the relation to other nonstandard logical formulations. In partic
ular, Johan van Benthem has drawn my attention to the dose
parallels between my formulations and formulations in Condi-
tional Logic, as pioneered by D. Lewis [6,18]. In CL one has,
instead of a partial order on interpretations, a similarity measure
on possible worlds, and the notion of counterfactual entaiment
is similar to my notion of preferential entailment. | would like
to understand this connection better.

Another open question is which particular instances of the
general framework | have outlined are interesting from the prac-
tical point of view As | have said, the general treatment of non-
monotonic logics offered here grew out of limitations of existing
systems. It is still the case, however, that very few concrete
preference criteria on models have been investigated. The most
common ones are those embodied in the various circumscription
axioms and in some default theories. One preference criterion
transcending those is that of chronological ignorance,, presented
in [16]. Lifschitz too has investigated an instance of pointwise
circumscription that does not collapse into "old" circumscrip-
tion. All these, however, are still a drop in the bucket, and we
have yet to understand which of the many possible partial orders
on models are of practical importance.
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