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ABSTRACT

The KING KNG parser described by this Pa-
er attempts to apply the principles of rela-
ional grammar to the parsing of English in ord-
er to overcome the problems~encountéred by syn-
tactic and semantic parsers. Specifically, this
parser uses relational categories such as sub-
ecte direct object, and  instrument to mep syn-
actic constituents _onto semantic roles within
D-like structures. Thus, the parser makes use
of both syntactic and semantic information to
guide its parse.

I BAOKGROUND

A. Syntactic Parsing

During the 1970's, Woods, and Bresnan _and
Kaplan others ~ developed _syntax drjven
arsers based on various kinds of °ATNs, whose
heoretical | base derived more or_less from
transformational gmammar and its  offshoots. A
more recent approach to syntax driven parsing  is
re_lpresented by the Marcusparser, which, unlike
ATN's. does no backtracking .and builds, permanent
structure. Ore of the principal difficulties
with  the type of parser represented by Woods's
work and Marcus's work, and also to a_ lesser ex-
tent of Bresnan's and, Kaplan's, is illustrated
by the problems associated with garden path sen-
ténces, which require extended backtracking, or,
in the case of the Marcus _parser, more ~look-
ahead than his theory permits.

Preposijtional phrase attachment represents
another "problem for syntactic parsers, since
this phenomenon is primaril semantic and as
such ~does not lend Itself to syntactic solu-
tions. More abstractly, one can say that syn-
tactic parsers generally —have trouble dealing
with sentences with multiple interpretations
where | the ambiguity involves the placement of
constituents.  Marcus uses a related problem,
that of locatin the source of a moved WH
hrase, to_argue that semantic as well as syn-
actic information Is necessary for an accurate
syntactic sgarse and appeals to "the procedure in
(Woods = 19/3) of Selective Modifier Placement,
although he does not formally incorporate it.

Ore syntactic parser. the CHART parser
developed by Kay for the MIND system, dealf ex-
tensively with this type of problém. The  solu-
tion chosen 10. several possibilities
open at once by building = constituents and, | in
erfect, treating them as building blocks which
could be put together in a variety of ways. = The
final _parse would be the result 'not only of the
identification and analysis_of the constituents
but also_ of _ the choice of how to put them to-
(tg_ether. The CHART parser relied on some seman-
ic knowledge to make this choice and was in a

a hybrid of syntactic and semantic ap-
proaches "to parsing.
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B Semantic Parsing

Another approach  to ambilguity is offered by
members of the semantjc _school” of parsing,

them the developers of CDs: Schank, AbelSon, an
their _students. The develo er? of such _parsers
recognized multiple senses of of a word from the
start. Attachment problems were resolved either
bg reference to Iarqer _meanln)? structures such
as a scriots or by “lexical expectations.

The ability to handle ambiguity is the
reat, advantage of semantic parsers, but this
%bl“ty comes at a high price, Such "a  parser
as dreat difficulty capturing generalizations
between transformational related = sentences,
and it also has to work harder in dealing with
problems that are better analyzed in terms of
constituent structure, such as gapping. Furth-
emore, there Is no graceful way {0  retarget a
word based parser 1o another” language,” since
such parsers |ﬁnore cross-linguistic™ generaliza-
tions Finally, error handling is often easier
in a_syntactic parser both becatse knowledge of
constituent structure can often aid in correc-
tion and because sy,ntactl_caIIY based error mes-
sages are far more “intelligible to the user.

I THE NBED FOR REIATIONAL GRAVMR

The parser being developed at MITRE differs
from most parsers_in that it recognizes not two
but three levels of representation: the level
of structure, the level of meanln%_ and the lev-
el of grammatical relations (subject, object,
indirect object)! which mediates’ . between the
first two for the ;la_utpose of identification of
semantic _roles. his notion is based mainly on
work Iin (Bayer 1984), although a similar ~ ap-
proach in “a different framework has been sug-
gested in Wasow 1978). The premise of this ap-
proach is that there ‘is no straightforward map-
E)lng between structural information (which, in
ypical CD approaches, seems to amount fo no
more than _appeals to position) and semantic
roles. This is clear even “in English, a
Ian?uage whose structure is quite rigid ~and
yields™ more clues than most languages about the
mapping between structure and semantic roles.

. An approach in terms of grammatical  rela-
tions may be justified by i) simplification of
syntactic "generaljzations, “ii) simplification of
identificafion of semantic roles, and iii) gen-
erality with respect to complex sentences

A. Simplification of Syntactic Generalization

In,En?Iish, as in other languages, = various
syntactic Tacts are best expreSsed in terms of
gfammatical relations. he facts of verb agree-
ment, for example, are most elegantly captured
through appeals to the categories ~ subject, ob-
{ect, and indirect object (inh English as well as
angua?es with richer’ case’ marking). Semantic
subcafegorization facts, such as the requirement
that the verb "walk" be predicated of an_ animate
being, are also most eaS|I§{ expressed in terms
of grammatical relations. ince final grammati-
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cal relations are deduced from surface structure roach must  physically. move the NPs or try to
almost solely by positional and morphological evelop a set of ° complicated conditions which
nformation,” one might claim that a statement of alter ' the ~ slot-mappings for a verb. . These ap-
he facts of verb agreement and _subcategoriza- roaches are unwiel?f;{ g,ltern,a,tives to the rela-
ion in terms of this sort of information” would ional approach; . tfie intuifive appeal of gram-
be adequate. While it is true that this sort of matical relations is demonstrated . even in- the
description can be made, its awkwardness calls names of the raising operations just described,
its intuitiyeness and usefulness into question. names which ‘were conted ot by relational gram-
e term “"subject’ in English is isomorphic with marians . but by ‘fe classical transformational
he phrase "the NP directly Rrecedlnag he verb rammarians of the '50's and '60's, notably Noam
n an uninverted clause, of the NP directly fol- homsk¥,_ for whom_  grammatical relation's were
owing the _initial verb in an inverted clause", and still are) derivative.
oijt dhe falcl:ttﬁhat th]lcs d|SJunctl%n muﬁ1 be ema
oyed in a ose references where e  wor i
pSl}/bjeCt"t V\t/ould A nl.atutr.ally usedbsuggests thgt Il Implementation of the KING KONG Parser
an _important generalization Is being missed, The current implementation of the KING KONG
even in a language where structure is ‘strict ana parser —contains a,pMarcus-ty e syntactic parser
fairly unamblguou%, in a language where . case- coupled with mechanisms for anléulatlng grgm-
markln% and ~ word-border combine” to identify the matical relations . and semantic roles. - It~ also
subject, the description of the above relies on a semantic representation scheme In
in “structural and" morphological terms becomes which  CD ~type structurés are embedded in a se-
much harder. mantic net. "As the parse progresses the gram-
. - . - . matical r,?_latlons the terms in the sentence
B Simplification of Identification of Seman- are identified, and the changes in  grammatical
tic Roles relations are undope. the initial rela-
== o . . tions have been reached. the function, FILL-CD
_ Analogously, the explicit identification of takes = the relational network, along with a set
subject aids In the identification of semantic of sIot—magpln%s I(whlch areLProduced bg/ modify-
roles. Generalizations or defaults, such as the ing a set of global g%fa Its, such as SUBJ =>
mapping into the / slot, can be greatly sim- AC% . DOBJ > OBJECT, with, whatever verb-
plified by referring to _the notion “of subject specific maprplngs are appropriate) and maps in
rather tnan to the “positions the NP in question the values for the CD.
may occhy. The mapping properties of ‘classes
(t)r]; excep |onfs can also Be, dq[?crllb%dledas|!ly,b, n
e group of np's convenien abeled "subjec
mep to” the ORECFSIot instgad, for example. (‘%“fk"“g fly .
make-word newform “fly
C. Generality with Respect to Copx  Sen- semantics (gﬂ‘f:ﬁff‘;séech -
ences f ( o f'lygfﬁ%:]ﬁ{)nm'wrr*)
We, referred. earlier_to the notion of final catures JCORYLEL . -
grammatfical relations. ~This phrase hints at the gre->slots ¢ iﬁ;‘;gggg_:;f,j‘;cgf",‘;‘,‘,‘j‘} »
Idea that grammatical relations may - {tranp-sub ject intr
This i1s why, in the passive sentence” "John was ins:rumen%al:ity))

truck by Mary", the surface subject is. ma z : H i
Mo the same’ semantic. slot tHat receives the ‘ﬁggg‘;“ig‘;‘gg*“ obj neither)

direct object of an active sentence such as ;

Mary sthick _John". “The operation of Passive lotecomoLetiqninfrrumentality)))

e disolacament ot the ohginal “subjecy (i ’ instrumentality)

the "b%/"-Bhrase in. English, Yor e_xarr%ple). In (instr actor control))
order to ‘identify the original relations, we ap-

?Iy the operation der to

; : n - o : Figure 1.

he aPpI_lcatlon of Passive. Although English

has relatively few rules which change ~ grammati-

8a|, relatlorlls,t (tjheselt, felw rules tmteract h'tﬂ
erive complicated multi-clause sentences whic! The dictionary entries for KNG KONG
gﬁ§|'t'2%n%||e a%%f’ro%ﬁhegas”are hard-pressed  to although based ony CD-like kernels, ook quite
y gantly y. dlfferentlfrorp str?mdardI CD'% Ftlguref1 t%ontauna
; ; an example of a ical verb entfy, for the wort
changaySder o o, of dse , reiation-  #yF e Moar-dhcpeech” slotfor tne” Verb
which, makes the subject of a clause in subject gontains  subcategorization information, and the
position the subjéct of the dominating clause eatures” slot. specifies syntactic and _ morpho;
i " ; Z ] W , logical properties. The two fields "gr<->slots"
Felauing thas ot i fgo Ty Ry TG Mol 188l BrsenieRons M ohBin St o iy
: Y 1., an J ject Trodi tion which ties the semantic properties of "fly"
wtr)w,lchtmakes,tt, e sutRJectdof & ctl)auste "ih d|éec to its syntactic properties. ' Ine former maps
?nfj:l?icng Rse relating % nanese %inat 9onn from ~ relational = categories . to semantic slots;
left" Yand- "1 believe J%hn to have left™  These the latter fills emply 'semantic slots based on
two rules, combined with . the rule of ~Passive ?Iready ||I|ed slots. = Each ¢ N "9|yd9“ thg
above, may cooperate  in their application to unctional/semantic notions of ‘command”  an

"|nstrumentalit)g' to guide the slot-filling. An

actor myﬁttbeha le g[oboomﬁmtan Cth[[\h in t,the

; : : sense a e must be able to cause the action
#Ohﬂ 1S blel%?ved by Mary to be likely to occur; an instrument must be a tool useable
ven ny Sut HjodtCis TEThTy BACTD Shebe PG A2

is derived by Subject-to-Subiect Raising in  the ; i

most embeddéd _cléuse, followed by Sgbject-to- action.  An example clarify this.

Object Raising in the next clause up, and’ final-

yield quite complex sentences. For example,

The various senses of "fly" are jllustrate
onaPSrrottn 2 P ST 00 S5 [laol B rles e EITSCE], e fEmEnte roles O
tracted ?hose NP6 which bear the relevant gram- these sentences to be as In Table 2.

matical relations, simply change the grammatical
relations of the NPs “involved when they undo
these operations, a positional/structural ap-
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1. The businessman flew the plane to Cairo. -
The businessmaAn was & passenper.

2. The pilot flew the plane to Cairo. -
The pilot actuslly manipulated the plane’s
controls.

3. The mummy flew to Cairo. -
The mummy was Cargo.

4. The plane flew to Cairc. -— .
The plane was the instrument of its own mo-—

tion.
5. The pigeon flew to Cairc. -
The glrd was both the instrument and com—

mander of the action.
Table 1.

1. fly: actor mil
object buainessman
instrument plane
2. fly: actor pilot
object plane
instrument plane
3. fly: sctor nil
ocbject mummy
1nptyument
4. fly: actor mil
object plane
instrument plane
5. fly: actor pigeon
object plgeon
instrument pigeon

Table 2.

IV TESTING AND RESULTS

The parser, Wlth a dictionary of 72 words,
was tested on a set of 120 sen ences to verify
that it recognlzed the morp g{% he words
and syntactic constructlons of e clauses pro?-
erly, "and that the map, |ng from structure to
rammatical relations and rom grammatical rela-
lons to semantic roles was corfect.

KING, KKNG worked correctly under the full
range. of = tenses, voices, ~and under
transformations on 'sentence structure includin
unbounded,  movement rules  like movement,
relation- chan |n'g rules Ilke Passive, Dative
Movement aising, deletion rules such as
Equi, and msertlon ‘rules such as There-
|nsert|on and Extraposition (see a sampling in
Table 3). However, tnere were some limitations
on .the’ capabilities of the parser arising from
its insufficient handling of coordipation.” We
are  currently implementing as an ex-
ert systems “approach to parsing in order better
o handle decisions abouf ambiguity. Even with
these I|m|tat|ons the range o sentence con-

structions cou arse was verP/ wide.
crucially, PO\IE successful}/ reco nlzed
grammatical reIatlons always a

Identify the subject, object and |nd|rect object
of each verb, even when these were shifted away
fron% the verb’ by transformations of the base
sentence.

Fipally, within the restrictions imposed by
ack of context and only the most rudimentar
suggestlons of a semantic component, NG
always _able to mep from grammatical rela-
tions of entities to actions, fo the semantic
roles of actor, instrument, and object.

A pilot flew the plane,

The good plame could quickly be flown by a
good pilot.

Who flew the plane?

What plane is the pilot flying?
Are planes destroying boxes?

He gave the box to John.

Refuel the plane at the airbase.

I am trying to believe that John seemed to
romisae me to want the ecm to jam the ra-
ar.

Does John go quickly?
Table 3.

V' CONCLUSION

We have demonstrated that the use of rela-
tional  grammar as a mapplngh between syntax and
semantics . overcomes e weaknesses asso-
ciated with other parsmg strategies. We real-
ize, of course, that a parser is only one com-
pohent of an interlace; we are currently
eveloping a. representation of context using
scripts “and semantic networks. The latteF
should provide a  capability for understandin
simple "word  extensions, ‘while the, former will
aid " in understandlng ill-formed but "meaningful
input. A last hope  is that by making use of
universal relational categories we can -~ attempt
the retargetting of to another
language-
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