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ABSTRACT 

Recent attempts at modeling humans' a b i l i t i e s 
at processing natural language have centered 
around depth f i r s t parsing algorithms, and control 
strategies for making the best choices for 
disambiguation and attachment. This paper 
proposes a breadth- f i rs t algorithm as a model. 
The algorithm avoids some of the common p i t f a l l s 
of depth- f i rs t approaches regarding ambiguity, and 
by using more pre-ccmputed information about the 
grammar, avoids same of the usual problems of 
para l le l parsing algorithms as we l l . 

1 . Pars ing Models 

In the study of computat ional models of human 
language process ing, c o g n i t i v e s c i e n t i s t s seem to 
have g iven l i t t l e a t t e n t i o n t o a l l - p a t h s parsers , 
focus ing ins tead on d e p t h - f i r s t a lgo r i t hms . Th is 
r e s t r i c t i o n i s imposed so t h a t the models w i l l be 
cons is ten t w i t h the f a c t t h a t people do not 
g e n e r a l l y perceive amb igu i t i es . I n a d d i t i o n , i t 
i s an at tempt t o stay i n l i n e w i t h the hypothesis 
t h a t people parse sentences in l i n e a r t ime. The 
idea i s t h a t the fewer a l t e r n a t i v e s considered, 
t he f a s t e r the parse t ime should be. The f a s t e s t 
way, of course, would be a depth f i r s t parse which 
made the r i g h t choice at every s tep of the way, 
hence the i n t e r e s t in d e t e r m i n i s t i c parsers . The 
at tempt to f i n d p r i n c i p l e s which would guide a 
parser c o r r e c t l y through a d e p t h - f i r s t search, l e d 
(K imba l l , 1973) to fo rmu la te the p r i n c i p l e s o f 
R ight Assoc ia t i on and C losure . (F raz ie r and 
Fodor, 1978) propose t h e i r own p r i n c i p l e s : Minimal 
Attachment and Local Assoc ia t i on . In a d d i t i o n 
(Church, 1980) proposes the A-over-A Ear l y Closure 
P r i n c i p l e , and (Ford, Bresnan, and Kaplan, 1981) 
propose the p r i n c i p l e s of Lex i ca l Preference and 
F i n a l Arguments. A l l o f these p r i n c i p l e s t r y t o 
account f o r how a top-down d e p t h - f i r s t parser 
could ge t the p re fe r red readings of sentences. 
However, the p o i n t I would l i k e to make here is 
t h a t f o r each choice p o i n t in an ambiguous 
example, t he re is a second a l t e r n a t i v e which the 
parser needs to be ab le to ge t at l e a s t some of 
t h e t ime . As (Cra in and Steedman, 1981) p o i n t 
o u t , the f a c t t h a t people gene ra l l y on ly perce ive 
one reading of a sentence is p e r f e c t l y cons i s ten t 

w i t h a pars ing model which f i n d s a l l t he poss ib le 
s y n t a c t i c r a m i f i c a t i o n s from l ook i ng at a word, 
does some contex tua l f i l t e r i n g to decide which 
a l t e r n a t i v e ( s ) to keep, and then looks at a new 
word and repeats . Given t h i s , i t i s not obvious 
t h a t the b r e a d t h - f i r s t approach i s i n f e r i o r . 

2. A Breadth F i r s t Parser 

Since (Earley's, 1970) and (Pra t t ' s , 1975) 
demonstrations of how a parser can work both 
bottom-up, and top-down, there have been several 
proposals for how th is information might be used 
to good effect in a psychological model. 
(Chester, 1980) proposes a depth- f i rs t lef t -corner 
parser which uses top-down information. (Martin, 
Church, and P a t i l , 1981) propose an a l l paths 
parser very similar to the one presented here. 
Both of the parsers jus t mentioned f i t roughly 
in to the framework presented in (Kay, 1980) , which 
allows for i n te l l i gen t lef t -corner parsers which 
can be bottom-up or top-down, or anything in 
between. The basic idea behind these parsers is 
that they always have access to two kinds of 
information: what categories may come next (top-
down), and what word actual ly is next (bottom-up). 
The modification suggested here is the 
incorporation of two look-ahead buffers, and the 
abolishment of a l l inactive edges. 

2 . 1 . Reachab i l i t y 

We s ta r t with a discussion of what (Pratt , 
1975) ca l l s "precedence", and (Kay 1980) ca l ls 
" reachabi l i ty" . A category A is reachable from a 
category R i f f there is a derivation tree of R 
which has A on i t s l e f t branch. In addi t ion, a 
l e f t corner of a rule [X —> Y1, Y2 . . . Yn] is the 
f i r s t element on the r ight side of the arrow, Y1. 
In the example below, A, B, and C are a l l 
reachable from R. 
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2 . 2 . Basic A lgor i thm 

The parser uses a cha r t as in (Kay, 1980) . 
The j unc tu res between the words are c a l l e d 
v e r t i c e s and a re l a b e l l e d w i t h numbers. 

The parser s to res i n fo rma t i on on the v e r t i c e s 
in the form of edges. These edges represent 
p a r t i a l l y completed c o n s t i t u e n t s . In Kay's terms, 
they would be " a c t i v e " . Each edge conta ins a 
category , a complet ion, and a s t a r t ve r tex . The 
category t e l l s what the c o n s t i t u e n t w i l l b u i l d up 
to when the r e s t of the daughters have been found. 
The complet ion, to use a term from (Winograd, 
1983), i n d i c a t e s which of the daughters s t i l l need 
to be found. The s t a r t ve r tex shows the l e f t end 
of the p a r t i a l c o n s t i t u e n t . For instance consider 
the example below. 

Given t h a t "ducks" can b u i l d to an NP, and 
t h a t the re is a r u l e [S —> NP VP] in the grammar, 
the example shows t h a t an edge may be stored at VI 
going back to V0, and represent ing an S miss ing a 
VP. 

The a l go r i t hm uses th ree main f u n c t i o n s , 
Parse, Extend-Edges, and New-Consti t . The 
f u n c t i o n Parse looks a t the words in the input 
s t r i n g one word at a t ime , cons ider ing a l l the 
r a m i f i c a t i o n s from one word before going on to the 
nex t . I t keeps t rack o f where i t i s w i t h the 
Current Ver tex , the ver tex immediately to the 
r i g h t of the newest word looked a t . The Previous 
Vertex i s the ve r tex immediately be fore i t . For 
each word, Parse c a l l s New-Const i t . 

I n f o r m a l l y , f o r words and f o r each new 
cons t i t uen t b u i l t , the procedure New-Constit does 
th ree t h i n g s . 1) I t b u i l d s edges which are 
incomplete but which have j u s t found t h e i r f i r s t 
daughter. 2 ) I t t r i e s to add the new-const i tuent 
as a daughter to other incomplete cons t i t uen ts to 
i t s l e f t v i a the f u n c t i o n Ext end-Edges. And 3) 
f o r u n i t product ions which can b u i l d up the 
c o n s t i t u e n t , the procedure New-Constit c a l l s 
i t s e l f r e c u r s i v e l y . 

The f u n c t i o n Extend-Edges combines an 
incomplete c o n s t i t u e n t w i t h a completed 
c o n s t i t u e n t t o i t s r i g h t . I f the r e s u l t i s a 
completed c o n s t i t u e n t , i t c a l l s New-Const i t . I f 
the new c o n s t i t u e n t s t i l l l acks one or more 
daughters, a new edge is created and s tored at the 
ve r tex j u s t beyond the word the parser has most 
r e c e n t l y scanned. An edge is always s tored at the 
ve r tex represent ing i t s r i g h t end. A t the t ime i t 
i s s to red t h i s i s always the Current Ver tex . 
Newly completed c o n s t i t u e n t s always end at t h a t 
Ver tex t o o . 

When a new c o n s t i t u e n t is b u i l t t h a t spans the 

whole s t r i n g , i t i s put i n t o a l i s t o f 
i n t e r p r e t a t i o n s , not on the c h a r t . Only 
incomplete c o n s t i t u e n t s are s tored on the c h a r t . 

2 . 3 . Top-down F i l t e r i n g 

To inco rpo ra te top-down i n fo rma t i on , the 
v e r t i c e s a l so need to keep t rack of which symbols 
could come nex t , based on the edges s tored at a 
g iven v e r t e x , and the precomputed in fo rmat ion 
about r e a c h a b i l i t y . Given a c o n s t i t u e n t going 
from V i t o V j , and a l i s t o f edges s to red a t V i , 
we can r e s t r i c t the cons t ruc t i on of cons t i t uen t s 
and edges even f u r t h e r . Now an edge is on ly 
proposed f o r a r u l e , i f the roo t o f the r u l e i s 
reachable from a category which is f i r s t on the 
complet ion of one of the edges at V i . S i m i l a r l y , 
a cons t i t uen t s t a r t i n g at V i is only b u i l t by some 
u n i t p roduct ion i f the roo t o f the r u l e i s 
reachable from a category which is f i r s t on the 
complet ion of one of the edges at V i . 

At l e a s t some of the t ime , [men] can b u i l d to 
an NP. However in the example in ( 3 ) , a 
c o n s t i t u e n t s t a r t i n g from V I nay on ly be b u i l t i f 
i t w i l l b u i l d to an N , o r t o something which i s 
reachable from N. Since an NP is presumably not 
reachable from N, the NP [men] does not get b u i l t . 

So f a r , the procedure o u t l i n e d f i t s w i t h i n the 
schemata t ha t (Kay, 1980) descr ibes . The next 
m o d i f i c a t i o n goes a l i t t l e f u r t h e r . I n a d d i t i o n 
to the machinery a l ready descr ibed, two one-word 
look-ahead bu f f e r s are added. Now the word to the 
r i g h t o f the Current Ver tex i s i n the W-buffer 
(Word-bu f fe r ) . The other b u f f e r , the M-buffer 
(Meaning-buffer) i s i n i t i a l l y empty f o r each word, 
and is a receptac le f o r i n fo rma t i on about a word 's 
s y n t a c t i c category or ca tegor ies . 

Now be fore the parser decides t h a t i t can 
b u i l d a new edge or extend an o l d one, it checks 
the complet ion aga ins t the word in the W-buf fe r . 
I f the word is not reachable f rom what would be 
the f i r s t element of the new comple t ion , the edge 
does not ge t cons t ruc ted . I f the word in the 
b u f f e r is s y n t a c t i c a l l y ambiguous, i . e . has more 
than one poss ib le s y n t a c t i c ca tegory , then the 
category which a l lows t he edge to be const ructed 
is saved in the M-buf fe r . So by the t ime the 
parser i s ready to advance, i t has a l ready 
narrowed down the l e x i c a l ambigui ty somewhat. I f 
t he re i s s t i l l more than one poss ib le category f o r 
the word by the t ime the parser ge ts to i t , the 
new word in the look-ahead bu f f e r could 
conceivably f i l t e r out a l l the edges which would 
be proposed f o r one or more of the undesi rable 
read ings . I f such is not the case, then the 
parser must r e s o r t to some s o r t of contextual 
f i l t e r i n g as a l l uded to above. 
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The f a c t t h a t the parser i s b r e a d t h - f i r s t 
a l lows the parser to dispense w i t h i n a c t i v e edges. 
This t u r n s out to have an i n t e r e s t i n g e f f e c t . 
Al though the parser may b u i l d cons t i t uen t s t h a t i t 
cannot use in the f i n a l parse t r e e , i t does not 
keep them around. For ins tance in the sentence, 
" B i l l l i k e s the woman who j o g s , " t he parser w i l l 
b u i l d up the VP [ l i k e s the woman] and then combine 
i t w i t h [ B i l l ] t o form a sentence. I f the re are 
no r u l e s in the grammar of the fo rm, [X —> S Y ] , 
though, noth ing more happens to the S. I t s imply 
never gets saved. 

3. Conclusion 

The f a c t t h a t regu la r languages may be parsed 
i n l i n e a r t ime i s due t o the f a c t t h a t f o r every 
nonde te rm in i s t i c f i n i t e s t a t e machine, t he re i s a n 
equ iva len t d e t e r m i n i s t i c one. Or put in terms of 
grammars, f o r every regu la r language the re is an 
unambiguous l i n e a r grammar t h a t generates i t . The 
problem w i t h na tu ra l language, though, i s t h a t i t 
has amb igu i t i es . One may p o i n t out the need, in 
any model, t o r e s o r t t o con tex tua l i n f o rma t i on t o 
choose between d i f f e r e n t a l t e r n a t i v e s when 
ambigui ty is encountered. To do t h i s however, 
requ i res t h a t the d i f f e r e n t choices e x i s t i n the 
model, i . e . , i n terms o f f i n i t e s t a t e machines i t 
requ i res t h a t the s ta tes of the machine have not 
been expanded to ge t r i d o f the nondeterminism. 
In terms of grammars aga in , even though there 
e x i s t s a l i n e a r grammar f o r any regu la r language, 
i t i s c e r t a i n l y not t r u e t h a t a l l grammars o f 
regu la r languages are l i n e a r . Hence, the c la im 
t h a t n a t u r a l language is regu lar cannot r e a l l y be 
sa id to account f o r the f a c t t h a t people seem to 
be ab le to parse n a t u r a l languages in l i n e a r t ime . 
One needs to make the s t ronger c la im t h a t l i n e a r 
grammars can adequat ly descr ibe n a t u r a l language. 
Th is prec ludes t he ex is tence of any ambigui ty at 
a l l , and seems to be excessive cons ider ing the 
f a c t s . 

As an a l t e r n a t i v e to the d e t e r m i n i s t i c parsers 
t h a t have been proposed, we have suggested a 
b r e a d t h - f i r s t parser f o r c o n t e x t - f r e e languages. 
I t on ly pursues a l t e r n a t i v e s which are cons i s ten t 
w i t h i n f o rma t i on about what has come be fo re , and 
w i t h what the next word i s . I f the grammar taken 
as a whole s p e c i f i e s t h a t the re is on ly one 
a l t e r n a t i v e at some p o i n t , even though l o c a l l y 
the re might be more than one, then t h e parser on ly 
pursues t h a t one a l t e r n a t i v e . I f t he re i s g l o b a l 
amb igu i t y , t he parser a l l ows f o r i t . To account 
f o r the observa t ion t h a t ambigui ty i s usua l l y not 
perce ived , t he parser on ly needs to have access to 
the same s o r t of con tex tua l i n fo rma t i on t h a t 
d e p t h - f i r s t parsers need. 
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