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APPROXIMATION OF BÖGEL CONTINUOUS FUNCTIONS AND

DEFERRED WEIGHTED A–STATISTICAL CONVERGENCE BY

BERNSTEIN–KANTOROVICH TYPE OPERATORS ON A TRIANGLE

P. N. AGRAWAL, ANA MARIA ACU, RUCHI CHAUHAN AND TARUL GARG

(Communicated by I. Raşa)

Abstract. The present article is in continuation of the work done by Kajla (Math. Methods Appl.
Sci., 42(12), (2019), 4365–4377) on Bernstein-Kantorovich type operators on a triangle. We
discuss the deferred weighted A-statistical approximation and τ -th order generalization of these
operators by means of a Taylor polynomial. We also investigate the convergence estimates for
the functions in a Bögel space by these operators.

1. Introduction

Stancu [28] introduced a new kind of Bernstein operators involving two parameters
r,s ∈ N0 := N∪{0} as

Lν,r,s(g;x) =
ν−sr

∑
μ1=0

bν−sr,μ1(x)
s

∑
μ2=0

bs,μ2(x)g
(

μ1 + μ2r
ν

)
, (1.1)

where bn,k(x) =
(n
k

)
xk(1− x)n−k , 0 � x � 1. Clearly, for any r ∈ N0 and s = 0, the

operators (1.1) reduce to the classical Bernstein polynomials. Abel et al. [1] proposed
a Durrmeyer version of the sequence of operators (1.1) and derived some approxima-
tion properties and a complete asymptotic expansion for these operators. Kajla [17]
considered the Kantorovich variant of the operators (1.1) as

Kν,r,s(g;x) =
ν−sr

∑
μ1=0

bν−sr,μ1(x)
s

∑
μ2=0

bs,μ2(x)
∫ 1

0
g

(
μ1 + μ2r+ t

ν

)
dt, (1.2)

and studied some direct approximation theorems and the A-statistical convergence by
these operators. Later, Kajla [18] proposed a bivariate generalizedBernstein-Kantorovich
type operator on a triangle, associated with the operators (1.2) as follows:

Uν,r,s(g;x) =
ν−sr

∑
μ1=0

ν−sr−μ1

∑
μ2=0

wν−sr,μ(x)
s

∑
v1=0

s−v1

∑
v2=0

ws,v(x)

×
∫ 1

0

∫ 1

0
g

(
μ1 + rv1 + t1

ν
,

μ2 + rv2 + t2
ν

)
dt1dt2 (1.3)
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for all r,s ∈ N0 , g ∈ C(T ) , C(T ) being the space of all continuous functions on T ,
ν ∈ N , x ∈ T , where T :=

{
x = (x1,x2) ∈ R

2 : x1,x2 � 0,x1 + x2 � 1
}

and wν,μ(x) =
ν!

μ!(ν −|μ |)! xμ(1− |x|)ν−|μ| , μ = (μ1,μ2) ∈ N
2
0 , |x| = x1 + x2 , xμ = xμ1

1 xμ2
2 , |μ | =

μ1 + μ2 , μ! = μ1!μ2! , and studied the approximation degree with the aid of the Pee-
tre’s K -functional and the modulus of continuity. Korovkin and Voronovskaja type
theorems were also established in [18] by the author using the weighted A-statistical
convergence. Note that for any r ∈ N0 and s = 0, (1.3) includes the classical bivariate
Bernstein-Kantorovich operator on a triangle having a slightly different form than the
operators introduced by Pop and Fărcas [25]. Deshwal et al. [9] studied the rate of con-
vergence in terms of the moduli of continuity for the bivariate operators defined in [25]
and also examined the approximation degree with the aid of the Peetre’s K -functional
for the associated GBS (Generalized Boolean Sum) operator. For other significant con-
tributions in this direction, we refer the reader to the book [14] and the references
therein.

In the present paper, we study the deferred weighted A-statistical convergence
properties of the bivariate operator Uν,r,s . Also, a τth -generalization of Uν,r,s by
means of a Taylor polynomial is considered to approximate the functions in Cτ(T ) ,
the space of τ times continuously differentiable functions in T. The GBS case of the
operator Uν,r,s is introduced and the approximation degree for the GBS operators is ob-
tained with the help of the Lipschitz class of Bögel continuous functions and the mixed
modulus of smoothness.

2. Preliminaries

We give some basic results for (1.3), using the test functions ei, j(x) = xi
1x

j
2 , (i, j =

0,1,2) as follows:

LEMMA 1. [18] For the operators Uν,r,s given by (1.3), we have

1. Uν,r,s(e0,0;x) = 1;

2. Uν,r,s(e1,0;x) = x1 +
1
2ν

;

3. Uν,r,s(e0,1;x) = x2 +
1
2ν

;

4. Uν,r,s(e2,0;x) = x2
1 +

x1(1− x1)
ν

(
1+

sr(r−1)
ν

)
+

x1

ν
+

1
3ν2 ;

5. Uν,r,s(e0,2;x) = x2
2 +

x2(1− x2)
ν

(
1+

sr(r−1)
ν

)
+

x2

ν
+

1
3ν2 ;

6. Uν,r,s(e4,0;x) = x4
1 +

x4
1

5ν4

[
55ν2−30ν3 +30ν2rs−30(−1+ r)rs−30ν2r2s

+15(r−1)r2(s−2)s−15(r−1)r2s(s+2)+10ν(−3+(r−1)r(7+4r)s)
]



APPROXIMATION OF BÖGEL CONTINUOUS FUNCTIONS 1697

+
x3
1

5ν4

[
40ν3−80ν −120ν2−30ν2rs+80(r−1)rs+60ν2r2s

+50(r−1)r2s−30ν(r−1)rs(2r+5)−30r3s(r−1)(s−2)

+15r2s2(r−1)+15r2s2(r−1)(s+2)
]

+
x2
1

5ν4

[
75ν2−75ν −75rs(r−1)−65r2s(r−1)−5r3s(r−1)

+20νrs(r−1)+15r3s(s−2)−15r2s2(r−1)
]

+
x1

5ν4

[
30ν +25rs(r−1)+15r2s(r−1)+5r3s(r−1)

]
+

1
5ν4 ;

7. Uν,r,s(e04;x) = x4
2 +

x4
2

5ν4

[
55ν2−30ν3 +30ν2rs−30(−1+ r)rs−30ν2r2s

+15(r−1)r2(s−2)s−15(r−1)r2s(s+2)+10ν(−3+(r−1)r(7+4r)s)
]

x3
2

5ν4

[
40ν3−80ν −120ν2−30ν2rs+80(r−1)rs+60ν2r2s

+50(r−1)r2s−30ν(r−1)rs(2r+5)−30r3s(r−1)(s−2)

+15r2s2(r−1)+15r2s2(r−1)(s+2)
]

+
x2
2

5ν4

[
75ν2−75ν −75rs(r−1)−65r2s(r−1)−5r3s(r−1)

+20νrs(r−1)+15r3s(s−2)−15r2s2(r−1)
]

+
x2

5ν4

[
30ν +25rs(r−1)+15r2s(r−1)+5r3s(r−1)

]
+

1
5ν4 .

Let p = t1−x1, q = t2−x2 and t = (t1,t2). As a consequence of the above lemma,
we obtain:

LEMMA 2. [18] The operators Uν,r,s defined by (1.3) satisfy the following inden-
tities:

(i) Uν,r,s(p;x) =
1
2ν

;

(ii) Uν,r,s(q;x) =
1
2ν

;

(iii) Uν,r,s(p2;x) =
x1(1− x1)

ν

(
1+

sr(r−1)
ν

)
+

1
3ν2 ;

(iv) Uν,r,s(q2;x) =
x2(1− x2)

ν

(
1+

sr(r−1)
ν

)
+

1
3ν2 ;
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(v) Uν,r,s(p4;x) =
3x4

1

(
ν2 + rs(2+ r3(s−2)+ rs−2r2s)+2ν(r2s− rs−1)

)
ν4

+
2x3

1

(
ν(6rs−6r2s+8)−30n2+ rs(r−1)(8−3r2(s−2)+ r(8+2s))

)
n4

+
x2
1

(
3ν2 +3ν(2r2s−2rs−5)+ rs(r−1)(r2(3s−7)− r(3s+13)−15)

)
ν4

+
x1
(
rs(r3 +2r2 +2r−5)+5ν

)
ν4 +

1
5ν4 ;

(vi) Uν,r,s(q4;x) =
3x4

2

(
ν2 + rs(2+ r3(s−2)+ rs−2r2s)+2ν(r2s− rs−1)

)
ν4

+
2x3

2

(
ν(6rs−6r2s+8)−30ν2 + rs(r−1)(8−3r2(s−2)+ r(8+2s))

)
n4

+
x2
2

(
3n2 +3n(2r2s−2rs−5)+ rs(r−1)(r2(3s−7)− r(3s+13)−15)

)
n4

+
x2
(
rs(r3 +2r2 +2r−5)+5ν

)
ν4 +

1
5ν4 .

From Lemma 2, we have the following important basic result:

REMARK 1. [18] For all x ∈ T and ν ∈ N , there holds

lim
ν

νUν,r,s(p2;x) = x1(1− x1);

lim
ν

νUν,r,s(q2;x) = x2(1− x2);

lim
ν

ν2Uν,r,s(p4;x) = 3x2
1(x

2
1 −20x1 +1);

lim
ν

ν2Uν,r,s(q4;x) = 3x2
2(x

2
2 −20x2 +1).

Clearly, ‖Uν,r,s(p2)‖ = ‖Uν,r,s(q2)‖ = υν,r,s , where ‖.‖ denotes the sup-norm on
T .

3. Deferred A-statistical convergence

Firstly, Zygmund [31], introduced the notion of the statistical convergence. Kara-
kaya and Chishti [19] gave the concept of weighted statistical convergence. Mohiuddin
(see [16], [23], [24]) established the relation of statistical weighted A-summability of
a sequence with weighted A-statistical convergence. Srivastava et al. [27] defined the
concept of deferred weighted A-statistical convergence.

Let A = (aνk) be a non-negative infinite summability matrix. For any sequence
(xν) of real or complex numbers, the A-transform (Ax)ν is defined as

(Ax)ν =
∞

∑
k=1

aνkxk
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such that the series converges for each ν. A is called regular if limν(Ax)ν = α when-
ever limν xν = α. Then, x = (xν) is said to be A-statistically convergent to α , i.e.
stA − limν xν = α if for every ε > 0, limν ∑k:|xk−α |�ε aνk = 0.

Let (sν ) be a sequence of non-negative real numbers such that s1 > 0. Further, let
Rν = ∑ν

i=1 si and (xν) be a sequence of real or complex numbers. A matrix A = (ci j)
is called a weighted regular matrix if

lim
ν

1
Rν

ν

∑
i=1

∞

∑
j=1

siai jx j = L,

whenever
lim

ν
xν = L.

Let (aν) , (bν) be the sequences of non-negative integers satisfying the regularity
conditions

(i) aν < bν , ν ∈ N and

(ii) limν→∞ bν = ∞.

Further, let Sν = ∑bν
m=aν+1 sm.

A matrix A = (aνk) is called deferred weighted regular matrix if

lim
ν

1
Sν

bν

∑
m=aν+1

∞

∑
k=1

smamkxk = L

whenever
lim

ν
xν = L.

If A = (aνk) be a non-negative deferred weighted regular matrix then the sequence
x = (xν) of real or complex numbers is said to be deferred weighted A-statistically
convergent to a number α, if for every ε > 0,

lim
ν

1
Sν

bν

∑
m=aν+1

∑
k∈Eε

smamk = 0,

where Eε = {k ∈ N : |xν −α|� ε} . Let A = (aνk) be a non negative deferred weighted
regular matrix and (dν) be a positive non increasing sequence. Then the sequence
(xν) is said to converge deferred weighted A-statistically to the number α with the rate
o(dν) provided for every ε > 0,

lim
ν

1
dν

{
1
Sν

bν

∑
m=aν+1

∑
k∈Eε

smamk

}
= 0.

We denote it as xν −α = s̃tD(W )
A −o(dν) . If aν = 0, bν = ν, for all ν ∈N, then deferred

weighted A-statistical convergence coincides with weighted A-statistical convergence
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[24]. Furthermore, if aν = 0, bν = ν , A = C1 and sν = 1, then deferred weighted
A-statistical convergence reduces to statistical convergence [12].

Throughout this section, let us assume that A = (aνk) is a non-negative deferred
weighted regular matrix and (aν) , (bν) are the sequences of non-negative integers.
First, we prove the Korovkin type theorem for the operators (1.3) using deferredweighted
A-statistical convergence.

THEOREM 1. For g ∈C(T ) , we have

s̃tD(W )
A − lim

ν
‖ Uν,r,s(g)−g ‖= 0.

Proof. Following ([13], Theorem 1), it is adequate to show that

s̃tD(W )
A − lim

ν
‖ Uν,r,s(ei j)− ei j ‖ = 0,

where ei j(t) = ti1t
j
2 , 0 � i+ j � 1 and s̃tD(W )

A − lim
ν

‖ Uν,r,s(e20 + e02)− (e20 + e02) ‖=
0. Enforcing Lemma 1, we have

‖ Uν,r,s(e00)− e00 ‖= 0.

Hence,
s̃tD(W )

A − lim
ν

‖ Uν,r,s(e00)− e00 ‖= 0.

Again applying Lemma 1,

‖ Uν,r,s(e10)− e10 ‖ = sup
x∈T

∣∣∣∣x1 +
1
2ν

− x1

∣∣∣∣
=

1
2ν

.

For every ε > 0, let us define the sets:

Π = {ν ∈ N :‖ Uν,r,s(e10)− e10 ‖� ε}

and

Π1 = {ν ∈ N :
1
2ν

� ε}.
Then, Π ⊆ Π1, which implies that

1
Sν

bν

∑
m=aν+1

sm ∑
k∈Π

amk � 1
Sν

bν

∑
m=aν+1

sm ∑
k∈Π1

amk.

Since

s̃tD(W )
A − lim

ν

1
2ν

= 0,
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we have
s̃tD(W )

A − lim
ν

‖ Uν,r,s(e10)− e10 ‖= 0.

Similarly,

s̃tD(W )
A − lim

ν
‖ Uν,r,s(e01)− e01 ‖= 0.

Now, let us consider

‖ Uν,r,s(e20 + e02)− (e20 + e02) ‖ = sup
x∈T

∣∣∣∣x1(1− x1)
ν

(
1+

sr(r−1)
ν

)
+

x1

ν
+

1
3ν2

∣∣∣∣
+
∣∣∣∣x2(1− x2)

ν

(
1+

sr(r−1)
ν

)
+

x2

ν
+

1
3ν2

∣∣∣∣
� 5

2ν
+

3sr|r−1|+4
6ν2 .

We define the following sets:

Π2 = {ν ∈ N :‖ Uν,r,s(e20 + e02)− (e20 + e02) ‖� ε}
Π3 =

{
ν ∈ N :

5
2ν

� ε
2

}
Π4 =

{
ν ∈ N :

3sr(r−1)+4
6ν2 � ε

2

}
.

Then, we can write Π2 ⊆ Π3∪Π4, which leads us to

1
Sν

bν

∑
m=aν+1

sm ∑
k∈Π2

amk � 1
Sν

bν

∑
m=aν +1

sm ∑
k∈Π3

amk +
1
Sν

bν

∑
m=aν+1

sm ∑
k∈Π4

amk.

Now, since

s̃tD(W )
A − lim

ν

5
2ν

= 0,

and

s̃tD(W )
A − lim

ν

3sr(r−1)+4
6ν2 = 0,

it follows that

s̃tD(W )
A − lim

ν
‖ Uν,r,s(e20 + e02)− (e20 + e02) ‖= 0.

This completes the proof of the theorem. �
Next, we establish the Voronovskaja type theorem for the operators Uν,r,s in de-

ferred weighted A-statistical approximation.

THEOREM 2. For every g′′ ∈C(T ) , we have

s̃tD(W)
A − lim

ν
(Uν,r,s(g;x)−g(x)) =

1
2
gx1(x)+

1
2
gx2(x)

+
1
2
{x1(1− x1)gx1x1(x)+ x2(1− x2)gx2x2(x)},

uniformly in x ∈ T .
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Proof. For g′′ ∈C(T ) , we may write

g(t) = g(x)+gx1(x)p+gx2(x)q+
1
2
{gx1x1(x)p2 +2gx1x2(x)pq+gx2x2(x)q2}

+θ (t;x)
√

(p4 +q4), (3.1)

where θ (t;x) ∈C(T ) and θ (t,x) → 0, as t → x . Applying Uν,r,s(;x) on (3.1), we get

Uν,r,s(g;x) = g(x)+gx1(x)Uν,r,s(p;x)+gx2(x)Uν,r,s(q;x)

+
1
2
{gx1x1(x)Uν,r,s(p2;x)

+2gx1x2(x)Uν,r,s(pq;x)+gx2x2(x)Uν,r,s(q2;x)}
+Uν,r,s(θ (t;x)

√
(p4 +q4);x).

In view of Lemma 2, we get

s̃tD(W )
A − lim

ν
ν(Uν,r,s(g;x)−g(x)) =

1
2
gx1(x)+

1
2
gx2(x)

+
1
2
{x1(1− x1)gx1x1(x)+ x2(1− x2)gx2x2(x)}

+s̃tD(W )
A − lim

ν
νUν,r,s(θ (t;x)

√
(p4 +q4);x).

Using Cauchy-Schwarz inequality

|Uν,r,s(θ (t;x)
√

p4 +q4;x)| � (Uν,r,s(θ 2(t;x);x)
) 1

2 {
√

Uν,r,s(p4;x)+Uν,r,s(q4;x)}.
(3.2)

Applying Theorem 1, we have

s̃tD(W )
A − lim

ν
Uν,r,s(θ 2(t;x) = θ 2(x) = 0,

uniformly in x∈T, as θ 2(t;x)∈C(T ) . Further by Lemma 2, s̃tD(W )
A − limν ν2Uν,r,s(p4;x)

= 3x2
1(x

2
1−20x1 +1), s̃tD(W )

A − limν ν2Uν,r,s(q4;x) = 3x2
2(x

2
2−20x2 +1), uniformly in

x ∈ T , hence from (3.2) we obtain

s̃tD(W )
A − lim

ν
νUν,r,s(θ (t;x)

√
p4 +q4;x) = 0,

uniformly in x ∈ T . �
The following theorem yields us the rate of the deferred weighted A-statistical

convergence of the operators Uν,r,s(g) for g ∈C(T ) .

THEOREM 3. If, ω(g;
√

2υν,r,s) = s̃tD(W )
A − o(dν) , as ν → ∞ , where g ∈ C(T ) ,

then we have
‖Uν,r,s(g)−g‖= s̃tD(W )

A −o(dν), as ν → ∞,

where υν,r,s is as defined in Remark 1 .
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Proof. Since g ∈C(T ) , for any υ > 0,

|Uν,r,s(g(t);x)−g(x)| � Uν,r,s (|g(t)−g(x);x)|)

� Uν,r,s

((
1+

p2 +q2

υ2

)
ω(g;υ);x

)
,υ > 0

=
[
1+

1
υ2 {Uν,r,s

(
p2;x

)
+Uν,r,s

(
q2;x

)}]ω(g;υ).

Hence,
‖Uν,r,s(g)−g‖� 2ω(g;

√
2υν,r,s), (3.3)

where υ =
√

2υν,r,s .
For ε > 0, let us consider the sets:

L1 = {ν : ‖Uν,r,s(g)−g‖� ε} and

L2 = {ν : 2ω(g;
√

2υν,r,s � ε}.

Then, from (3.3), we have L1 ⊆ L2 .
Thus,

1
dν

{ 1
Sν

bν

∑
m=aν+1

sm ∑
k∈L1

amk

}
� 1

dν

{ 1
Sν

bν

∑
m=aν+1

sm ∑
k∈L2

amk

}
.

Hence taking limit as ν → ∞ and using ω(g;
√

2υν,r,s) = s̃tD(W)
A −o(dν) , we reach the

desired result. �

4. τth -order generalization

The studies of Voronovskaja [30] and Korovkin [21] showed that the order of

approximation by linear positive operators is, at best, O

(
1
n2

)
, however smooth the

function may be. In order to deal with this problem of operators not responding to the
smoothness of the function f , Kirov and Popova [20], introduced τth order general-
ization of the operators with the help of Taylor’s polynomial of f . Taşdelen et al. [29]
extended this study to the case of certain linear positive operators defined for functions
of two variables. Subsequently, this idea has been applied by researchers to several
sequences of operators (cf. [15], [10], [2], [11], [6] and [26] etc.). Motivated by these
studies, we define the τth -generalization of Uν,r,s to approximate smooth functions as:

U τ
ν,r,s(g;x) =

ν−sr

∑
μ1=0

ν−sr−μ1

∑
μ2=0

wν−sr,μ(x)
s

∑
v1=0

s−v1

∑
v2=0

ws,v(x)

×
∫ 1

0

∫ 1

0

{ τ

∑
s=0

dsg(t)
s!

}
dt1dt2, (4.1)
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where

dsg(t) =
s

∑
i=0

(
s
i

)
∂ sg(t)

∂xs−i
1 ∂xi

2

(x1− t1)s−i(x2 − t2)i. (4.2)

Let (α,β ) be a unit vector such that (x1 − t1,x2 − t2) = w(α,β ), where w = |(x1 −
t1,x2− t2)| . Then, we may write

g(x) = g(t1 +(x1− t1),t2 +(x2− t2))
= g(t1 +wα,t2 +wβ ) = Q(w),say.

Hence, Q(τ)(w) is given by

Q(τ)(w) =
τ

∑
i=0

(
τ
i

)
∂ τg(t1 +wα,t2 +wβ )

∂xτ−i
1 ∂x2

i
ατ−iβ i. (4.3)

Thus from (4.2)and (4.3), it is obvious that

dτg(t) =
τ

∑
i=0

(
τ
i

)
∂ τg(t)

∂xτ−i
1 ∂xi

2

(x1 − t1)τ−i(x2 − t2)i

= wτQ(τ)(0). (4.4)

Our following result provides the approximation degree for functions in Cτ(T ) by the
operators (4.1).

THEOREM 4. For all g ∈ Cτ(T ) such that Q(τ)(w) ∈ LipM(ξ ) , ξ ∈ (0,1], we
have

‖U τ
ν,r,s(g)−g‖� M

(τ −1)!
ξB(ξ ,τ)

ξ + τ
‖Un,r,s

(
|x− t|ξ+τ

)
‖.

Proof. Let g ∈ Cτ(T ) and x ∈ T . By the definition (4.1) of U τ
n,r,s(g; .), and ∀

τ ∈ N

g(x)−U τ
ν,r,s(g(t);x) =

ν−sr

∑
μ1=0

ν−sr−μ1

∑
μ2=0

wν−sr,μ(x)
s

∑
v1=0

s−v1

∑
v2=0

ws,v(x)

×
∫ 1

0

∫ 1

0

{
g(x)−

τ

∑
s=0

dsg(t)
s!

}
dt1dt2. (4.5)

From Taylor’s formula, we can write

g(x)−
τ−1

∑
s=0

dsg(t)
s!

=
1

(τ −1)!

×
∫ 1

0
(1−z)τ−1

(
τ

∑
i=0

(
τ
i

)
∂ τg(t1+z(x1−t1),t2+z(x2−t2))

∂xτ−i
1 ∂xi

2

(x1−t1)τ−i(x2−t2)i

)
dz.
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Hence, in view of (4.3), we have

g(x)−
τ−1

∑
s=0

dsg(t)
s!

=
wτ

(τ −1)!

∫ 1

0
(1− z)τ−1

(
τ

∑
i=0

(
τ
i

)
∂ τg(t1 + zwα,t2 + zwβ )

∂xτ−1
1 ∂xi

2

ατ−iβ i

)
dz

=
wτ

(τ −1)!

∫ 1

0
(1− z)τ−1Q(τ)(zw)dz.

From (4.4), it is obvious that

g(x)−
τ

∑
s=0

dsg(t)
s!

=
wτ

(τ −1)!

∫ 1

0
(1− z)τ−1{Q(τ)(zw)−Q(τ)(0)}dz.

Now, since Q(τ)(w) ∈ LipM(ξ ) , from the definition of Beta function, it follows that∣∣∣∣∣g(x)−
τ

∑
s=0

dsg(t)
s!

∣∣∣∣∣ � |w|τ
(τ −1)!

∫ 1

0
(1− z)τ−1|Q(τ)(zw)−Q(τ)(0)|dz

� M|w|τ+ξ

(τ −1)!

∫ 1

0
zξ (1− z)τ−1dz

=
M

(τ −1)!
ξB(ξ ,τ)

ξ + τ
|x1− t1,x2 − t2|τ+ξ , (4.6)

Finally using (4.6) in (4.5), we obtain the desired assertion. �

REMARK 2. Let f (u,v) = |(x1−u,x2−v)|τ+ξ then f (x) = 0 Clearly, f ∈C(T ) ,
hence applying Theorem 1

lim
ν
‖Uν,r,s( f )‖ = 0,

and consequently, from Theorem 4

lim
ν
‖U τ

ν,r,s(g)−g‖= 0.

REMARK 3. It is well known that for any h ∈ C(T ) and δ > 0, there holds the
inequality

|h(t)−h(x)|� {1+
(t1− x1)2 +(t2− x2)2

δ 2 }ω(h;δ ), ∀ t,x ∈ T,

hence

‖Uν,r,s ( f )‖ � ω( f ;δ ){1+
1

δ 2 ‖Uν,r,s
(
(x1−u)2 +(x2− v)2)‖}

� 2ω( f ;δ ),

where f (u,v) = |(x1−u,x2− v)|ξ+τ and δ 2 = ‖Uν,r,s
(
(x1−u)2 +(x2− v)2

)‖ .
Consequently,

‖Uν,r,s(g)−g‖� 2M
(τ −1)!

ξ
ξ + τ

B(ξ ,τ)ω(g;
√
‖Uν,r,s ((x1 −u)2 +(x2− v)2)‖).
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5. GBS operator related to Uν,r,s

The idea of Bögel-continuous and Bögel-differentiable functions was initiated by
Bögel in [7] and [8]. Badea et al. [5] gave the proof of the very famous “Test function
theorem” for Bögel continuous functions. A quantitative Korovkin-type theorem for
these functions was established by Badea et al. in [4].

GBS operators are used in uniform approximation of B-continuous (Bögel contin-
uous) functions. For a detailed account of the research work in this direction, we refer
the reader to [22], [14] and the references therein.

A real-valued function g defined on T , is called B-continuous at x ∈ T if

lim
t→x

ϒ(t)g(x) = 0,

where ϒ(t)g(x) = g(t)−g(x1,t2)−g(t1,x2)+g(x). Let Cb(T ) = {g : g is B-continuous
on T} . The function g : T → R is B-bounded on T if for all t,x ∈ T

|ϒ(t)g(x)|� M,

where M is some positive constant. Let Bb(T ) denote the set of all B-bounded func-
tions on T , with the norm ‖g‖B = sup

t,x∈T
|ϒ(t)g(x)|. Let B(T ) be the space of all bounded

(in the usual sense) functions on T endowed with the sup-norm ‖.‖∞ and C(T ) = { f ∈
B(T ) : f is continuous} . It is obvious that C(T ) ⊂Cb(T ) .

The function g : T → R is uniformly B-continuous on T if and only if for any
ε > 0,∃ υ = υ(ε) > 0 such that

|ϒ(t)g(x)| < ε,

whenever max{|p|, |q|} < υ , for all t,x ∈ T. Clearly, every g ∈ Cb(T ) is uniformly
B-continuous on T . A function g : T → R is called Bögel differentiable at x ∈ T , if

lim
t→x

ϒ(t)g(x)
pq

= DBg(x) < ∞.

Here, DBg is called the B-derivative of g and the space of all B-differentiable functions
is denoted by Db(T ).

The mixed modulus of smoothness of g ∈Cb(T ) is defined as

ωmixed (g;υ1,υ2) = sup
x,x+h∈T

sup
0<|h1|�υ1,0<|h2|�υ2

{|ϒ(x1+h1,x2+h2)g(x)|},

for any h = (h1,h2) ∈R
+
0 ×R

+
0 , . It is known [3] that ωmixed (g;υ1,υ2) is an increasing

function of υ1 and υ2 , and for all positive numbers λ1,λ2 , there holds

ωmixed(g;λ1υ1,λ2υ2) � (1+]λ1[)(1+]λ2[)ωmixed(g;υ1,υ2)
� (1+ λ1)(1+ λ2)ωmixed(g;υ1,υ2), (5.1)

where ]λ [ denotes the integral part of λ .
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For every g ∈Cb(T ) and each x ∈ T , the GBS operator G∗
ν,r,s associated to Uν,r,s

is defined as

G∗
ν,r,s(g;x) = G∗

ν,r,s(g(t);x) = Uν,r,s(g(t1,x2)+g(x1,t2)−g(t);x)

=
ν−sr

∑
μ1=0

ν−sr−μ1

∑
μ2=0

wν−sr,μ(x)
s

∑
v1=0

s−v1

∑
v2=0

ws,v(x)
∫ 1

0

∫ 1

0

[
g

(
μ1 + rv1 + t1

ν
,x2

)

+g

(
x1,

μ2 + rv2 + t2
ν

)
−g

(
μ1 + rv1 + t1

ν
,

μ2 + rv2 + t2
ν

)]
dt1dt2.

(5.2)

Clearly, G∗
ν,r,s is a linear operator from Cb(T ) into C(T ) and G∗

ν,r,s(1;x) = 1, ∀ x∈ T .
Our next theorem deals with the order of approximation by G∗

ν,r,s for functions in
Cb(T ) in terms of ωmixed .

THEOREM 5. For every g ∈Cb(T ), there holds the inequality

‖G∗
ν,r,s(g)−g(x)‖� 4ωmixed(g;

1√
ν

,
1√
ν

).

Proof. Using the definition of ωmixed(g;υ1,υ2) and (5.1), we have

|ϒ(t)g(x)| � ωmixed(g; |p|, |q|)

�
(

1+
|p|
υ1

)(
1+

|q|
υ2

)
ωmixed(g;υ1,υ2),

�
(

1+
|p|
υ1

+
|q|
υ2

+
1

υ1υ2
(|p||q|)

)
ωmixed(g;υ1,υ2),

for every x, t ∈ T and for any υ1,υ2 > 0. Further, by the definition of ϒ(t)g(x) , we get

g(t1,x2)+g(x1,t2)−g(t) = g(x)−ϒ(t)g(x). (5.3)

Applying Uν,r,s(;x) on (5.3)

G∗
ν,r,s(g;x) = g(x)Uν,r,s(1;x)−Uν,r,s(ϒ(t)g(x);x).

Now considering Lemma 1 and the Cauchy-Schwarz inequality, we obtain

|G∗
ν,r,s(g;x)−g(x)| � Uν,r,s(|ϒ(t)g(x)|;x)

�
(

Uν,r,s(1;x)+
1

υ1

√
Uν,r,s(p2;x)+

1
υ2

√
Uν,r,s(q2;x)

+
1

υ1υ2

√
Uν,r,s(p2;x)Uν,r,s(q2;x)

)
ωmixed(g;υ1,υ2).
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Again applying Lemma 1, Remark 1 and choosing υ1 = υ2 =
1√
ν

, we get the required

result. �

In the following theorem, we present an estimate of error in the approximation of
a Lipschitz B-continuous function by G∗

ν,r,s .
For g ∈ Cb(T ) , the Lipschitz class LipM,b(ξ ) , 0 < ξ � 1, of Bögel continuous

functions is defined by

LipM,b (ξ ) =
{

g ∈Cb(T ) :
∣∣ϒ(t)g(x)

∣∣� M{p2 +q2} ξ
2 , for t,x ∈ T

}
.

THEOREM 6. For g ∈ LipM,b (ξ ) , we have

‖G∗
ν,r,s(g)−g(x)‖� 2

ξ
2 Mυ

ξ
2

ν,r,s

where M is certain positive constant and υν,r,s is as defined in Remark 1.

Proof. By the definition of G∗
ν,r,s and our hypothesis, we get

∣∣G∗
ν,r,s(g;x)−g(x)

∣∣� Uν,r,s(|ϒ(t)g(x)|;x)

� MUν,r,s

(
{p2 +q2} ξ

2 ;x
)

.

Now, an application of the Hölder’s inequality and Lemma 1, easily leads us to the
desired assertion. �

Next, we discuss the degree of approximation by the operators G∗
ν,r,s for functions

whose Bögel derivative is bounded.

THEOREM 7. If g ∈ Db(T ) and DBg ∈ Cb(T )∩ B(T ), then there holds the in-
equality

‖G∗
ν,r,s(g)−g‖� M

ν

[
3‖DBg‖∞ + ωmixed(DBg;ν−1/2,ν−1/2)

]
,

where M is a constant.

Proof. Considering the mean value theorem, we have

ϒ(t)g(x) = (p)(q)DBg(α,β ), where x1 < α < t1 ; x2 < β < t2. (5.4)

By the definition of ϒ(t)g(x) , we have

ϒ(t)DBg(α,β ) = DBg(α,β )−DBg(α,t2)−DBg(t1,β )+DBg(t)
⇒ DBg(α,β ) = ϒ(t)DBg(α,β )+DBg(α,t2)+DBg(t1,β )−DBg(t). (5.5)
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Since DBg ∈ Cb(T )∩B(T ) , |DBg(x)| � ‖DBg‖∞ for every x ∈ T. Hence in view of
(5.4) and (5.5), we obtain

|G∗
ν,r,s(g;x)−g(x)| �

∣∣Uν,r,s(ϒ(t)g(x);x)
∣∣

�
∣∣Uν,r,s

(|p||q|(|ϒ(t)DBg(α,β )|
+|DBg(α,t2)|+ |DBg(t1,β )|+ |DBg(t)|);x)|

� Uν,r,s (|p||q|ωmixed(DBg; |t1 −α|, |t2−β |);x)
+3 ‖DB f‖∞ Uν,r,s(|p||q|;x). (5.6)

By the properties of ωmixed , for υ1,υ2 > 0, we can write

ωmixed(DBg; |t1−α|, |t2−β |) � ωmixed(DBg; |p|, |q|)
�
(

1+
|p|
υ1

)(
1+

|q|
υ2

)
ωmixed(DBg;υ1,υ2). (5.7)

Therefore from (5.6), (5.7) and the Cauchy-Schwarz inequality, we get

|G∗
ν,r,s(g;x)−g(x)| � 3‖DBg‖∞Uν,r,s(|p||q|;x)+

(
Uν,r,s(|p||q|;x)

+
1
υ1

Uν,r,s(p2|q|;x)+
1
υ2

Uν,r,s(|p|q2;x)

+
1

υ1υ2
Uν,r,s(p2q2;x)

)
ωmixed(DBg;υ1,υ2)

� 3‖DBg‖∞

√
Uν,r,s(p2q2;x)+

(√
Uν,r,s(p2q2;x)

+
1
υ1

√
Uν,r,s(p4q2;x)+

1
υ2

√
Uν,r,s(p2q4;x)

+
1

υ1υ2
Uν,r,s(p2q2;x)

)
ωmixed(DBg;υ1,υ2).

From Remark 1,

Uν,r,s(piq j;x) � M

ν
[i+ j+1]

2

, ∀x ∈ T and i, j ∈ N0

for some constant M > 0. Hence by choosing υ1 =
1√
ν

and υ2 =
1√
ν

, we reach the

desired result. �
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[3] I. BADEA, Modulus of continuity in Bögel sense and some applications for approximation by a
Bernstein-type operator, Studia Univ. Babes-Bolyai Ser. Math. Mech., 18 (2) (1973), 69–78 (Ro-
manian).

[4] C. BADEA, I. BADEA, C. COTTIN AND H. H. GONSKA, Notes on the degree of approximation of
B-continuous and B-differentiable functions, J. Approx. Theory Appl. 4 (1988), 95–108.

[5] C. BADEA, I. BADEA AND H. H. GONSKA, A test function theorem and apporoximation by pseu-
dopolynomials, Bull. Austral. Math. Soc. 34 (1986), 53–64.

[6] B. BAXHAKU, P. N. AGRAWAL AND R. SHUKLA, Bivariate positive linear operators constructed by
means of q -Lagrange polynomials, J. Math. Anal. Appl. 491 (2020),
https://doi.org/10.1016/j.jmaa2020.124337 .
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[15] G. IÇÖZ, A Kantorovich variant of a new type Bernstein-Stancu polynomials, Appl. Math. Comput.,
218 (2012), 8552–8560.

[16] U. KADAK, S. A. MOHIUDDINE, Generalized statistically almost convergence based on the differ-
ence operator which includes the (p,q)-Gamma function and related approximation theorems, Results
Math. (2018) 73:9.

[17] A. KAJLA, The Kantorovich variant of operator defined by D. D. Stancu, Appl. Math. Comput. 36
(2018), 400–408.

[18] A. KAJLA, Generalized Bernstein-Kantorovich-type operators on a triangle, Math. Methods Appl.
Sci. 42 (12) (2019), 4365–4377.

[19] V. KARAKAYA AND T. A. CHISHTI, Weighted statistical convergence, Iran. J. Sci. Technol. Trans. A.
Sci. 33 (2009), 219–223.

[20] G. KIROV AND I. POPOVA, A generalization of linear positive operators, Math. Balkanica. 6 (1992),
147–154.

[21] P. P. KOROVKIN, Linear Operators and the Theory of Approximations, Fizmatgiz, Moscow, 1959.
[22] S. A. MOHIUDDINE, Approximation by bivariate generalized Bernstein Schurer operators and asso-

ciated GBS operators, Adv. Difference Equ. (2020) 2020: 676.
[23] S. A. MOHIUDDINE, B. A. S. ALAMRI, Generalization of equi-statistical convergence via weighted

lacunary sequence with associated Korovkin and Voronovskaya type approximation theorems, RAC-
SAM 113, 1955–1973 (2019).

[24] S. A. MOHIUDDINE, Statistical weighted A-summability with application to Korovkin’s type approxi-
mation theorem, J. Inequal. Appl. 2016, 101 (2016),
https://doi.org/10.1186/s13660-016-1040-1 .
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