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Abstract

The strength of the learned relation between two events, a model for causal perception, has been 

found to depend on their overall statistical relation, and might be expected to be related to both 

training trial frequency and trial duration. We report five experiments using a rapid-trial streaming 

procedure containing Event 1-Event 2 pairings (A trials), Event1-alone (B trials), Event2-alone (C 

trials), and neither event (D trials), in which trial frequencies and durations were independently 

varied. Judgements of association increased with increasing frequencies of A trials and decreased 

with increasing frequencies of both B and C trials, but showed little effect of frequency of D 

trials. Across five experiments, a weak but often significant effect of trial duration was also 

detected, which was always in the same direction as trial frequency. Thus, both frequency and 

duration of trials influenced learning, but frequency had decidedly stronger effects. Importantly, 

the benefit of more trials greatly outweighed the observed reduction in effect size caused by a 

proportional decrease in trial duration. In Experiment 5, more trials of proportionately shorter 

duration enhanced effects on contingency judgements despite a shortening of the training session. 

We consider the observed ‘frequency advantage’ with respect to both frequentist models of 

learning and models based on information.
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An experiment seeking to enhance learning of experimental events will often either increase 

the total frequency of training trials or increase the duration in which the participant is 

exposed to the trial event. Both frequency and duration of experience might be expected to 

enhance the memory of a trial, but also the opportunity for other cognitions such as those 

necessary for relating trial events to one another, for example, contingency learning. We 
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know that thunder often follows lightning, that dessert follows the main course, and that 

arguments can follow unhelpful criticism, and we can use knowledge of such relationships 

to anticipate future states of the world. Intuition suggests that it is our memories of event 

co-occurrences that influences these associations. (Allan, 1980; Baker, Murphy, & Vallee-

Tourangeau, 1996; Miller & Matute, 1996; Wasserman, Dorner, & Kao, 1990). The study 

of how events become associated, the content of the association, and how the association is 

influenced by unpaired presentations of the events provide insights into how humans extract 

a relational structure of events in their environment (Murphy, Byrom, & Msetfi, 2017) and 

potentially use these memories to make causal inferences (Griffiths & Tenenbaum, 2005). 

Most relations between events that are remembered are not deterministic like lightning 

and thunder. Instead, they involve imperfect statistical relations that require integrating 

experience from multiple events like clouds and rain. Both frequency and duration of our 

experiences might be expected to enhance our recall of these relationships.

Event-event learning in humans, like Pavlovian conditioning (Pavlov, 1927), is dependent on 

repeated exposure to the events in question (e.g., Smedslund, 1963; Vallee-Tourangeau, 

Hollingsworth, & Murphy, 1998). Repeated exposure to events is related to enhanced 

memory, for instance, recall for word lists is based on frequency of presentation (Deese, 

1960). In contrast, research on memory for objects suggests not only that people remember 

single experiences or trials (e.g., Rock, 1957), but that there might be little appreciable 

effect of repeated exposures and even that total duration of exposure is of little relevance. 

So-called ‘one-trial learning’ suggests that single experiences can be as effective as repeated 

experiences. Increasing trial duration has been shown to have little impact on the memory 

for an item (Intraub, 1980). However, in some of these demonstrations, trial duration 

is confounded with the effective number of repetitions that people might self-generate 

(Bugelski, 1962). Further other work suggests that the total duration of exposure rather than 

the number of exposures is the relevant variable for predicting memory for a scene (Melcher, 

2001), in contrast to other research that finds no memory advantage for total duration 

of exposure (Hintzman, 1970). For instance, concepts like ‘10000 hours of experience to 

become an expert’ imply a relevance on total duration (e.g., Miall, 2013). The evidence from 

memory research is equivocal, and in much of this research, frequency and total amount 

of time are confounded (e.g., Delrome, Poncet, & Fabre-Thorpe, 2018). Here we studied 

how frequency and duration influence the representation of an associative link between two 

events, rather than memory per se.

What differs in the experimental study of event-event associative learning is that people 

are not simply required to remember the items but to learn their relation. To what extent 

does the presence of one event predict the presence of another? Rather than simply 

remembering an experience, the participant needs to construct a link between the two 

that reflects the strength of the relation. Human subjects show sensitivity to the overall 

correlation between events without explicit instruction or access to statistical records (e.g., 

Vallee-Tourangeau, Payton & Murphy, 2008). Without such sensitivity, judgements would 

likely be systematically biased by the memory of chance pairings (Ward & Jenkins, 1965; 

see also Matute, Blanco, & Diazlago, 2019). The evidence that behaviour is related to event 

correlation comes from experiments involving the systematic manipulation of the events 

paired and unpaired. Judgement of the strength of the relationship between two events, E1 
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and E2, is enhanced by the conjoint presence or conjoint absence of the two events, and 

is diminished to the extent that either of the events is experienced alone (Allan & Jenkins, 

1983; Vallee-Tourangeau, Murphy, Drew & Baker, 1998a, 1998b; Wasserman, Dorner & 

Kao, 1990). In this sense, judgements of association reflect a sensitivity to the empirical 

correlation between the two events (Baker, Murphy & Vallee-Tourangeau, 1996; DeHouwer 

& Beckers, 2002; Miller & Matzel, 1988; White, 2004).

Contingency learning

Descriptive theories of learning have generated algorithms for predicting performance from 

paired event learning, specifically identifying how the four type of trials (i.e., both events 

present, both absent, one present with the other absent, and the other present with the 

first absent) might be combined and the relative importance of these different experiences 

(Cheng, 1997; Hallam, Grahame, & Miller, 1992; Kao & Wasserman, 1993; Kelley, 1973; 

Miller & Matzel, 1988; Rescorla, 1968; White, 2004). In general, these accounts assume 

that learning is frequentist and that although increased duration of exposure might enhance 

coding, it would not be perceived as multiple instances.

One frequency-based analysis presented by Allan (1980) described a metric (delta P; Δp) for 

capturing the degree of statistical dependence between two binary variables in association 

learning situations, with the assumption that each type of trial has equivalent informational 

weight in learning the relationship between two events. Δp is the one-way contingency 

between two events and was initially designed to account for sequentially presented stimuli 

where Event 1 precedes the putatively contingent Event 2. Specifically, Δp is the difference 

between two conditional probabilities: the probability of E2 in the presence of the preceding 

event, E1, minus the probability of E2 in the absence of E1 (i.e., the rate of E2 given 

only the background or experimental context). The trial types in the left panel of Figure 1 

illustrate the relevant types of event experiences and conditional probabilities that can be 

calculated to extract the overall Δp relation. Participants observe the trial events one at a 

time and following exposure, instead of measuring recall or recognition of the events as 

might take place in a memory experiment, participants are asked for a subjective rating of 

the relation between the two events. Although there are numerous metrics of relatedness 

between two events, research has found that Δp is usually the best fitting metric (e.g., 

Hallam et al., 1992). Here the first conditional probability, the frequency with which E1 

and E2 occur together (A) and the frequency that E1 occurs without E2 (B) can be used 

to calculate the conditional probability p[E2|E1] (i.e., A/(A+B)). Similarly, the probability 

of E2 without E1 (p[E2|~E1]) is based on the frequency that E2 occurs without E1 (C 

trials) and the frequency that neither event occurs (D trials); thus, in terms of trial types 

the p[E2|~E1] can be expressed as C/(C+D). The difference between these two conditional 

probabilities reflects the direction, positive or negative, and strength, bound by +1.0 and 

−1.0, of the relationship between E1 and E2 (Chapman & Robbins, 1990; Hallam et al., 

1992; Kao & Wasserman, 1993; Murphy, Vallee-Tourangeau, Msetfi, & Baker, 2005). 

Note the implicit assumption that each type of trial has equivalent informational weight 

in learning the relationship between two events, a point to which we later return.
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In a typical experiment, participants are exposed to individual trials containing the 

to-be-associated events, with A trials consisting of either E1 and E2 being presented 

simultaneously or with one event briefly preceding the second (sequential presentation as 

might be expected if E1 were a cause of E2), B and C trials consisting of E1 alone and 

E2 alone, respectively, and D events consisting of ‘trials’ devoid of both E1 and E2. On 

D trial events, experimenters typically present either a blank screen, or explicit wording 

of an ‘empty’ trial or trial ‘context’ cues meant to indicate to participants that a trial has 

occurred in which both events were absent. For example, in a within-subjects study by 

Wasserman, Kao, Van Hamme, Katagiri, and Young (1996), participants received training 

with a fictitious fertilizer as E1 and a plant blooming as E2. Across conditions, training was 

conducted with four different positive contingencies between the events (all with Δp = 0.25), 

four different negative contingency conditions (all with Δp = −0.25), and thirteen different 

zero contingency conditions (Δp = 0.0). Participants’ judgements of the conditions appeared 

to be influenced by participants’ experience with each of the four trial types (also see Allan 

& Jenkins, 1983; Dickinson & Shanks, 1987; Vallee-Tourangeau, Murphy, Drew, & Baker, 

1998). Thus, the presence or absence of both E1 and E2 on each trial influences the strength 

and direction of the contingency learnt.

A standard model of learning that uses the principle of error prediction, such as that of 

Rescorla and Wagner (1972), assumes that incremental changes in associative strength 

accrue as a function of trial frequency. Trial duration can be modelled by assuming an 

arbitrary temporal unit and that increasing duration increases the number of those units, and 

that is what we have done in Figure 2. So that at least in the case of a one or zero event trial 

(i.e., B, C, or D), a 200-m exposure to an event should be half as effective as 400 ms. Using 

the Rescorla-Wagner theory, we modelled the changes in associative strength for changes 

in frequency and duration for each of the four trial types and illustrate them in Figure 2 

panel a. Clearly, the model predicts the pattern of results for the overall contingency analysis 

described above. Increased associative strength is predicted for increases in either frequency 

or duration to A and D trials, while decreased associative strength is predicted for increases 

in B and C trials.

Although human judgements track the output of the Δp metric, relatively consistent 

deviations from Δp are commonly observed. One hypothesis to address these deviations 

from the simple Δp is that the different types of trial information are weighted differently 

for judgements (e.g., Kao & Wasserman, 1993; Wasserman et al., 1993; White, 2004); that 

is, Δp = (WAA/[WAA+WBB]) - (WCC/[WCC+WDD]), where Wi is the relative weight of 

trial type i. Based on fits to data, Kao and Wasserman suggested that judgements are most 

heavily influenced by the number of A events (i.e., pairings), somewhat less by B and C 

events, and least by D events; that is, WA > WB ~ WC > WD. This is consistent with the 

general observation that the presence of an event has greater influence than its absence when 

learning an association. This principle is also seen in discrimination learning (e.g., Jenkins 

& Sainsbury, 1970; Uengoer, Koenig, Pearce, & Lachnit, 2012). In those experiments, a 

cue configuration that signals an outcome is easier to learn about than a cue configuration 

that signals the absence of the outcome. Assuming that the perceptual qualities of these 

different experiences (i.e., presence vs. absence) influence how they are processed begins 

to explain the observed departure from a normative or a purely informational account of 
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contingency judgements (i.e., WA = WB = WC = WD). Regardless of theoretical perspective, 

the perceived relatedness between E1 and E2 should increase with selective increases in 

the frequency of A trials because these trials are evidence of a positive association between 

the two events. In contrast, either E1 alone or E2 alone is evidence against a positive 

association; thus, selective increases in the frequency of B and C trials reduce the perceived 

relatedness between E1 and E2. Moreover, the absence of both events is consistent with the 

view that they are related, although this latter case by itself is clearly insufficient evidence of 

a positive relationship between a cue and an outcome (e.g., Wasserman & Miller, 1997).

Previous research investigating the effects of frequency of A, B, C, and D trials often 

confounded frequency with cumulative duration of the A, B, C, and D trials, respectively. 

For example, a common experimental method is to allow self-pacing of the trial 

presentations by participants; therefore, participants view trial events for unsystematically 

variable durations. In other experiments, the experimenter defines the durations, but as the 

number of a given trial type increases, so too does cumulative exposure time to that type 

of trial. Little analysis has been conducted on the relative roles that trial duration and trial 

frequency play in the perception of contingency. Given that these trials happen in real-time, 

a test of the relative contributions of trial frequency and trial duration to the perceived 

association requires experimental control over the amount of time that each trial is presented 

as well as how often it is presented. It is clear that simple control of exposure to the 

trials requires removing the opportunity for the participant to pace the trials. Additionally, 

the durations and frequencies of different types of trials need to be varied by comparable 

proportions to compare the relative roles of frequency and duration of the different types 

of trials on the perceived contingency. If total trial duration is crucial for acquisition, then 

there is little possibility of speeding up learning because increases in duration of exposure 

would lengthen total training time. However, if frequency is a critical variable, then it might 

be possible to enhance learning without lengthening total training time by shortening trial 

duration while increasing trial frequency.

Even more challenging for any attempt to compare trial frequency and duration is the 

question of how to manipulate the frequency and duration of trials on which both events 

are absent (i.e., D trials). One of the reasons to believe that D trial duration is particularly 

relevant comes from the many demonstrations of the previously mentioned ‘trial spacing 

effect,’ in which longer ITIs, periods in which no events occur, are often found to result 

in superior learning and retention (e.g., Wickelgren, 1972). Unless something marks the 

occurrence of individual trials, a long inter-trial period might be processed as one long 

ITI event or multiple shorter sequential ITI events. For example, Gibbon’s (1977) scalar 

expectancy theory (SET; Gibbon, 1977) assumes that a pace-maker (or ‘internal clock’, see 

Treisman, 1963) mechanism underlies timing estimation. In this framework, animals are 

assumed to experience an ITI as a series of discrete states resulting from the parsing of time 

between A, B, and C trials into a sequence of D trials (e.g., Buhusi & Meck, 2005). Of 

course, this ambiguity also exists with respect to A, B, and C type trials if nothing (including 

D trials) separates otherwise identical trials (e.g., two A trials in immediate succession). The 

present experiments used a procedure explicitly designed to circumvent this issue.
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Streaming Procedure

In light of the evidence that association learning between paired events may relate to 

event rates rather than event frequencies, we employed a preparation that was specifically 

developed to circumvent the time constraints of conventional contingency learning 

procedures. Crump et al. (2007) described their task as involving the rapid presentation 

of events within relatively short ‘trial streams’ in which trials are presumably parsed by 

participants isomorphic with the experimentally manipulated trial frequencies. Participants 

viewed 60 trials of training over the course of 12-s. Each trial depicted one of the four 

types of trials (A/B/C/D) relevant for the relation between two geometric figures, a square 

and a circle, presented on a computer screen (simultaneously on A trials). The results 

from participants’ contingency judgements and trial frequency estimates suggested that 

participants perceived and learned the relations between the stimuli with ease, even with 

trial durations as low as 100 ms. Participants reported a stronger E1-E2 contingency after 

the streamed trials in the two Δp-positive conditions than the two Δp = 0 conditions. 

Note that while an interpretation of these results in terms of overall contingency based on 

trial frequencies is consistent with the findings, it is also the case that accumulated trial 

durations or subsets of trial frequencies might have controlled participants’ judgements. For 

instance, in the experiment described here, the frequency and summed durations of A trial 

events in the two Δp-positive contingency conditions was greater than the frequency and 

summed durations of A trial events in the two Δp = 0 conditions; therefore, frequency of A 

trials, summed durations of A trials, or both may have been responsible for differences in 

judgements rather than sensitivity to the number of each of the four types of trials.

Across a wide range of contingencies, Allan, Hannah, Crump, and Siegel, (2008) found 

relatively accurate learning of the contingencies between pairs of events that may have 

encouraged fast processing or different types of processing (i.e., emoticons that have a social 

value rather than geometric figures) and events indicating motivational shifts (i.e., financial 

rewards). The task has also been used for the training of more complex contingent relations 

including those involving an instrumental component (Hannah, Allan, & Siegel, 2007) and 

stimulus interaction experiments with multiple stimulus relations (Hannah, Crump, Allan, 

& Siegel, 2009; see also Darredeau, Baetu, Baker, & Murphy, 2009; Laux, Goedert, & 

Markman, 2010). In the present experiments, we used Allan’s streaming procedure to assess 

how humans learn contingent relations, specifically whether frequencies and/or durations of 

the different trial types are critical for these learning effects.

Experiment 1a

Experiment 1 was designed to accomplish two goals: (1) to dissociate the effects of the 

frequencies of A, B, C, and D trials from the effects of their duration, and (2) to assess 

a modification to the streaming procedure that would allow equivalent manipulations of 

A, B, C, and D trials. In the first experiment, we sought to dissociate trial frequency 

from trial duration by presenting multiple conditions across which frequency or duration 

of one trial type at a time was varied, while equating the frequencies and durations of 

the other trial types. For instance, illustrated in the experimental design presented in Table 

1, in a baseline Δp = 0 contingency condition, participants were exposed to 36/36/36/36, 
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A/B/C/D trials, pseudo-randomly ordered, with all trial durations being 800 ms. However, in 

a manipulation of A trial frequency, the Fewer-A condition contained 9/36/36/36 trial events, 

whereas the Many-A condition was trained with 144/36/36/36. The comparison here was 

whether increasing the frequency of A trials by factors of four would result in increased 

judgements of association between the two events when the same trial duration of 800 ms 

was maintained for all trial types. Notice that Fewer-A and Many-A also have shorter and 

longer total duration of A trials, so two conditions were included in which only the duration 

of all A trials was manipulated. In the Shorter-A condition, the 36 A trials were reduced to 

200 ms each (the same total time in A as 9 A trials for 800 ms each), and in the Longer-A 

condition the 36 A trials were increased to 3200 ms (the same total time in A as 144 A trials 

for 800 ms each), with the same 36 trials of 800 ms duration for B, C, and D trials. Hence, 

the variation in the duration of A trials not only assessed the influence of duration of A 

trials but also controlled for the changes in total duration of A trials when only the frequency 

of A trials was varied. In sum, the effect of using these values of frequency and duration 

was to maintain the duration or frequency, respectively, of A trials across conditions, with 

the variation of each variable being by the same factor of four. The Shorter-A and Fewer-A 

conditions each consisted of 7200 ms of total exposure to A trials, and the Longer-A and 

Many-A conditions each consisted of 115.2 s of total exposure to A trials. In this first 

experiment, we used the same reasoning to also independently alter training experience with 

the other three trial types (i.e., B, C, and D trials) in sets of other similarly varied conditions. 

However, note that the Figure 2 Panel a illustrates the prediction of the Rescorla-Wagner 

(1972) associative model; increasing either frequency or duration of a given trial type while 

holding the other trial types constant is predicted to have a similar effect.

A second modification to the streaming procedure implemented here relates to an 

experimental ambiguity of the D trials described previously (Crump et al., 2007; Maia, 

Lefevere, & Jozefowiez, 2018). As trials are often randomised, any repeated presentations of 

the same type of trial in immediate succession might be perceived as either multiple separate 

trials or a single longer duration trial. Because trials are streamed rapidly, the discrimination 

between sequential trials of the same type based on duration alone would be difficult. One 

solution is to introduce an ITI which might be expected to solve this problem; however, 

the ITI in which no events occur would be indiscriminable from D trials in which neither 

event occurs. Prior investigators (e.g., Crump et al., 2007) addressed this problem by briefly 

presenting a blank screen (i.e., an absence of the context of A, B, C, and D trials), but it 

is unclear whether the blank screen without the cue or outcome was perceived as distinctly 

different from a D trial. We sought to overcome this problem with two procedural changes. 

One was to present each trial with a trial marker (TM) that consisted of a pair of identical, 

vertically aligned rectangular frames to signal trial times and spaces in which the two events 

might or might not appear as shown in Figure 1 (see Murphy & Baker, 2004 for the use of 

a TM in Pavlovian conditioning). On each trial, the top frame might contain a shape (E1) 

and the bottom frame might contain a line drawing of an object (E2). During A trials, the 

top frame contained a shape and the bottom frame contained a drawing. During B trials, 

the top frame contained a shape and the bottom frame was empty. During C trials, the top 

frame was empty and the bottom frame contained a drawing. During D trials, both frames 

were empty. Although this modification may highlight the presence or absence of either 
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stimulus, it does not eliminate the problem of how participants might parse repeated trials of 

the same type without using some form of transition between trials. To avoid the potential 

confound of participants’ perceiving extra intertrial time as D trials, a second procedural 

change was to present trials in an alternating left-right position in the two locations on the 

screen as depicted in the right panel of Figure 1. In this manner, each trial of any given type 

was the same duration, and immediately repeated trial types always appeared in different 

locations. This permitted parsing of sequential trials without conventional ITIs, which would 

have confounded the potential counting of D trials.

Methods

Participants.—Experiment 1a involved recruitment of 43 university students (33 females 

and 10 males) who received course credit for their participation. Sample size was based 

on the initial study using the streaming procedure, specifically Crump et al. (2007), who 

reported sensitivity with n = 37. The mean age was 25.16 (SD = 8.1) years, ranging between 

14 and 50. Due to the rapidly changing images on the screen, recruitment postings and the 

informed consent form excluded potential participants who had a propensity for convulsions. 

They were all students at the University of Canterbury in New Zealand. Experiment 1a was 

reviewed and approved by the Institutional Review Board of the University of Canterbury. 

All subsequent experiments were reviewed and approved by the Institutional Review Board 

at the State University of New York at Binghamton.

Design.—A fully within-subject design was used in which each participant experienced 

17 different contingency conditions (see Table 1) presented in random order. A Baseline 

condition in which there were the same number (i.e., 36) of each trial type (A/B/C/D) 

with each trial lasting 800 ms was contrasted with two different trial-type manipulations, 

Frequency (Fewer or Many) and Duration (Shorter or Longer). Thus, there were four 

conditions within each of the four trial types (A, B, C, and D) plus the Baseline condition 

for a total of 17 experimental conditions, all preceded by one Warmup condition. Each 

condition involved learning the relation between a unique pair of E1 and E2 stimuli, with E1 

drawn randomly without replacement from a list of black and white symbols, and E2 drawn 

from a list of black and white line drawings of commonplace objects.

Procedure.—The computer tasks were programmed in E-Prime 2. Each participant was 

exposed to a Warmup condition in which 144 total trials (36 each of A, B, C, and D) were 

presented in nine successive blocks, each consisting of four presentations of each of the 

four trial types presented in random order within a block, with each trial lasting 800 ms. 

The Warmup contingency condition was the same as the Baseline contingency, but with a 

different pair of stimuli, E1 and E2. The remaining 17 conditions, including the Baseline 

condition, were then presented in random order.

Within the conditions that differed in Frequency, all trials were 800 ms as in the Baseline 

condition, but the frequencies were changed. In each Fewer condition, 117 total trials were 

presented in nine blocks, with the trial type presented less frequently presented only once 

per block. For example, the Fewer-A condition received 1 A, 4 B, 4 C, and 4 D trials in each 

of the nine blocks. In the Many-A condition, 252 total trials were presented in nine blocks, 
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with A trials being presented four times as often as the other trial types for a total of 144 A 

trials. So, the Many-A condition included 16 A, 4 B, 4 C, and 4 D trials in each of the nine 

blocks.

Within the conditions that differed in Duration, the frequencies of each trial type were 

consistently 36 in number as in the Baseline condition, but the durations were changed. In 

each Shorter condition, the trial type in focus was presented for a reduced duration of 200 

ms and in each Longer condition the trial type in focus was presented for 3200 ms, whereas 

the other three trial types were consistently 800 ms long. Thus, the Warmup and Baseline 

conditions presented an uncorrelated relation between the two events, as the probability of 

one stimulus being presented with the other stimulus was 36/(36+36) = 0.5, whereas the 

probability of either event without the other was the same, 36/(36+36) = 0.5. Consequently, 

the objective contingency was Δp = 0.5 – 0.5 = 0. Trial order within a block was randomly 

selected without replacement for each of the 17 experimental conditions. The 18 cues and 18 

outcomes were organized into 18 pairs (i.e., a cue and an outcome consistently yoked for all 

participants) and were randomly selected without replacement for the 17 experimental runs 

for each participant, with a common E1-E2 pair used for the Warmup condition. The use 

of the terms ‘Cue’ and ‘Outcome’ here need to be qualified as in Experiment 1a (and 1b) 

they were presented simultaneously on A type trials. The terminology of cue and outcome 

reflects only the wording of the question used to assess contingency learning. Simultaneous 

presentation of the two stimuli was used to avoid the ambiguity that sequential presentation 

would have created on B and C type trials; for example, the first part of a C type trial 

without a ‘cue’ would have been indistinguishable from a D-type trial. The dimensions for 

each stimulus event were 130 × 130 pixels, and 240 × 190 pixels for the rectangular trial 

marker (TM) borders (see left panel of Figure 1). Their respective positions were centered 

at different XY coordinates. For the TM borders: (590, 302) for the top left border, (850, 

302) for the top right border, (590, 506) for the bottom left border, and (850, 506) for the 

bottom right border. The cue and outcome stimuli were centered inside the TM rectangles. 

Throughout each training condition, a small fixation cross was consistently present at the 

center of the screen where the corners of the four rectangular TMs approached each other.

The dependent variable was ratings of the relation between the two events. Participants were 

asked to judge the contingency between the ‘cue’ and ‘outcome’ following each of the 17 

experimental runs (consisting of 117, 144, or 252 trials/condition). The total session time for 

the experiment was approximately 50 minutes.

Before participating in the experiment, all participants were required to complete an 

informed consent form, turn off their mobile phones, read a series of instructions presented 

on the computer screen, and provide demographic information (age and gender). The 

instructions informed participants that they “… will be watching numerous series of rapidly 

presented shapes and drawings. After each series, a question screen will appear and you will 

be asked to rate the degree of relatedness between the shape and drawing on a scale from 

−10 to +10. Please keep your eyes on the cross in the center of the screen. A strong positive 

rating should be given when the shape and drawing are always presented together and when 

one is absent the other is also absent. A strong negative rating should be given when the 

shape is always presented without the drawing and the drawing is always presented without 
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the shape.” Any participant who provided the same rating on all 17 experimental runs was 

scheduled to be eliminated from the experiment, but in practice, this never occurred in this 

or any of the subsequent experiments.

Statistical analysis: A linear mixed model (LMM) analysis with a subject random 

intercept was conducted. The LMM analysis was performed in R (R Core Team, 2019) using 

the function lmer() from the package lme4 (Bates & Machler, 2014). To obtain ANOVA’s F 
scores and p values from lmer(), the package lmeTest (Kuznetsova, et al., 2017) was used. 

ANOVAs were generated by passing the model through the anova() function from R-base. 

For the Full model, the LMM predicted ratings (−10 to 10) using eight predictors: A, B, 

C, and D, from Frequency and Duration (i.e., 4 × 2). The form of the Full model was as 

follows:

ratingi = β0 + β0, j + β1 * fAi + β2 * fBi + β3 * fCi + β4 * fDi + β5 * dAi
+ β6 * dBi + β7 * dCi + β8 * dDi + εi

(eq. 1)

where i is the ith data observation and j the jth subject, β0,j and β0 are intercepts for the 

random effects of participant and order of conditions, and εi (error) ~ N(0,σ), and the f or 

d before the A, B, C, or D refers to frequency (f) or duration (d), respectively. By feeding 

the model only with the actual values of frequencies (9, 36, or 144) and durations (200, 

800, or 3200), the model was blind to the conditions. The regressors were factors/categories, 

this means that they were imputed using dummy variables and the reference category for 

all of the regressors were the baseline, that is, 36 for frequency and 800 for duration. We 

did not use conditions as regressors. So we did not need to duplicate the baseline condition. 

As regressors we used the actual frequencies and durations. The R scripts code used for 

statistical analysis, plots, and data files (for all the experiments) are available online: https://

github.com/santiagocdo/ABC_paper (instructions provided in readme file). The threshold for 

rejecting the null hypothesis, α, was established as 0.05. The results from each Frequency 

and Duration model, which included either the three levels of the factor frequencies or 

three levels of duration of each trial type as predictors, were obtained. A model comparison 

between the Full, Frequency, and Duration models to assess the fit between the data and the 

models was also performed.

Results

The mean judgements, and individual ratings, for each of the 17 contingencies are presented 

in Figure 3 with the Frequency manipulation presented in the four left-hand panels and the 

Duration manipulation in the four right-hand panels. Generally, judgements were influenced 

by trial frequency for A, B and C trials, but not by D trials (i.e., the absence of both stimuli). 

Trial duration showed smaller but reliable effects for A, B, and D trials, but not C trials. 

Next, we present the F scores and p values for individual factors. A summary of the Full 

model with effect sizes is presented in Table S1 of the Supplementary Materials.

Full model: In the Full model with all eight predictors, Frequency was reliable for A trials 

(F[2, 688] = 49.40, p < .001), B trials (F[2, 688] = 25.45, p < .001), and C trials (F[2, 688] 

= 27.20, p < .001), but not D trials (F[2, 688] = 1.22, p > .1). However, Duration was also 
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related to judgements for A trials (F[2, 688] = 3.06, p < .05), and B trials (F[2, 688]) = 3.96, 

p < .05), and D trials (F[2, 688] = 3.55, p < .05), but not C trials (F[2, 688] = 1.93, p > .1).

Frequency model: The analysis of the separate model testing trial Frequency only found 

significant effects for frequency of A trials, (F[2, 688] = 46.43, p < .001), B trials, (F[2, 688] 

= 29.05, p < .001), and C trials, (F[2, 688] = 29.90, p < .001), but not D trials (F[2, 688] = 

1.66, p > .1).

Duration model: The analysis of the separate model testing trial Duration found reliable 

effects of duration of A trials (F[2, 688] = 3.09, p < .05) and D trials (F[2, 688] = 3.46, p 
< .05), but not of B trials (F[2, 688] = 2.78, p > 0.05) nor C trials (F[2, 688] = 1.48, p > 

.1). Figure 3 illustrates the significant effect of D trial duration, with the effect represented 

by this F score including the Baseline condition. This F value is based on the D duration 

variable, which is a factor of 3 levels: 200, 800, and 3200. For this 3-level variable the model 

uses 800 (i.e., baseline) as comparison, and it creates two dummy variables 200 and 3200. 

However, notice that the regression line looks quite flat; indeed, the statistical analysis found 

that the slope was not significant.

Model comparison: When we compared the Full model (deviance = 4162.2) against 

the Frequency model (deviance = 4177.9) there was a statistically significant difference, 

χ2(8) = 15.68, p < 0.05, i.e., lower deviance for the Full model; however, ΔAIC = 0.32 

and a Bayes Factor (BF) approximation (Wagenmakers, 2007) > 100 support a better fit 

for the Frequency model against the Full model. Similarly, the difference between the Full 

model (deviance = 4162.2) and the Duration model (deviance = 4345.6) was statistically 

significant, χ2(8) = 183.39, p < 0.001, and ΔAIC = −167.39, BF > 100 supporting the 

Full model. Comparing the Frequency model against the Duration model found a better 

fit for Frequency (ΔAIC = 167.7, BF > 100), supporting the Frequency model over the 

Duration model. No likelihood ratio was calculated because these models are nested within 

the Full model but not within each other. In summary, the comparison of models suggests 

that Frequency is a better explanation of ratings than is Duration. Moreover, the Frequency 

model is better and more parsimonious than the Full model, which is not the case for the 

Duration model.

Experiment 1b

Experiment 1b sought to test the replicability of the effects found in Experiment 1a using 

an online testing method. In this experiment the instructions, design and analysis were as 

similar as possible to Experiment 1a, except participants were recruited from Amazon’s 

Mechanical Turk (MTurk) online crowdsourcing system and tested on their own computers. 

We present Experiment 1b as a near replication of Experiment 1a both to assess the 

reliability of the results of Experiment 1a and to examine the consistency of the data 

between participants tested on computers in a conventional university laboratory setting and 

participants tested online with Amazon’s MTurk platform.
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Methods

Participants: Forty-three participants (18 females, 22 males, 1 non-binary, 2 preferred 

not to say), with a mean age of 33.6 (SD 7.84; range between 22 and 49), were recruited 

online via Amazon’s Mechanical Turk and compensated with US $4.00 for completion. 

Recruitment was restricted to users who were reported by Amazon as living in the United 

States and not having previously participated in any similar experiment from our laboratory. 

Previous studies in learning and cognition have reported strong agreement in many (but not 

all) basic cognitive tasks between traditional laboratory procedures and being conducted on 

MTurk (e.g., Crump, McDonnell, & Gureckis, 2013). The procedure used rapid streaming of 

images, so participants who self-identified as having a history of seizures or being younger 

than 18 or older than 50 years were excluded. These qualifications were applied in all 

subsequent experiments.

Procedure: The online version of the program was written in HTML, with the participants 

in Experiment 1b experiencing stimuli and tasks nearly identical to Experiment 1a. The 

online version of the procedure was as similar as possible to the in-laboratory procedure 

except for the following differences. Participants were instructed to not use a mobile device 

to perform the task. For computer performance reasons, they were also asked to not use 

Internet Explorer. Participants were instructed to respond to all questions (e.g., cue-outcome 

contingency judgements) in less than 10 s and were excluded from the experiment if they 

ever delayed their responses by more than 20 s. Participants were permitted to take short 

breaks (up to five minutes) between conditions after rating the most recently experienced 

condition. In order for the images to display correctly on various computer monitors, the 

width of each cue and outcome was 216 pixels × 176 pixels (W × H), including a 20-pixel 

wide, black border that served the trial marker on all trials. All stimuli were presented in 

a centrally arranged 462-pixel × 332-pixel rectangular area, with a centered fixation cross 

highly similar to the one in the right panel of Figure 1.

Results

The mean judgements of association between the two events from the 17 different 

contingency conditions are shown in Figure 4 and provide a pattern very similar to the 

results of Experiment 1a. Frequency seems to influence judgements more than duration. See 

the Full model summary in Table S2 in Supplementary Materials.

Full model: The effects of frequency of A trials (F[2, 688] = 47.74, p < .001), B trials (F[2, 

688] = 21.92, p < .001), and C trials were significant (F[2, 688] = 16.01, p < .001), but D 

trials were not (F[2, 688] = 0.00, p > .1). Similarly, the effect of duration of A trials (F[2, 

688] = 5.62, p < .01), B trials (F[2, 688] = 8.13, p < .001), and C trials were significant (F[2, 

688] = 4.40, p < .05), but D trials were not (F[2, 688] = 0.33, p > .1).

Frequency model: For the Frequency model, we found an effect of frequency of A trials 

(F[2, 688] = 46.11, p < .001), B trials (F[2, 688] = 21.65, p < .001), and C trials (F[2, 688] = 

16.25, p < .001), but not of D trials (F[2, 688] = 0.00, p > .1).).
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Duration model: For the Duration model, we found an effect of duration of A trials (F[2, 

688] = 4.55, p < .05), B trials (F[2, 688] = 7.63, p < .001), and C trials (F[2, 688] = 4.12, p < 

.05) , but not D trials (F[2, 688] = 0.32, p > .1).

Model comparison: When the Full model (deviance = 4315.1) was compared with the 

Frequency model (deviance = 4356.7), a significant difference was found, χ2(8) = 41.57, p 
< 0.001. The Full model had lower deviance, ΔAIC = −25.6 in favour of the full model, but 

when correcting for complexity a BF > 100 was found, supporting the Frequency model. 

Similarly, the Full model (deviance = 4315.1) better fit the data than did the Duration model 

(deviance = 4475.2), using the likelihood ratio test, χ2(8) = 160.06, p < 0.001, and the 

other two indicators, ΔAIC = −144.0.6, BF > 100, also supported the Full model. Finally, 

we compared the Frequency model against the Duration model and obtained evidence 

supporting the Frequency model, ΔAIC = 118.5, BF > 100. In summary, as in Experiment 

1a, the Frequency model seemed to be the most parsimonious model to explain the data; 

however, duration still showed some explanatory power that was always in the same 

direction as the frequency manipulation (e.g., the effect of Longer was always in the same 

direction as Many). A similar analysis conducted with pooled data from Experiments 1a 

and 1b provided similar support for the effect of Frequency (see Table S3 in Supplementary 

Materials).

A backward elimination of non-significant fixed and random effects using a step-wise 

algorithm (Kuznetsova, et al., 2017) was applied to the Full model of the pooled data (see 

Table S3). This algorithm selected the factor with the worst predictive value, creating a 

Reduced model without it, comparing the Full against the ith Reduced model, and repeating 

this until there was no factor that with its elimination improved the final model significantly 

(see more details in Kuznetsova, et al., 2017). The final model resulted in the elimination of 

both D frequency and D duration factors, suggesting little if any effect of our manipulations 

of D trials.

Discussion

Experiment 1 provides the first demonstration of the impact of trial type on contingency 

judgements in which there was a dissociation between frequency and duration in a situation 

in which the ranges of variation were matched (i.e., here by a factor of 16). The frequency 

with which both stimuli were presented together (A trials) or either stimulus was presented 

alone (B and C trials) had an effect on contingency judgements that was consistent with the 

previous literature on the experimental manipulation of trial frequencies (e.g., Wasserman 

et al., 1996) and consistent with the prediction reported in Figure 2 panel a. Interestingly, 

there was no indication that frequency of D trials had an effect on judgements. The D 

trials are logically as informative as the other types of trials and, from the perspective of 

theories of learning, the D trials provide exposure to and extinction of the trial context. 

Yet, manipulations of D-trial frequency and duration produced little change in perceived 

contingency in the present preparation. However, as previously mentioned, prior research 

has found that although Δp is a good descriptor of contingency judgements, weighted Δp is 

a better one, where the weight of A trials is larger than weights of B and C trials, which 

in turn are larger than the weight of D trials (e.g., Kao & Wasserman, 1993; Wasserman et 
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al., 1993; White, 2004). Thus, the present failure to observe an effect of either the frequency 

or duration of D trials more likely reflects a D-trial weight too small to be detected in the 

current preparation rather than simply the absence of any effect of D trials in the current 

preparation. Other research in our laboratory lends support to this account with respect to the 

weight of D trials (Castiello et al., manuscript in preparation). An alternative perspective is 

that D trials are effectively ITIs and, when these trials are made longer, they support better 

learning of the content of the non-empty trials (i.e., A, B, and C trials).

Experiment 1 did find evidence of a small to very small (see Table S3) effect of A, B and 

C duration trials in the direction anticipated by changes in Δp calculated based on exposure 

times to the four types of trials, as opposed to frequencies. In this framework, an increase in 

exposure to one event without the other (i.e., B or C trials) is consistent with a decrease in 

the overall contingency. Although this effect was small when the duration of B or C trials 

was manipulated, it consistently occurred across conditions in which the same number of 

experiences of B or C (i.e., frequencies) were presented. Two very similar versions of the 

experimental design were conducted in different environments (i.e., conventional cubicles 

and MTurk) with similar results. An analysis of the complete data set found highly similar 

patterns of findings (see Supplementary Table S3).

It is worth noting that the manipulations of frequency, unlike the manipulations of duration, 

were confounded in Experiment 1, thereby undermining the strength of the evidence 

and conclusions concerning the effects of trial frequencies. Specifically, the manipulation 

of frequency in the Fewer and Many conditions involved decreasing and increasing, 

respectively, trial frequency, but also had the effect of decreasing and increasing the total 

duration of exposure to the trial events (i.e., Fewer conditions were exposed for a total of 

9 trials of 800 ms each and Many conditions were exposed for 144 trials of 800 ms each). 

Thus, while manipulations of duration were not confounded, manipulations of frequency 

were confounded because increases (or decreases) in trial frequency also increased (or 

decreased) total time in the presence of the A, B, or C trials (see Table S3).  One might 

argue that the absence of effect of duration indicates that it was actually the number of A, 

B, and C trials and not the accompanying change in total duration of exposure to A, B, 

or C trials that produced the observed changes in contingency judgements, a finding that 

would be inconsistent with recent experiments looking at a similar relationship between 

exposure and memory (e.g. Melcher, 2001). However, there are at least two problems with 

this argument.

First, the duration and frequency of B were both significant factors, Frequency of B trials 

(F[2, 688] = 21.92, p < .001) and Duration of B trials (F[2, 688] = 8.13, p < .001). However, 

part of the observed effect of Frequency of B trials might have been due to altered B 

trial duration. This means that the true effect of the Frequency of B trials might have been 

overestimated, with the difference between ‘pure’ Frequency effects and Duration effects 

being substantially smaller than suggested above. The same might be true for A and C trials, 

although the effects of duration of A and C trials were far smaller than the effect of Duration 

of B trials. For D trials, the nonsignificant effect of Duration was actually in the opposite 

direction from that of Frequency of D trials (the latter of which was consistent with Δp). But 

for A, B, and C trials, the inherent changes in overall trial Duration accompanying changes 
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in trial Frequency might have appreciably contributed to the observed effects of Frequency 

of A, B, and C trials.

The second problem is that the changes in overall duration of A, B, and C trials that 

accompanied changes in frequency of these trials were distributed differently across the 

training stream than were the changes in duration of the A, B, and C trials when the 

durations of the A, B, and C trials were explicitly manipulated. Changes in duration in 

conditions Shorter and Longer resulted in different individual trial lengths, whereas the 

frequency manipulation always used the same duration. This asymmetry may have masked 

the effects of Duration and perhaps enhanced the effects of Frequency.

Experiment 2

Experiment 2 was conducted to assess the contributions of and possible interactions between 

changes in the cumulative durations of A, B, and C trials when we manipulated frequency of 

A, B, and C trials while holding constant the duration of individual trials in the Frequency 

conditions. In this experiment, the frequencies of A, B, and C trials were manipulated while 

the durations of the A, B, and C trials were inversely adjusted (Adj), so the changes in 

frequency were not accompanied by changes in the total trial duration of the manipulated 

trial type. Figure 2 panel b illustrates the predicted effects on learning derived from the 

Rescorla-Wagner (1972) model for the effect of adjusting trial duration while modifying 

trial frequency. Increased frequency is predicted to enhance the impact of each trial type. 

The Non Adjusted conditions are similar to those used in Experiment 1 and are predicted to 

result in changes in associative strength consistent with the Δp model. However, participants 

in the Adjusted conditions experienced changes in trial frequency with trial duration being 

inversely modified. Therefore, if the strength of the association is a function of the overall 

duration, then associative strength should be similar in all conditions of a particular trial 

type. This addresses the confound in Experiment 1 between trial frequency and total 

duration. The central question was whether the previously observed effects of A, B, and 

C trial frequency would be diminished by inversely modifying trial duration so that the 

product of trial duration and trial frequency (i.e., total time of exposure to each of the four 

trial types) stayed constant across the Adj conditions. We did not vary the frequency or 

duration of D trials because there had been no consistent effect of frequency or duration of D 

trials in Experiment 1.

Methods

Participants.—Fifty-one participants (36 female and 15 male) from SUNY-Binghamton 

with a mean age of 19.2 (SD = 1.27) and an age range between 18 and 24 served as 

participants in Experiment 2.

Procedure.—The stimuli and method of presentation were the same as in Experiment 1. 

The changes in the design were to the frequency and duration of trials in each of the 13 

contingencies presented to participants within-subjects (see Table 2). The Baseline condition 

was the same as in Experiment 1 involving 36 presentations of each type of trial, with a 

consistent 800-ms trial duration. Conditions Few and Many were the same as Experiment 

1 and involved either 9 or 144 trials of the manipulated trial type. However, the two 
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corresponding adjusted conditions either used longer duration trials (3200 ms) or shorter 

duration trials (200 ms). In this way, Conditions Few Adj and Many Adj maintained the 

same overall trial exposure duration as Conditions Many and Few, respectively, as well as 

the Baseline condition.

Statistical analysis.—To model the data, we used an LMM like that used for Experiment 

1. But unlike the previous experimental design, here the Baseline condition was part of 

each trial type’s comparison so that the factors would have the same number of levels. 

However, to avoid duplicating the data, the first model fit was made omitting the Baseline 

condition. The Full model is: rating~cells(A, B, C) * frequency(9,144) * adjustead(yes, 

no), and we included condition order as a covariate and a random subject intercept. We 

describe the effects from the Full model factors using an ANOVA to obtain F scores for each 

factor. In addition, we compared the Full model against the Reduced model with Adjusted 

conditions omitted1. We then conducted a sensitivity analysis, to determine whether the 

direction of the effect changed when we added in the Baseline condition (i.e., repeating 

Baseline condition in each comparison, that is, 3 (cell trial type) × 2 (adjusted, non-adjusted; 

see Baseline model estimates in Table S4). As post hoc analyses, we explored the individual 

trial-type effects by fitting models to individual trial types. The detailed sensitivity analysis 

and its post hoc analysis are presented in Table S4 and S5 in the Supplementary Materials: 

Experiment 2.

Results and discussion

The top panel of Figure 5 presents the mean judgements of association between the two 

events and illustrates the effect of frequency for trial types A, B, and C, respectively, found 

in Experiment 2. For the analysis of frequency without the Baseline condition (i.e., no 

repeated data inserted into the model), the three-way interaction of Frequency, Adjusted, 

and Trial type was significant (F[2, 561] = 4.16, p < .05), whereas the covariate, Condition 

order, was not (F < 1, p > 0.1). The analysis suggested that trial frequency was relevant, 

but the adjustment for duration was not relevant. The main effect of Frequency (Few-9, 

Many-144) was significant (F[1, 561] = 6.55, p < .05), but the Adjusted manipulation was 

not (F[1, 561] = 1.58, p > .1). The effect of the three trial types was significant (F[2, 561] 

= 11.08, p < .001), but importantly the interaction between Frequency and Adjusted was 

not significant (F[1, 551] = 0.82, p > .1). However, the interaction between Frequency and 

Trial type was significant (F[2, 561] = 204.29, p < .001), supporting the observation from 

Figure 5 that increasing frequencies of A trials increased judgements of association, but 

increasing frequencies of B and C decreased judgements. The interaction between Adjusted 

and Trial type was not significant (F[2, 561] = 1.02, p > .1). When Baseline was included, 

the results did not differ in the direction nor the significance of the effects (see Baseline 

model estimates in Table S4 in Supplementary Materials). Thus, we observed a reliable 

effect of the frequencies of A, B, and C trials, but no effect of or interaction with duration 

adjusted for frequency was seen.

1The Reduced non-adjusted model is rating~cells(A,B,C)*frequency(9,144).

Murphy et al. Page 16

J Exp Psychol Gen. Author manuscript; available in PMC 2023 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



To compare whether the variable Adjusted played a significant role in the model, we ran a 

Reduced model without the factor Adjusted (see model comparison). In addition, to assess 

the effect of the three-way interaction, we analyzed the individual cells’ effects (including 

Baseline; see Table S5 for post hoc ANOVAs results).

Trial Type A: We compared a Full model with all three cell types against a Reduced model 

just for A trial types (i.e., no cells factor was included). The Full model (deviance = 1666) 

was no better than the Reduced A model (deviance = 1669.8; χ²[3] = 3.76, p > 0.1, but 

ΔAIC = 2.24 and BF > 100), supporting the Reduced A model. For both models, Frequency 

was significant (Fs > 120, ps < 0.001) and Condition Order was not (Fs < 1, ps > 0.1). In the 

Full model for A, neither the Adjusted factor nor the interaction was significant (F[1, 254.8] 

= 1.54, p > 0.10, and F[1, 254.8] = 3.18, p = .076). These results strongly suggest that the 

effect on variation in contingency judgements based on the manipulation of A trials is due 

to the frequency with which those trials are experienced without any significant contribution 

from trial duration.

Trial Type B: Similar to A trials, we compared a Full B model (deviance = 1634.7) against 

a Reduced B model (deviance = 1638; i.e., only B manipulated conditions). The Full B 

model was no better than the Reduced B model (χ²[3] = 3.35, p > 0.1, ΔAIC = 2.65, and 

the BF > 100), supporting the Reduced B model. For both models, the Frequency factor 

was significant (F > 70, p < 0.001) and Condition Order was not (F < 1, p > 0.1). In the 

Full B model, the Adjusted factor and the interaction were not significant (F[1, 254.8] = 

0.15, p > 0.1, and F[1, 254.8] = 1.61, p > 0.1). As seen with the analysis of A trials and 

consistent with the results of Experiment 2 depicted in Figure 5, trial frequency appeared 

to be the relevant dimension that contributed to differences across conditions in contingency 

judgements.

Trial Type C: We also compared a Full C model (deviance = 1699) against a Reduced C 

model (deviance = 1706). In this case, the Full C model was not better (χ²[3] = 7.01 p > 

0.05, ΔAIC = −1.01); however, a large BF (> 100) supported the Reduced C model. For both 

models, the Frequency factor was significant (Fs > 40, ps < 0.001) and Condition Order was 

not (Fs < 1, ps > 0.1). In the Full C model, the Adjusted factor was not significant (F[1, 

254.7] = 2.38, p > 0.1) nor was the interaction (F[1, 254.7] = 2.36, p > 0.10).

Model Comparison: Based on the comparisons between the Full and the Reduced 

model (non-adjusted for duration), we cannot reject the hypothesis that the two models 

are equally likely; however, there is evidence in the AICs and BFs that suggest that the 

Reduced model is better for all three trial types. When Baseline was repeatedly included, the 

difference between the Full model (deviance = 4926.3) and the Reduced model (deviance 

= 4941.8) was not significant (χ²[9] = 15.5, p > 0.05, ΔAIC = 2.49, in favor of the 

Reduced model); when complexity of the models was corrected for, the BF (> 100) 

strongly supported the Reduced model. However, when the Full model was compared to 

the Reduced model without the Baseline data, the Full model proved to be better (χ²[6] = 

12.64, p < 0.05, ΔAIC = −0.64). But when complexity was corrected for, the BF (> 100), 

supported the Reduced no-baseline model. This suggests that the most parsimonious models 
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are the Reduced models, which omit adjustment by duration. In summary, the BFs with 

the BIC approximation (Wagenmakers, 2007) from both model comparisons (duplicated 

and removed Baselines) support the Reduced models. Consequently, we conclude that the 

best models are the reduced ones. However, using the likelihood ratio and AIC, when we 

excluded the repeated Baseline, we could not reject the hypothesis that the two models were 

equally likely. This suggests that the Full model was slightly better (lower deviance and 

lower AIC), which is indirect evidence of a small duration effect.

Experiment 2 tested whether the effect of Frequency of A, B, and C trials observed in 

Experiment 1 was due in part to increasing numbers of any one kind of trial also increasing 

the total duration in that trial type. Hence, as the number of A, B, or C trials was increased, 

in the Adjusted conditions the duration of that trial type was reduced proportionately. As 

was seen in Experiment 1, Frequency of A trials was positively correlated with judgements, 

and the Frequency of B and C trials was negatively correlated with judgements. When we 

modified Duration of trials inversely to the Frequency of trials, the effects were slightly 

reduced, suggesting that the duration of each type of trial does matter but far less so 

than frequency. Thus, although Duration manipulations had effects on judgements in the 

directions anticipated by Δp calculated based on cumulative exposure time, these effects 

of Duration were never statistically significant. Results were consistent with Experiment 1 

in which large positive effects of Frequency of A trials and moderate negative effects of 

Frequency of B and C trials were observed. However, small but significant reductions in 

these three effects were observed when trial duration was inversely varied so that total time 

(across trials) in each trial type was held constant. It seems clear that trial duration does 

have an effect on judgements, but it is much weaker than trial frequency, a result that is 

in opposition to previous results that suggested either equivalent effects of frequency and 

duration or minimally an effect of total duration regardless of frequency, albeit in very 

different preparations (e.g., Melcher, 2001; Rock, 1957).

Experiment 3

One potential concern with our somewhat sanguine conclusions about the Adjusted 

manipulation is perhaps embedded in the procedural details of Experiment 2. The Adjusted 

manipulation for Condition Many involved using trial durations as short as 200 ms 

which might be approaching the limits of human temporal combinatorial cognition in 

this preparation, particularly with the left/right alternation of stimuli on-screen across 

immediately successive trials. Notwithstanding the previously published contingency 

learning research employing trial durations as short as 125 ms (Crump et al., 2009 

which demonstrated sensitivity to trial frequency, there are grounds for concern that, for 

a manipulation designed to assess sensitivity to summation of trial durations, the use of 

durations as short as 200 ms in Experiment 2 may have introduced a floor effect. This could 

have obscured an effect of trial duration, thereby masking an effect of adjusted duration 

in the Many Adj conditions. Therefore, Experiment 3 was conducted to seek an effect of 

trial duration while avoiding the use of extremely short trial durations. Like Experiment 

2, increases in duration of each trial type are predicted to have an effect on contingency 

ratings consistent with its role in the associative strength modeled in Figure 2 panel c. For 

instance, increasing the duration of A trials should increase the perception of an association. 
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In the adjusted conditions, the increased duration of trials is compensated by a reduction 

in frequency. A comparison between the Adjusted and Non-Adjusted conditions provides 

a test of the effect of duration. Notice that if frequency is the determining variable, then 

judgements should run in opposition to the predictions of the associative model depicted in 

Figure 2. The decreased frequency that accompanies the increased duration should result in 

changes in ratings opposite to the predictions for duration.

In Experiment 3, the minimal (i.e., Short condition) duration was 600 ms and other trial 

durations were multiples of three with respect to this value. Thus, the Baseline trial duration 

was 1800 ms and the Long trial duration was 5400 ms. A factor of three (rather than four 

as in Experiments 1 and 2) was used to avoid very long trials in which the attention of 

participants would have been more apt to wander. This reduction from a factor of four in the 

prior experiments to a factor of three in this experiment was based on an examination of the 

regression of contingency ratings as a function of frequency of A, B, and C type trials in 

Experiments 1 and 2. In other words, the regression analysis indicated that a change of nine 

(3 × 3) in Frequency would be sufficient to observe the previously obtained effects of at least 

frequency. However, the Short Adjusted and Long Adjusted conditions would definitively 

indicate whether a factor of nine in frequency and duration was sufficient to retain sensitivity 

to Frequency. In addition to these Short, Baseline, and Long conditions, conditions were 

included in which the frequency of the trial type in which duration was being manipulated 

was adjusted so that cumulative training time for the trial type being manipulated was equal 

to that of the Baseline condition. To fit all of these different conditions into an experimental 

session that was not impractically long, the Baseline frequency for each trial type was set at 

12, and frequency of the trial type being examined in Condition Short Adjusted was 36 and 

in Condition Long Adjusted was 4, thereby matching the factor of three in durations across 

the Short, Baseline, and Many conditions. Contingency judgements were collected using the 

online participant facility MTurk as we had in Experiment 1b. This appeared justified given 

the high similarity in results between Experiments 1a and 1b (also see Crump et al., 2013). 

The D trials as well as A, B and C trials were manipulated. In total, participants received one 

Baseline condition and four conditions (Short, Short Adjusted, Long, and Long Adjusted) 

for each of the four trial types for a total of 17 conditions as listed in Table 3.

Methods

Participants.—Forty-four adults (19 females and 25 males) between 23 and 39 years old 

with a mean age of 35.9 (SD = 7.2) obtained through MTurk served as participants. One 

female participant was excluded because their data were lost due to a failure in the program. 

Thus, 43 participants contributed to the data analysis.

Procedure.—Other than the changes in trials durations and trial frequencies, all 

procedures were identical to Experiment 1b.

Statistical analysis.—The analysis was very similar to the one performed in Experiment 

2, but instead of Frequency and duration Adjusted for frequency as factors, the models had 

Duration and frequency Adjusted for duration as factors.
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Results and discussion

The mean contingency judgements for the 17 conditions of Experiment 3 are presented in 

the bottom panels of Figure 5. Consistent with findings of Experiment 2, the results with 

no baseline (i.e., no repeated data included in the model) supported the conclusion that the 

frequency instead of duration manipulation was the strongest determinant of judgements 

(i.e., frequency accounted for most of the variance) and the effect of frequency was strongest 

for A trials, followed by B and C trials. As in Experiment 1, there was no effect of D 

trial manipulations. In this case, the frequency effect emerges from the Adjusted conditions 

which have lower frequency and therefore lower ratings.

A Full no-baseline model was created for ratings with Duration, frequency Adjusted for 

duration, the four trial types, and the respective interactions, with Condition Order included 

as a covariate. For comparison purposes, a Reduced model without the frequency Adjusted 

for duration conditions was created. For the Full no-baseline model, the main effects of 

Duration and frequency Adjusted for duration were not significant (F[1, 645] = 2.13, p 
> 0.05, and F[1, 645] = 1.99, p > 0.05, respectively). The main effect of Trial type was 

significant (F[3, 645] = 4.26, p < 0.01). The significant interactions were Duration × 

Trial type and the three-way interaction (F[3, 645] = 6.38, p < 0.001, and F[3, 645] = 

20.73, p < 0.001, respectively). Nothing else was significant. The Full model F scores with 

replicated Baseline results were very similar (see Table S6 for the effect sizes and model 

estimates). The Full model (deviance = 3924.1) was better than the Reduced (deviance = 

3990.2, χ²[8] = 66.1, p < 0.001, ΔAIC = −50.1, BF > 100), supporting the Full no-baseline 

model. We found the same direction of effects when we compared the Full baseline model 

(deviance = 5704.7) against the Reduced baseline model (deviance = 5783.1), with the 

Full baseline model being better (χ²[12] = 78.452, p < 0.001, ΔAIC = −54.45), but the 

BF (= 11.12) supported the Reduced model. These comparisons suggest that the Adjusted 

factor played an important role in explaining the contingency ratings. For both Full models 

(including or not including Baseline), the three-way interaction of Duration × Adjusted × 

Cells was significant. In order to explore the interaction, we ran the same model comparison 

(including Baseline) for each trial type. Individual cells effects were (see post hoc Table S7 

in Supplementary Materials):

Trial Type A: The effect of Duration was significant (F[2, 215.35] = 6.93, p < .001) as was 

the effect of Adjusted-frequency (F[1, 214.93] = 4.15, p < .05) and the interaction between 

Duration and Adjusted-frequency (F[2, 214] = 20.98, p < .001). Finally, the Full model 

(deviance = 1489) was better than the Reduced model (deviance = 1530.7; χ²[3] = 41.75, 

p < 0.001, ΔAIC = −35.74, a BF > 100), supporting the Full model and suggesting that 

Adjusted frequency helped the model better explain the data.

Trial Type B: No main effects were significant (i.e., Duration and Adjusted frequency 

yielded Fs < 1.5 and ps > 0.05). However, the interaction was significant (F[1, 215.06] = 

5.34, p < 0.01). The Full model was better supported than the Reduced model (χ²[3] = 

10.476, p < 0.001, ΔAIC = −4.47), but the BF (= 22) suggests that the Reduced model was 

significantly more likely than the Full model.
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Trial Type C: No main effects were significant (F < 3, p > 0.05). However, the interaction 

was significant (F[2, 215] = 6.00, p < 0.01). The model comparison favored the Full model 

in LR test and AIC (χ²[3] = 11.683, p < 0.01, and ΔAIC = −5.68), but when corrected for 

complexity, the BF (= 12.04) supports the Reduced model.

Trial Type D: No main effects nor the interaction were significant, and the model 

comparison was not significant. However, the ΔAIC (= 5.08) and BF (> 100) supported 

the Reduced model.

A comparison of the models for B and C trial types suggests that it is possible to reject the 

hypothesis that the two types of models (Full and Reduced) are equally likely. However, the 

BFs for B and C trial types, as well as D trial types, suggest that the Reduced models are 

more likely. This is evidence that suggests adjusting the frequency inversely to duration is 

the main predictor of ratings, but, for B, C, and D trials duration still plays an important role. 

Nonetheless, it is important to note that for B and C trials not all the model comparisons 

point in the same direction. We interpret this as a lack of robust evidence in favor of duration 

or frequency for B and C. Inspection of the post hoc F-scores for the interaction between 

Duration and Adjusted for A, B, and C supplies indirect evidence against duration and in 

favor of frequency, which is congruent with the results of Experiments 1 and 2. (For details 

of the Full baseline model estimates with effect sizes, see Table S6.) Finally, based on the 

prior experiments, we conclude that Frequency has a stronger effect than Duration, and that 

the weight of A trials is greater than the weights of B and C trials.

Experiment 4

Although we found consistent evidence for a strong positive effect of frequency of A trials 

and a moderate negative effect of the frequency of B and C trials, we also found evidence 

consistent with weak effects of A, B, and C trial durations, but little evidence for any 

effect of trial D. One of the functional values of contingency learning discussed in the 

introduction suggested that contingency learning reflects a mechanism that is sensitive to 

causal variables or at least to variables that allow prediction of future events. Pavlovian 

conditioning, for instance, demonstrates a strong sensitivity to contingency. Although there 

is reason to think that learning is usually strongest with simultaneous presentations of the CS 

and the US (Barnet, Arnold, & Miller, 1991; Rescorla, 1981; Savastano & Miller, 1998), the 

magnitude and duration of the conditioned response in preparations that assess anticipation 
of a biologically significant event are ordinarily greater if the CS also precedes the onset 

of the US by a few seconds. Although the optimal temporal relation for anticipatory 

responding is dependent upon the particular response in question and the modalities of 

CS and US, the CS precedes the US in most conventional conditioning preparations (e.g. 

Schneiderman & Gormezano, 1964). However, in all the experiments presented here so 

far, we used simultaneous presentation of cues and outcomes which may have interfered 

with the causal learning processes that support contingency sensitivity when cues precede 

outcomes (Murphy et al., 2005). One might argue that cues are never presented perfectly 

simultaneously in the present task because vision is a discrete process. Consequently, a small 

delay between seeing E1 and E2 (or vice versa) will exist on every A trial (e.g., Friston et 

al., 2012; Shiferaw et al., 2019), although with little or no systematic temporal ordering of 
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the cues. Previous rapid trial streaming research has used sequential presentations of E1 and 

E2. For example, Maia et al. (2018) used the streaming procedure with E1 onset preceding 

E2 onset. Each trial consisted of a 100-ms presentation of the predictive E1, terminating 

with the onset of E2 which persisted for another 100 ms. The two events did not overlap 

but did constitute a sequential presentation, with trials separated by a 100-ms ITI that was 

differentiated from a D trial by an absence of a trial marker (see Murphy & Baker, 2004 

for the use of trial markers in Pavlovian conditioning). They found a differential sensitivity 

between positive and negative objective contingencies, and suggested that the difference 

may have been due to participants’ being more sensitive to stimulus occurrence than 

stimulus non-occurrence (i.e., the feature positive effect). That is, in comparison to positive 

contingencies, negative contingencies involve fewer E1+E2 trials and more omissions of 

either E1 or E2, which may reduce sensitivity to variations across negative contingencies. 

Similarly, our results suggest that A trials were more salient than B, C, or D trials (i.e., 

higher effect sizes for A, see Table S3, in Supplementary Materials).

In Experiment 4, we sought to test the generality of the results from the first three 

experiments in a preparation in which the stimuli were sequentially presented. A, B, and 

C trial Frequency and duration Adjusted for frequency were varied to test whether the A, 

B, and C trial effects observed in the previous experiments would generalise to sequential 

cue-outcome presentations. This experiment used a design similar to Experiment 2 but 

with a Baseline trial duration of 1200 ms and a Baseline trial frequency of 16 trials for 

A, B, C, and D trials. Frequency and frequency with duration Adjusted were varied from 

the Baseline, one trial type per condition. In both the Frequency and Adjusted conditions, 

there was a temporal structure within trials such that cue onset preceded outcome onset, 

thereby creating sequential cue-outcome A trials. Additionally, we added a 100-ms ITI (in 

addition to the scheduled D trials) between the left-right alternation of trials. The rationale 

for the addition of the blank screen ITIs was that it might enhance discriminability between 

successive trials, thereby enhancing the perception of cue and outcome presentations being 

sequential on A trials. Since this experiment used the same manipulation of frequency 

adjusted for duration as Experiment 2, the predictions illustrated in Figure 2 panel b apply to 

this experiment.

Methods

Participants.—Forty-six participants (23 females and 23 males) with a mean age of 34.4 

(SD = 6.17), and range between 24 and 49, participated in this study. They were MTurk 

‘workers’ obtained using the same selection criteria as in Experiment 1b.

Procedure.—As in the prior experiments, the upper and lower black frames alternating 

between right and left sides of the screen were present throughout each trial. However, the 

frames differed from those of previous experiments in that the lower frame (i.e., the outcome 

frame) was merged with the upper frame (i.e., the cue frame) such that there was only 

one frame edge collectively at the junction of the top of the bottom frame and bottom of 

the top frame (shown in Supplementary Materials: Procedure: Figure S1). Additionally, a 

100-ms blank-screen ITI (in addition to the planned D-events) was presented between each 

left-right alternation of trials. The rationale for eliminating the horizontal space between the 
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upper and lower frames and for adding the ITI was to encourage discrimination between 

successive trials and add to the cue-outcome relationship appearing sequential (i.e., top cues 

predicting bottom outcomes). Other than these two changes, the instructions and procedural 

details were the same as in the previous experiments except that participants were presented 

with 13 randomly ordered conditions as well as an initial Warmup condition, for a total 

of 14 conditions. The Baseline condition, 6 basic Frequency conditions, and 6 Adjusted 

conditions are depicted in Table 4. For all Baseline condition trials, the cue frame (on A and 

B trials) or empty cue frame (on C and D trials) along with the empty outcome frame was 

presented 16 times for 600 ms, followed on each trial by the outcome or empty outcome 

frame for another 600 ms (i.e., full baseline trial duration = 1200 ms). In the Few Adjusted 

conditions, the cue or empty cue frame along with the empty cue frame was presented 4 

times for 2400 ms, followed by an outcome or empty outcome frame for another 2400 ms 

(i.e., full trial duration = 4800 ms); the other three trials types remained with 16 cue or 

empty cue frame presentations of 600 ms each followed by the outcome or empty outcome 

frame presentation lasting another 600 ms (i.e., full trial duration = 1200 ms). In the Many 

Adjusted conditions, the cue or empty cue frame was presented 64 times for 150 ms, each 

followed by an outcome or empty outcome frame for 150 ms (i.e., full trial duration = 300 

ms). Note that with the trial frequencies and full trial durations adjusted to 4, 16, 64, and 300 

ms, 1200 ms, and 4800 ms, respectively, a multiplicative factor of 16 (4 × 4) was conserved 

across Frequency and Duration. If 150-ms cues and 150-ms outcomes were too short to 

be consistently perceived, that would surely not be the case for 600-ms cues and 600-ms 

outcomes given previous research (e.g., Allan et al., 2008).

Results and discussion

The mean contingency ratings are presented in the top panel of Figure 6 and suggest 

a pattern of results highly similar to the previous experiments. Frequency was a better 

predictor of judgements than Duration, and increasing the frequency of A trials increased 

judgements, whereas increasing the frequency of B or C trials decreased judgements. For 

the Full non-baseline model, the main effects of Frequency and Adjusted-duration were not 

significant (F[1, 506] = 0.77, p > 0.05, and F[1, 506] = 0.77, p > 0.05, respectively). The 

main effect on Trial type was significant (F[2, 506] = 3.38, p < 0.05) and the significant 

interactions were Frequency × Trial Type and Adjusted × Trial Type (F[2, 506] = 71.69, 

p < 0.001, and F[3, 506] = 3.22, p < 0.05, respectively), nothing else was significant. 

The Replicated Baseline Full model F-score results were very similar. (See Table S8 in 

the Supplementary Materials to see the effect sizes and model estimates). The model 

comparison approach yielded results similar to Experiment 2. Two pairs of models were 

created, one pair omitting the Baseline and the other including it. The Full model predicts 

ratings with Frequency, Adjusted-duration, and Trial Type (A, B, and C), whereas the 

Reduced model lacks Adjusted-duration. None of the comparisons were significant but AICs 

and BF supports the Reduced models. With the Baseline included, the Full model (deviance 

= 4872. 8) was no better than the Reduced model (deviance = 4883.9; χ²[9] = 11.16, p > 0.1, 

ΔAIC = 6.84), and the BF (> 100) supports the Reduced model. With the Baseline excluded, 

the Full model (deviance = 3344.1) is no better than the Reduced model (deviance = 3353.4; 

χ²[6] = 9.31, p > 0.1, ΔAIC = 2.69), and the BF (> 100) supports the Reduced model. 

Due to the lack of a significant 3-way interaction, we do not present post hoc analyses for 
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individual trial types here. (However, for comparison with Experiment 2, and as evidence 

of the different cell weights, i.e. A > B = C, see individual cell analysis in Table S9 in the 

Supplementary Materials.)

With sequential presentations of cues and outcomes, we might have anticipated that smaller 

effect sizes for Duration would be observed than in the prior experiments because, with 

longer A trials, more elements of the cue presentation were removed in time from more 

elements of the outcome presentation. For example, on each A trial, the onset of the cue 

without the outcome is potentially treated as a B trial. Similarly, the offset of the cue and 

onset of the outcome on an A trial is similar to a C trial. Thus, it is possible that a form 

of generalization between trials may have attenuated the effect of A trials on judgements. 

However, there was little evidence for any such effect in the present data.

Experiment 5

The results of Experiment 4 suggest that trial frequency is more relevant than both individual 

and total trial-type duration, and also that it might be possible to trade-off stimulus duration 

for frequency. Our initial hypothesis was that individual trials might summate so that, for 

example, two 450-ms trials of the same type would produce a similar effect on learning as 

one longer 900-ms trial. The results of all four experiments suggest that the on-off nature of 

discrete trials, which might be viewed as permitting counting of trials, enhances contingency 

learning more than simply increasing the duration of a single type of trial. Experiment 4 

showed that, in an equally long training session, better learning could be obtained with 

more training trials inversely reduced in duration. This finding suggests the possibility that 

we might be able to decrease the total time taken to learn to an equal degree by reducing 

exposure duration as long as we increase the number of trials. Learning using this type of 

accelerated regime might be better acquired than in a longer training session with fewer but 

longer trials. Experiment 5 tested this prediction.

We reduced total duration of trial type exposure by reducing individual trial durations 

in ‘over’- adjustment of duration conditions. In this experiment, the design of which is 

presented in Table 5, we over-adjusted duration (i.e., we more than inversely varied duration 

with respect to frequency in the over Adjusted conditions). The Baseline condition received 

18 of each of the four trial types, each presented for 900 ms. Now consider the conditions 

in which we manipulated the A trials. Given the results of the previous four experiments, 

decreasing the frequency of A trials from 18 to 6 was predicted to decrease contingency 

ratings of the event-event contingency, and increasing the frequency from 18 to 54 was 

expected to increase judgements of the ratings between the two events. However, we now 

included two adjusted conditions for comparison purposes in which the 3-fold change in 

frequency from Baseline (i.e., 6 and 54 A trials relative to 18 A trials in the Baseline 

condition) was accompanied by a 6-fold change in trial duration (i.e., 5400 ms and 150 

ms relative to 900 ms in the Baseline condition). The changes in ratings predicted by the 

Rescorla-Wagner (1972) associative model are presented in panel d of Figure 2, increasing 

the frequency of trials was expected to result in the standard change in ratings that we have 

observed throughout these experiments. Given the results of the previous experiments, we 

predicted that over-Adjusting duration would have little effect on learning, in contrast to a 
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model of learning that assumes that duration contributes to the perception of association. 

Hence, we predicted that the Many A with over Adjusted duration condition would learn 

better than the Few A over Adjusted condition despite the latter condition having longer total 

exposure time to A trials and a longer training session. Note that between the former and 

latter conditions there is a 36-fold (6 × 6) difference in trial duration (from 150 ms and 5400 

ms).

We undertook Experiment 5 to determine whether we could exploit the appreciably greater 

effect size of frequency of trials relative to duration of trials to obtain stronger learning, not 

just without increasing the duration of the training session as in Experiment 4, but actually 

decreasing the duration of the training session. That is, in Experiment 4 we obtained better 

learning without increasing the session length (i.e., we got something at no cost in total 

session time, sort of a ‘free lunch’ as in the expression from economics, “there is no such 

thing as a free lunch” which implies that there is always a cost, albeit sometimes hidden, for 

an improvement). In Experiment 5 we sought better learning while actually decreasing the 

session length (i.e., can we get a free dessert with our free lunch?).

Methods

Forty-three participants (15 females and 28 males) with an age mean of 32.5 (SD = 

6.8), and range between 20 and 50, participated in this study. They were MTurk workers 

obtained using the same selection criteria as described in Experiments 1b, 3, and 4. The 

same statistical analysis and model selection approach used in the previous experiments 

was applied here. All procedures were the same as in Experiment 3 except for there 

being different trial frequencies and durations, and the rectangular black frames serving 

as TMs were the same as in Experiment 4 (see Figure S1 in the Supplemental Materials: 

Procedures).

Results and Discussion

We fit two sets of Full models2, one with the Baseline condition repeated and the other 

without the Baseline condition. For each set of models, we fit a Reduced model which was 

the same but without the Adjusted factor. As in the previous experiments, we tested two sets 

of models to ensure that how we used the Baseline condition in the analysis (adding the 

Baseline condition for each comparison) did not influence the interpretation of the results. 

The ANOVAs of the Full models suggest the same overall result, so here we just report the 

statistics of the Full model with repeated Baseline condition (see the coefficients and effect 

sizes in Table S10).

The mean contingency judgements are presented in Figure 6 and suggest an effect similar 

to the previous experiments including evidence for the new prediction that reducing total 

trial duration could accelerate learning if accompanied by an increase in frequency. We 

found that increasing A trials increased ratings, whereas increasing B and C trial types 

decreased ratings; moreover, we found similar statistical effect in groups that had the 

2The Full models are: Rating ~ Frequency(6,18,54) + Adjusted(yes/no) + Cell(A,B,C,D) + ‘all the interactions’ with and without 
Baseline repeated.
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increased frequency, but with sharply reduced trial duration. That is, we obtained the same 

trial frequency effects with much shorter durations as without manipulation of trial duration, 

except for D trials which showed no effect of frequency. The analysis found a significant 

Frequency × Trial type interaction, F[6,989.01] = 11.75, p < 0.001; and the three-way 

interaction of Frequency × Adjusted × Trial type, F[6, 989] = 2.63, p < 0.05. The triple 

interaction reflects the fact that for D trials there was a moderate reversal of the effect, as can 

be seen in the bottom right panel of Figure 6.

When the Full baseline model (deviance = 5953.3) was compared with the Reduced baseline 

model (deviance = 5979.2), the Full model was better in terms of both the likelihood ratio 

and AIC (χ²[12] = 25.89, p < 0.05, ΔAIC = −1.89); although the BF (> 100) strongly 

supported the Reduced model. In contrast, when the Full non-baseline model (deviance = 

4106.1) was compared with the Reduced non-baseline model (deviance = 4127.5), the Full 

model was seen to be better in terms of likelihood ratio and AIC (χ²[8]) = 21.48, p < 0.01, 

ΔAIC = −5.48); again the BF (> 100) strongly supported the Reduced model. Both sets of 

models point in the same direction. However, the relevance of over adjusting duration is 

not as robust and is supported by the likelihood ratio and AIC, but not by BIC. To explore 

the interactions, we present the model comparisons for individual trial types. These model 

comparisons are between the individual trial models and the Reduced (i.e., non-adjusted 

individual trial types) models.

Trial Type A: A likelihood ratio comparison between the Full A model (deviance = 1555.4) 

and the Reduced A model (deviance = 1560.8) found no evidence for a better fit by the Full 

A model (χ²[3] = 5.4, p > 0.1), but the ΔAIC (= 0.6) and BF (> 100) supported the Reduced 

A model. This suggests that over adjusting duration was not a relevant factor for A trials.

Trial Type B: A likelihood ratio comparison between the Full B model (deviance = 1531.8) 

and the Reduced B model (deviance = 1534.5) found no evidence for a better fit by the Full 

B model (χ²[3] = 2.8, p > 0.1), but the ΔAIC (= 3.2) and BF (> 100) support the Reduced B 

model. This suggests that over adjusting duration was not a relevant factor for B trials.

Trial Type C: A likelihood ratio comparison between the Full C model (deviance=1532.5) 

and the Reduced C model (deviance = 1536.7) found no evidence for a better fit by the Full 

C model (χ²[3] = 4.21, p > 0.1), but the ΔAIC (= 1.79) and BF (> 100) support the Reduced 

C model. This suggests that over adjusting duration was not a relevant factor for C trials.

Trial Type D: A likelihood ratio comparison between the Full D model (deviance = 1478.4) 

and the Reduced D model (deviance = 1493.9) suggested a better fit by the Full D (χ²[3] = 

15.46, p < 0.01), and ΔAIC (= −9.47); however, the BF (= 1.82) very weakly supports the 

Reduced D model. Overall, the conclusion is that over adjusting duration may have larger 

effects on D trials than A, B, or C trials.

In summary, Experiment 5 found that, at least for A trials, higher contingency ratings 

resulted when A-trial frequency was increased, even when A-trial duration was reduced 

more than proportionately to the increase in frequency of A trials. Hence, stronger learning 

was obtained despite training having occurred in a shorter training session. Alternatively 
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stated, we got a free dessert with our free lunch. Even with over-adjustment of duration with 

respect to frequency, we find that the Frequency effect was stronger than the Duration effect. 

In contrast to the associative model predictions presented in Figure 2 panel d, there was 

little evidence of a reversal of the frequency effect with over adjusted duration. Nevertheless, 

in the bottom panel of Figure 6 one can see a systematically smaller slope in all of the 

over adjusting conditions. Speculatively, a more extreme increase in duration inverse to 

the decrease in frequency would likely render significant the effect of inversely varying 

duration.

General Discussion

Across five experiments, we found strong evidence for systematic changes to contingency 

judgements with changes in the frequency of A, B and C trial types. Specifically, increased 

judgements were observed with increased frequency of pairings of the two events (A trials) 

and decreased judgements were observed with increased presentation of either event alone 

(B and C trials). In contrast, increasing the duration of any given trial type had little effect on 

judgements, but whatever effect it had was in the same direction as increasing the frequency 

of that type of trial. Some previous research examining the strength of memory for events 

through recall or recognition has suggested that the total duration of item experience was 

relevant for strengthening the memory of that item (e.g., Melcher, 2001). It is clear that both 

the memory requirements and the memory content (e.g., degree of complexity) may play 

a role in distinguishing between memories that benefit primarily from duration and those 

that benefit from frequency. For instance, Melcher required participants to recall multiple 

items from a consistent complex visual array; encoding a spatial or geometric representation 

may benefit from increases in duration, whereas encoding novel associative links as they 

develop over time, where any single event is only partial evidence for the overall relation, 

may benefit from increases in frequency.

That multiple repetitions of the same event have greater impact on memory than the total 

duration of the events across multiple presentations suggests that the novelty of stimulus 

onset commands more attention than the continued presentation of the stimulus and may 

reflect the degree of control that we imposed on the learning events relative to Melcher. In 

the case of contingency learning, participants are not required simply to remember whether 

they have been exposed to an event, but rather are forming an impression of the relatedness 

of two events. In this case, three of the different trial types are relevant and need to be 

combined to form the impression of relatedness; the relevance of D trial events is less clear.

We noted that previous literature on spaced versus massed training trials might seem 

inconsistent with our results. The frequently observed trial spacing effect is the finding that 

participants have stronger memory following repeated exposure to events that are separated 

by longer intervals of time. In contrast, the present data suggest that learning might be 

enhanced by exposure to more trials of shorter duration within a training session. This 

packing of more of any given trial type within an equal or shorter session necessarily 

requires that the trials in question occur closer together. However, the present data are not 

inherently inconsistent with the trial spacing effect because the benefit of more trials might 

more than compensate for both (a) any impairment arising from the increased number of 
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trials being more massed than in an appropriate control condition with fewer trials, and (b) 

any impairment arising from the shorter duration trials.

According to standard probabilistic metrics of correlation, co-event presence and co-event 

absence are both indicators of a positive correlation. In the present experiments, only the 

former type of event contributed to increased judgements. This is generally consistent with 

the idea that the presence of events has greater impact than the absence of events (i.e., the 

feature positive effect). In principle, presenting either event by itself might have increased 

the memory of that event without having any detrimental effect on the memory for the 

event-event association. In fact, these presentations decreased the perceived relationship 

between the two events.

We also found, at best, weak evidence for a total duration interpretation of these exposure 

effects. In general, more frequent exposure to the paired events (and the individual 

events alone) increased (and decreased) judgements of event relatedness more than simply 

increasing the cumulative duration of exposure to the type of trial in question. This result 

is in contrast to a study by Melcher (2001) in which association of paired events was 

shown to be determined by total duration, albeit using a very different procedure. In 

the present research using the streaming procedure in which trial frequency and duration 

were independently varied, learning was consistently determined more by frequency than 

duration, at least within the parametric range of values examined.

Boundary Conditions

Although the present task and procedures consistently yielded similar results, one might 

wonder what would be observed with changes in the task or procedures. For example, 

the present experiments all measured participants’ responses to questions concerning 

contingency (i.e., What is the relationship of cue X with outcome Y?). Whether similar 

results would be observed if memory questions (e.g., Given cue X, what outcome would 

you expect to accompany it?) or causal questions (e.g., To what extent was X a cause of 

Y?) were asked is unclear. Although Experiment 3 administered trials slower than the rapid 

streaming trials used in the other experiments, trials even in this experiment were short, the 

shortest being only 600 ms. Would similar results be observed if all trials were appreciably 

longer? In all of the present experiments, each condition included only one cue and one 

outcome. Would similar results be observed if a single condition included more than one 

pair of cues and outcomes? These are all questions for future research.

Computational models

Conventional contingency learning theory predicts an increase in A trial frequency will 

increment p(Outcome|Cue) [i.e., A/(A+B)], so Δp should increase with the frequency 

of A trials. The case is similar for D trial frequency, but the increase in Δp arises 

from a decrement in p(Outcome|~Cue) [C/(C+D)], so the subtracted element of the Δp 

calculation becomes smaller as the frequency of D trials increases. Consequently, Δp 

becomes more positive or at least less negative. These predictions are consistent with the 

Rescorla-Wagner (1972) model, a model of Pavlovian conditioning that has been applied to 

human contingency learning (Baker et al., 1996; Dickinson & Shanks, 1987; Wasserman 
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et al., 1996). Figure 2 illustrates how the model’s predictions for associative strength 

(V) asymptotically converge with Δp (Baker et al. 1996). The model, when fed evidence 

consistent with a particular overall contingency, settles on an associative value that is 

isomorphic with that contingency. There are two learning rate parameters that determine 

the speed of learning, but changing these parameter values has no effect on the ordinal 

relations at asymptote. However, this prediction is not always empirically supported (Miller 

et al., 1995). For example, the present Experiment 1 failed to detect an effect of D-trial 

frequency (or duration) manipulations on contingency ratings. This could be due to a very 

low weight of D trials as previously reported (Wasserman et al., 1993) or, less plausibly, 

to an absence of an effect of D trials in the current preparation. Future experiments with 

larger differences in frequency (and duration) of D trials would speak to these alternatives. 

The possibility that results from Experiment 1 are not asymptotic is very unlikely; evidence 

suggests that fewer than 120 trials are enough to bring contingency learning to asymptote 

in humans (Baker, Vallée-Tourangeau, & Murphy, 2000). Perhaps more convincing evidence 

of asymptotic learning is found by scrutinising the ratings for the zero contingencies. A 

zero contingency is predicted to reflect a zero relation at asymptote. Prior to asymptotic 

learning, a zero contingency is difficult to differentiate from a positive one. This is because 

a zero contingency (and a negative contingency) only develop after the excitatory learning 

of E1-E2 has taken place. In our preparation, the evidence is quite strong that participants 

learnt both zero and negative contingencies.

In the present research, the effects of frequencies and durations of the four different trial 

types on contingency ratings were examined. In contrast to the large effects of frequencies of 

A, B, and C trials, durations of A, B, and C trials had a small effect that was only sometimes 

statistically significant. Importantly, trial duration in the present preparation should not be 

confused with the temporal variables in scalar expectancy theory (Gibbon & Balsam, 1981), 

which in accord with considerable data suggests that the rate of conditioning depends on the 

ratio of time to the outcome predicted by the context (C) to time to the outcome predicted 

by cue onset (T). In the present research (except Experiment 4), the two stimuli in each 

condition were presented simultaneously on A trials (i.e., common onset on A trials). This 

undermines the concept of learned ‘expectation’ on which scalar expectancy is founded. 

More generally, demonstrations of simultaneous and particularly backward conditioning are 

challenges to scalar expectancy theory. However, other computational models of learning 

that consider time may provide a connectionist explanation for present accelerated learning 

effects (e.g., Donahoe, et al., 1993).

At least qualitatively, the major findings of the present experiments (excluding the absence 

of any effect of D trials) appear consistent with the spirit of scalar expectancy theory in 

that increases in the frequency of A trials, holding everything else constant (i.e., B, C, and 

D trials), make the cue a better predictor of the outcome relative to the context. Increases 

in the frequency of B trials make the cue a worse predictor of the outcome. Increases 

in the frequency of C trials make the context a better predictor of the outcome. Lastly, 

increases in the frequency of D trials (i.e., ITIs) should make the context a worse predictor 

of the outcome, although this effect was not observed in the present experiments, more 

generally the context is an important determiner of learning (e.g., Msetfi, Byrom, & Murphy, 
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2017). More quantitatively, scalar expectancy theory does not do as well, in part due to the 

divergent weights of the different trial types which the model does not accommodate.

Implications for other learning tasks

Rapid presentation of associative events may have implications for more naturalistic 

situations in which people learn to relate previously unrelated events (e.g., advertising, 

nudges) on the basis of short sharp exposure to social media. We have also argued 

in the introduction that associative learning may form the basis of causal learning and 

therefore forms a basis of human action. One question is whether rapid learning effects 

reflect the output of the same sort of error correction mechanism that we described in the 

previous section (e.g., Rescorla & Wagner, 1972). There is some evidence that very rapid 

presentations, below awareness, may generate a learning signal different than the signal 

generated by more slowly presented stimuli. For instance, subliminal presentation of stimuli, 

below an awareness threshold, may enhance learning specifically because people are not 

aware of the stimuli (e.g., Seitz, Lefebver, Watanabe, & Jolicoeur, 2005).

In addition to suggesting that frequency is more important than duration in forming 

new associations, our experiments suggest that weakening or replacing previously learned 

associations can be achieved more efficiently by using more frequent but shorter training 

trials. For instance, our evidence of the effect of repeated B events suggests that trial 

frequency may play an important role in extinction (e.g., Harris & Andrew, 2017). 

Extinction is an operational procedure for reducing a learned response following training 

of a positive contingency between two events (i.e., Phase 1 A and D events followed by 

Phase 2 B and D events). Our results suggest that frequent extinction events may be as 

or more effective than longer duration exposure to these events. For example, Siegel and 

Warren (2013a, 2013b) used procedures similar to the rapid streaming of trials to study 

the effect of rapid exposure on phobic responses and behavioural measurements of fear 

(acquisition of fear responses during conditioning is considered a model of anxiety, see 

Kadosh, et al., 2015). In one experiment with so-called very brief exposure techniques 

(VBE) that consisted of very short (25-ms) extinction trials, fear was assessed following 

repeated exposure to a masked fear-inducing CS. Participants reported being unable to 

discriminate between the masked stimuli, and had little conscious awareness of the cues and 

therefore might be expected to show no change in fear response to the phobic stimuli after 

VBE, but participants with a previous history for phobia did show an enhanced reduction to 

fear. One aspect of the learning theories described in the previous section that might bear on 

this effect is that the rate of learning is determined by the salience of the stimuli. It follows 

that one possible consequence of rapidly presented stimuli is that they might have lower 

salience than stimuli presented for longer durations.

On this basis, it would be difficult to understand how very short rapidly presented cues 

enhances learning. Alternatively, trial-wise theories of learning assume that sustained 

conscious exposure to stimuli is unimportant or detrimental to salience and that the rapid 

presentations may function to enhance the rate of learning of cues. This idea could be 

formalized quantitatively and is consistent with at least the spirit of other theories that 

involve modifying the learning rate of a cue. For instance, some theories of learning 
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describe such shifts in salience (e.g., Mackintosh, 1975; Pearce & Hall, 1980) as relying 

on changes in a cue’s predictiveness that result from training. These theories relate the 

learning rate to the cue’s predictiveness in a way that is compatible with the present results. 

We suggest that rapid presentation may be a mechanism for enhancing predictiveness and 

thereby the rate of learning. Regardless of the mechanism, one prediction would be that fear 

responses should diminish following such exposure treatment or that fear responses might be 

counter conditioned with new associative training (see also Byrom & Murphy, 2018). With 

regard to the former, and consistent with the work of Siegel and colleagues, our frequency 

effect, suggests a method of accelerating extinction. Might extinction be accelerated without 

lengthening session duration but by administering more frequent very short trials rather 

than fewer, longer exposures? There are alternative accounts relating exposure to changes in 

beliefs that may also be considered from this framework given that our effects were seen in 

explicit judgements (e.g., Craske, Treanor, Conway, Zbozinek & Vervliet, 2014).

Limitations & Conclusions

The results suggest that the number of trial occurrences, that is, the experience of event onset 

and termination, may be particularly relevant for learning relations. Some limitations of the 

current research relate to whether they would generalise to different longer durations, the 

longest duration trials were only 5 s. Longer durations may not demonstrate similar effects. 

Additionally, the content of the trials was chosen to be unlikely to elicit responses based on 

prior knowledge. It remains to be seen whether these effects hold with other types of stimuli 

(e.g., emotionally valent events) or ones for which preexperimental knowledge beyond basic 

semantic identification is relevant.

One of the most pervasive effects in the study of learning is that more trials are ordinarily 

more effective than fewer trials. The limiting factor in implementing this effect in practical 

situations is that it adds to the time required for training. Our findings, that the number 

of trials has a greater impact than duration of trials, at least in the present preparation, 

suggest that more trials of proportionately shorter duration can result in enhanced acquired 

behaviour without increasing total training time and sometimes can actually reduce the total 

training time. Surely there are limitations with respect to the kinds of information that would 

accommodate these effects and to how short a trial can be while still remaining effective. 

But for some situations, many, very short trials seemingly can facilitate learning without the 

cost of additional training time. So yes, there is a free lunch.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Context Paragraph

There is theoretical controversy concerning the relative importance of the number of any 

given type of learning trial relative to the total duration of exposure to that trial type. In 

particular, the duration of exposure to material is often considered relevant to learning. 

In our preparation, the number of any given trial type had far greater influence on 

subsequent judgments than the total duration of that trial type. Applying this finding, we 

demonstrate that learning can be enhanced even with a shorter total training session by 

administering more trials that have been more than proportionately shortened in duration. 

This holds for both confirmatory trials on which both stimuli are presented together and 

disconfirmatory trials on which only one of the two stimuli are present.
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Figure 1. 
Left-hand panel illustrates the four trial types conceived as relevant for a 2 × 2 contingency 

between binary events (Allan, 1980). The four squares depict the different instances of 

the two events E1 (geometric figure) and E2 (object), with their presence and absence 

varied in the different trial types. Below the squares, the formula for the calculation of 

the Δp contingency between two binary events is presented as the difference between two 

conditional probabilities for the occurrence of E2 in the presence of E1 [A/(A+B)] and 

in the absence of E1[C/(C+D)]. Right-hand panel depicts an example trial stream of two 

consecutive trials (first a B trial and then an A trial) from the present series of experiments. 

Participants provided a subjective rating of the relation between the two events (here the 

rounded square and the shoe). The dimensions are 130 × 130 pixels for the cue and outcome 

stimuli, and 240 × 190 pixels for the trial marker (TM) borders. Their respective positions 

are centered at different XY coordinates. For the TM borders: (590, 302) for the top left 

border, (850, 302) for the top right border, (590, 506) for the bottom left border, and (850, 

506) for the bottom right border.
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Figure 2. 
Predicted associative strengths for each experiment (E) based on the Rescorla-Wagner 

(1972) model. Panel a represents the predicted change in associative strength between 

two events following changes in either frequency or duration of each of the four type of 

trial independent of the any changes in the other type of trial for Experiment 1. Panel b 

predictions for Experiment 2 and 4. Panel c predictions for Experiment 3, and Panel d 

predictions for Experiment 5.
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Figure 3. 
Contingency judgement data from Experiment 1a panel a shows the trial Frequency effect, 

and panel b shows trial Duration effect. The black shapes represent the means with the 95% 

CIs computed by a bootstrap method (using stat_summary (fun.data = “mean_cl_boot”) 
function in ggplot2 package; Wickham, 2016). The black lines are linear fit (using 

geom_smooth(method = “lm”) from ggplot2). At the top of each subplot, the significance 

of the F-score from the Full model is indicated, where *** is p < 0.001, * is p < 0.05, and 

nonsignificant (ns). Individual participant points and lines are added with a y-axis jitter in 

grey.
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Figure 4. 
Contingency judgement data from Experiment 1b panel a shows the manipulation of trial 

Frequency, and panel b shows trial Duration effect. Error bars = 95% CIs. At the top of each 

subplot, the significance of the F-score from the Full model is indicated, where *** is p < 

0.001, ** is p < .01, * is p < 0.05, and non-significant (ns). Individual participant points and 

lines are added with a y-axis jitter in grey.
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Figure 5. 
Judgements of contingency between trained events in the different conditions for 

Experiment 2 in panel a, and Experiment 3 in panel b. Error bars = 95% CIs.
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Figure 6. 
Mean contingency judgements in Experiment 4 in panel a and Experiment 5 in panel b. 

Error bars = 95% CIs.
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Table 1.

The conditions in Experiments 1a and 1b: Event-Event conditions varied in terms of frequency and duration 

of trials from a baseline condition with 36 trials presented for 800 ms. From this baseline condition frequency 

and duration were varied by a factor of ¼ for the Fewer (9) and Shorter (200 ms) conditions or by 4 for the 

Many (144) and Longer (3200 ms) conditions.

Duration (ms)

200 800 3200 200 800 3200

Frequency

9 Fewer A Fewer B

36 Shorter A Baseline Longer A Shorter B Baseline Longer B

144 Many A Many B

9 Fewer C Fewer D

36 Shorter C Baseline Longer C Shorter D Baseline Longer D

144 Many C Many D

Note: Baseline was a single control condition used to compare across the manipulations of the four trial types. In the Baseline condition, each trial 
type, A, B, C and D, was repeated 36 times at 800 ms. In the other conditions, Frequency or Duration of one type of trial (A, B, C, or D) deviated 
from the Baseline condition.
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Table 2.

The conditions of Experiment 2 in which Frequency of trials and duration Adjusted for frequency of trials 

were manipulated.

Duration (ms)

200 800 3200 200 800 3200

Frequency

9 Few A Few A Adj Few B Few B Adj

36 Baseline Baseline

144 Many AAdj Many A Many B Adj Many B

9 Few C Few C Adj

36 Baseline

144 Many CAdj Many C

Note: Baseline was a single control condition identical to Baseline in Experiment 1, and was used to compare across the manipulations of the A, B, 
and C trial types. In the Baseline condition, each trial type, A, B, C and D, was repeated 36 times for 800 ms. In the other conditions, Frequency or 
Duration Adjusted for frequency of one type of trial (A, B, or C) deviated from the Baseline condition.
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Table 3.

The conditions of Experiment 3 in which Duration of trials and frequency Adjusted for duration of trials were 

manipulated.

Duration (ms)

600 1800 5400 600 1800 5400

Frequency

4 Long A Adj Long B Adj

12 Short A Baseline Long A Short B Baseline Long B

36 Short A Adj Short B Adj

4 Long C Adj Long D Adj

12 Short C Baseline Long C Short D Baseline Long D

36 Short C Adj Short D Adj

Note: Baseline was a single control condition analogous to Baseline in Experiments 1 and 2, and was used to compare across the manipulations of 
the four types of trials (A, B, C, and D). In the Baseline condition, each trial type, A, B, C, and D, was repeated 12 times for 1800 ms. In the other 
conditions, Duration or frequency Adjusted for duration of one type of trial (A, B, C, or D) deviated from the Baseline condition.
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Table 4.

The conditions in Experiment 4 in which Frequency of trials and duration Adjusted for frequency of trials 

were manipulated.

Duration (ms)

300 1200 4800 300 1200 4800

Frequency

4 Few A Few A Adj Few B Few B Adj

16 Baseline Baseline

64 Many A Adj Many A Many B Adj Many B

4 Few C Few C Adj

16 Baseline

64 Many C Adj Many C

Note: Baseline was a single control condition analogous to Baseline in Experiments 1, 2, and 3, and was used to compare across the manipulations 
of the three types of trials (A, B, and C). In the Baseline condition, each trial type, A, B, C, and D, was repeated 16 times for 1200 ms. In the other 
conditions, Frequency or duration Adjusted for frequency of one type of trial (A, B, or C) deviated from the Baseline condition.
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Table 5.

The conditions of Experiment 5 in which Frequency and frequency with over Adjustment of duration were 

manipulated.

Duration (ms)

150 900 5400 150 900 5400

Frequency

6 Few A Few A Adj Few B Few B Adj

18 Baseline Baseline

54 Many A Adj Many A Many B Adj Many B

6 Few C Few C Adj Few D Few D Adj

18 Baseline Baseline

54 Many C Adj Many C Many D Adj Many D

Note: Baseline is the same condition and was used to compare across the 4 trial types. At baseline, each cell A, B, C and D, was repeated 18 times 
for 900 ms each.
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