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Abstract 

Finding patterns among risk factors and chronic illness can suggest similar causes, provide guidance to improve 
healthy lifestyles, and give clues for possible treatments for outliers. Prior studies have typically isolated data chal-
lenges from single-disease datasets. However, the predictive power of multiple diseases is more helpful in establish-
ing a healthy lifestyle than investigating one disease. Most studies typically focus on single-disease datasets; how-
ever, to ensure that health advice is generalized and contemporary, the features that predict the likelihood of many 
diseases can improve health advice effectiveness when considering the patient’s point of view. We construct and 
present a novel knowledge-based qualitative method to remove redundant features from a dataset and redefine the 
outliers. The results of our trials upon five annual chronic disease health surveys demonstrate that our Knowledge 
Graph-based feature selection, when applied to many machine learning and deep learning multi-label classifiers, 
can improve classification performance. Our methodology is compatible with future directions, such as graph neural 
networks. It provides clinicians with an efficient process to select the most relevant health survey questions and 
responses regarding single or many human organ systems.
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Introduction
Various risk factors can be used as predictor variables 
in the likelihood of developing chronic diseases. With 
awareness, patients can adapt their lifestyles to improve 
their chances of long-term survival. Risk factors can be 
categorized as lifestyle, environmental, or biomedical 
and can change over time. The WHO classifies diseases, 
injuries, and causes of death into 17,000 unique codes. 
Thousands of predictive models for each of the individ-
ual scenarios with a ranking of features is more than any 
patient requires to practice a healthy lifestyle. Therefore, 
a single model that best predicts many chronic diseases 
is the best-summarized information that can be given to 
the general public to achieve realistic lifestyle change.

Six known cancer types are positively correlated with 
a diagnosis of diabetes. According to the 2020 study by 
Wang et  al. [1], diabetes increases the risks of multiple 

cancer diagnoses and outcomes, including pancreatic, 
liver, colorectal, breast, endometrial, and bladder. The 
characteristics of diabetes, high sugar, and insulin levels, 
with inflammation, are also known risk factors for can-
cer cells to proliferate, grow, and metastasize. This under-
standing helps patients determine their cancer risk as a 
combination of exposure to multiple risk factors. Risk 
factors trigger DNA damage and cause inflammation in 
the human body, promoting the lifespan of cancer cells.

Unfortunately, few frameworks are designed to 
address the multiple combined challenges, despite 
many research papers that aim to solve data challenge 
scenarios when analyzing health survey data. Jing et al. 
[2] proposed a novel feature selection approach to han-
dling high-dimensional imbalanced class data when 
designing a classifier to address the issue of data non-
linearity. The shortcomings of this particular study are 
the lack of preparation of a data set containing missing 
values and the handling of outliers. The study of Zhang 
et  al. [3] highlights that electronic medical records 
(EMR) have many inconsistent formats, and the range 
formatting continues to increase as new devices are 
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invented to produce EMR data. Furthermore, the con-
tribution made by Vimalachandran et  al. [4] exposes 
new privacy and security risks when novel devices are 
introduced to create new EMR data. Huang & Liu [5] 
provided the insight that traditional feature selection 
algorithms assume that features are unrelated and only 
consider the strength of the relationship between a 
predictor variable and the response variable. There is 
an opportunity to determine whether the algorithms 
for selecting features can be improved by considering 
which features have the strongest interrelations.

Large language models (LLMs) such as GPT and 
BERT have demonstrated research success and pro-
gress in handling unstructured text for various tasks 
across many industries. The Agrawal [6] thesis on the 
creation of structured information from clinical text 
using LLM is challenged as raw medical notes lack 
entity information and creative solutions are required 
to derive entity-to-entity relations between illnesses, 
patients, and treatments.

In this paper, we attempt to answer the research ques-
tion: How can we introduce innovation in identifying 
data patterns in classifying cancer and its subtypes? We 
propose using a knowledge graph to exploit the struc-
ture of the chapters of the International Classification 
of Diseases (ICD) code published by the World Health 
Organization (WHO). By constructing a knowledge 
graph of features that pass a Wilcox Rank significance 
test, we aggregate a score to identify the most interre-
lated features of our datasets and filter our features for 
selection based on their rank. Our approach to knowl-
edge graph construction automation differs from most 
research using statistics of words and their frequency 
of usage in chapters that describe human body organ 
systems.

Our approach selects many significant interrelated fea-
tures from health survey data based on their question 
text frequencies in the WHO ICD codes. Based on multi-
label classification trials in health surveys published by 
the Behavioral Risk Factor Surveillance System (BRFSS), 
we recommend selecting the knowledge graph’s top 5% 
to 75% features according to their aggregate score. Fig-
ure 1 illustrates the optimal percentage of features to be 
selected from each BRFSS annual survey from 2017 to 
2021. The Y-Axis provides a range from 0% to 75%. The 
blue bars indicate the annual optimum percentage of fea-
tures identified for classification performance, with the 
points on the blue line indicating the actual value for that 
given year. Our approach gives insight into features with 
predictive power while reducing the number of features 
subject to missing values and effectively increasing the 
final dataset sample size.

The contributions of this paper are:

• performing feature selection based on an aggregated 
scoring method of the most interrelated features in a 
knowledge graph,

• demonstrating the performance improvement of 
multi-label chronic illness by selecting the most 
interrelated features in a dataset,

• provides future directions of knowledge-based feature 
relations applying our approach to determine feature 
relations.

The remaining sections of this paper are as follows: Pres-
entation of background on feature selection and knowl-
edge graphs in Sect. 2; Presentation of the framework for 
our research design and relevant datasets; Presentation 
of our evaluation of the multi-label algorithms in Sect. 4; 
Discussion of our research results in Sect.  5; Proposal 
hypothesis that relations described as linear ordinal vari-
ables may have more predictive power than nominal vari-
ables in our future directions in Sect. 6, and finally, our 
conclusion in Sect. 7.

Related work
Gaps in existing research
Parekh & Fahim [8] used the BRFSS health survey to 
study and construct ML predictive models for marijuana 
usage. They claimed that the task of selecting features 
from a health survey dataset is constrained by standard 
statistical methodology and that novel approaches are 
required. Chen & Wu [9] explain their main research 
objective in their study of Lung Cancer risk factors: iden-
tifying new causative factors of the disease to improve 
early detection.

In addition to eliminating redundant features, tech-
niques can remove features for which any relation with 
a response variable has no explanation, preventing 

Fig. 1 KG-based feature selection—optimum percentage of features 
selected. The bar chart indicates the annual optimum percentage of 
features identified for classification performance
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spurious correlations via knowledge graph-driven feature 
selection. An overview of the model overfitting and pro-
posed solution by Ying et al. [11] explains that the inclu-
sion of irrelevant features in the training of a model is the 
cause of overfitting and is realized when a trained model 
performs the task of classification poorly on previously 
unseen data. To Handle overfitting, we can perform fea-
ture selection before model training or introduce a drop-
out layer, which divides model features into subsets and 
incrementally drops irrelevant features.

The study of Kim [12] explains that feature selection 
typically overlooks how features are interrelated, suscep-
tible to data loss, and does not use labels to reduce data-
sets to a lower-dimensional representation of the original 
format. The Jaworsky et  al. [13] knowledge graph pro-
poses the ability to determine how features in a dataset 
may be interrelated. The proposal exploits word frequen-
cies as they appear in the structure of chapters of the 
knowledge contained in the WHO ICD. Using a Wilcox 
Rank significance test for each pairing of features, only 
the responses to the significantly correlated health survey 
questions are used for the knowledge graph output.

For the classification of type 2 diabetes, Howlader 
et  al. [18] employed several feature selection methods 
that have previously been proven effective when used 
in conjunction with machine learning. The result of the 
feature selection methods was the listing of candidate 
feature subsets to trial with machine learning classifiers. 
Ultimately the features that gave the best prediction out-
comes were identified and ranked. This method of identi-
fying features is resource-intensive, time-consuming, and 
yet not guaranteed to find an optimum feature subset. 
For data mining, relevant cause of death (COD) features 
from lung cancer Deng et al. [7] propose a random forest 
(RF) model of 10 selected features. RF and multinomial 
logistic regression (MLR) were chosen as candidates for 
classification, partly due to a prior similar study of breast 
cancer which determined that RF outperformed sup-
port vector machine (SVM) and artificial neural network 
(ANN) in the task of multi-category COD. The selec-
tion of features was ranked and incrementally tested as 
a group of numbers of features to determine an optimal 
model, which found that the model peaked with 10 fea-
tures. The accuracy was reduced after 10 features were 
included. It is essential to realize that an optimum num-
ber of features to use for classification is specific to the 
dataset from which the features are derived. Our study 
gives recommendations regarding the percentage of fea-
tures as opposed to an aggregated number. For the clas-
sification of skin lesions, Akram et  al. [19] proposed a 
novel technique of fusing features to reduce the dimen-
sions, retain their overall predictive power, and per-
form feature extraction. The proposed method achieves 

improved levels of classification performances against 
baseline measures and ultimately reduces the footprint 
of the selected feature subset to a minor portion of the 
original size. The study suggests testing the methodology 
on more datasets. Still, it does not address the question of 
explainable selection of features that specifically hold the 
predictive power of the response variables.

These studies have achieved success in predicting a sin-
gle disease outcome. Multi-label classification is required 
to map features to many chronic illnesses or illness sub-
types. Binary relevance multi-label classifiers are most 
common for this scenario. However, limitations exist 
in deriving semantic and contextual feature relations as 
noted by Nam et al. [20]. Binary relevance-based models 
may achieve optimum levels of accuracy for some indi-
vidual labels; however, this does not equate to an opti-
mum level of accuracy for all labels. Waegeman et al. [21] 
explains that binary relevance classification of individual 
labels leads to a broader range of diverse features. How-
ever, joint label feature selection can result in increased 
prediction accuracy. The additional benefit of a stacked 
binary relevance is an explainable set of predictor varia-
bles and a single classifier that is less prone to overfitting. 
For simplification of multi-label evaluation, it is possi-
ble to compress the combinations of labels into a single 
binary value by applying a maximum function to each 
classifier prediction. By using a Binary relevance label, 
which is the simplest of approaches for multi-label clas-
sification, as compared by Madjarovet al. [22], a (macro) 
average precision, recall, and F1-score can be derived for 
assessing the classifier performance.

Current state‑of‑the‑art
An important consideration in classification perfor-
mance evaluation is to ensure that both majority and 
minority classes have equal levels of precision, ensuring 
that training and test samples are adequately selected. 
Without an adequate approach to handling imbalanced 
data, classifiers will be biased toward majority classes 
to obtain favorable accuracy results [26–28]. Cross-
validation is a common technique in data science, 
where training and test data are resampled into multi-
ple batches, helping prevent overfitting of the classifier 
[29]. In the Gonzalez-Dias et al. [30] review of methods 
for determining the effectiveness of vaccine immune 
responses and potential side effects, the importance of 
measuring both the sensitivity and specificity of pre-
dicting the vaccine response is highlighted. The study 
suggests that the harmonic mean of the F1-score and 
confusion matrix should be used instead of the accu-
racy of outcome values being unbalanced. The most 
common surveyed multi-label classification evaluation 
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method is the F1-score or alternatively named har-
monic mean performance metric [5, 10, 12, 26, 27, 
30–40].

The study of extreme classification involves robust 
statistical modeling in many classes. However, in most 
cases, a classifier will rarely predict all labels seen during 
training, defined as a long-tail distribution. Bengio et al. 
[41] highlight that famous classifier performance metrics 
Hamming loss and 0–1 loss are unsuitable for extreme 
classification. Instead, the F-measure and precision of k 
labels (P@k) metrics are the popular choices, and there is 
still an opportunity to implement an improved measure 
that gives the most coverage of sparse labels.

Knowledge graphs are proposed as an alternative to 
resampling and upsampling techniques in classifying rare 
diseases from extremely imbalanced class datasets. The 
benefit of resampling methods is that they are packaged 
in software libraries and are very quick and easy to imple-
ment. However, the same can not be said of knowledge 
graphs, which are time-consuming and resource-inten-
sive. Li et al. [14] explains that resampling, data synthesis, 
and cost-sensitive learning are typical imbalanced class 
handling approaches. However, rare disease prevalence 
can exceed 1:1000, where typically class imbalance range 
is 1:4. Knowledge graphs can benefit the classification of 
rare diseases even if not all knowledge is captured. Tao 
et al. [15] proposed creating a knowledge graph represen-
tation of the National Health and Nutrition Examination 
Survey (NHANES) to better data mining potential for 
chronic illness relationships. Medical domain knowledge 
graph and knowledge-based methods improved classifi-
cation results of multi-label patient health status studies 
in Pham et al. [16, 17] compared to baseline approaches.

Several recent contributions have been made follow-
ing the Open Graph Benchmark (OGB) for graph-based 
neural network node and edge property predictions as 
summarised in the paper of Hu et al. [23]. In addition to 
standardizing a format for structuring graph nodes, fea-
tures, edges, and other graph metadata, the OGB frame-
work has an online platform where datasets are published 
for further research. Apart from OGB, which is based 
upon the PyTorch Geometric library, Reiser et  al. [24] 
claim that other noteworthy graph neural network librar-
ies are Deep Graph Library (DGL), which also uses the 
PyTorch libraries, and Spektral/StellarGraph which use 
the TensorFlow-Keras framework. Despite the promising 
capability of graph neural networks (GNN), Li et al. [25] 
claim that experts find usage of GNN challenging due to 
the requirement of the combined programming, machine 
learning, and graph modeling skills. Another challenge 
for graph neural networks is computing power and reli-
ance on a graphics processing unit (GPU), which is not 
typically available on a standard computer.

Novelty of our research
Feature selection and extraction methods are typically 
used to reduce dimensionality, complexity, and redun-
dancy to ensure that the feature engineering process of 
building predictive models is an efficient, explainable 
process that produces optimum and repeatable classi-
fication results. However finding the optimal subset of 
features to perform chronic illness multilabel classifica-
tion is an exhausting computing exercise that requires 
significant computing resources, involves pairing every 
feature subset with a target label, and individually 
assesses every combination of features until optimal 
classification performance is achieved. Alternatively, 
industry expertise is called upon to select features for 
predictive modeling, but little is gained in finding new 
causes and correlating attributes of chronic illness, in 
order to improve the time taken to diagnose patients 
and improve patient survival outcomes. Neural net-
works automate the process of feature subsetting and 
modeling but give little insight as to which feature per-
mutations have the best classification performance, 
and are also subject to requiring significant computing 
resources, and design configurations that are least sus-
ceptible to overfitting.

Our unique knowledge graph-based approach to fea-
ture selection bypasses the individual pairing of features 
and feature subsets with a target label and its assessment 
of predictive capability. Instead, the most related features 
in the dataset are selected with a user-defined percent-
age of features to be selected. This process saves comput-
ing time, requires less computing power, and provides a 
transparent trail of features used in a predictive model. 
This novel approach is also adaptable to graph neural 
network modeling where relations between nodes and 
node features are relevant in the predictive capability of 
the architecture. Using low computing resources in this 
paper, we provide explainable results and ensure that the 
features selected are significantly correlated and relevant 
to the field of study.

Problem statement and data

• Diseases have their data mining patterns, but to predict 
and classify multiple diseases, we must identify the 
many data patterns and overcome their challenges.

• Better understanding datasets with many diseases will 
ensure health advice is relevant, and we must isolate 
those features and their relations that can predict the 
likelihood of chronic illness.

• Identifying predictor features with a 1-to-many cancer 
relationship improves health advice better than pre-
dictor features with only 1-to-1 relationships.
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The United States CDC anonymized annual BRFSS sur-
vey data across all 50 U.S. states from 1985 to 2021.1 
Respondents include those with and without diag-
nosed chronic health conditions. The questionnaires are 
designed to establish behaviors and risk factors associ-
ated with chronic health conditions to prevent the inci-
dence of those conditions proactively. A typical annual 
BRFSS health survey consists of survey questions and 
answers, where each answer is represented by a nomi-
nal variable, which is a typical ‘yes’, ‘no’, ‘do not know’, 
‘refused to answer’, or a numerical value to indicate mul-
tiple instances.

The 11th WHO revision of ICD codes2 consists of 
a total of 1.6 million categorical and conceptual clini-
cal terms. An online tool enables a search function to 
determine different sub-types of lung cancer, associated 
symptoms and risk factors, and likely stages of cancer 

progression. By extracting health survey question words 
and filtering common stop words, each question word 
can be cross-referenced with the 26 WHO ICD Code 
chapters specific to the knowledge of all documented 
human diseases. From the question text chapter frequen-
cies, we can obtain a novel method for determining the 
strength of relations between health survey question 
features. The benefits of using the WHO ICD codes to 
construct a knowledge graph are the completeness of the 
data set that has slowly evolved over the past century and 
the logical placement of diseases.

Proposed methodology
We employ a modular approach in our research and sub-
divide the research problem into several components 
to resolve them independently using different methods. 
A high-level view of our modular approach is shown in 
Fig.  2, which demonstrates the step-by-step process for 
data preparation, feature selection and handling of miss-
ing values, and the selection of multi-label classifiers. We 
explain each of them in detail in the following.

Fig. 2 Research design—details of our proposed methodology. Our step-by-step process for data preparation, feature selection and handling of 
missing values, and the selection of multi-label classifiers

1 https:// www. cdc. gov/ brfss/ annual_ data/ annual_ 2021. html
2 https:// www. who. int/ stand ards/ class ifica tions/ class ifica tion- of- disea ses

https://www.cdc.gov/brfss/annual_data/annual_2021.html
https://www.who.int/standards/classifications/classification-of-diseases
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Ground truth analysis
The baseline dataset to be used first applies a filter of 
the geographical state of the respondent, and states 
eliminated from the dataset have been identified by 
searching through prior years of surveys and deselect-
ing states without lung cancer candidates. To establish 
a dataset representative of the ground truth, the BRFSS 
annual survey can be filtered by states until an insignifi-
cant proportion of lung cancer, a chronic disease with a 
high prevalence amongst both male and female patients 
and comparable to the known prevalence in the general 
population.

The US Cancer Institute estimated that the prevalence 
of lung cancer in 2018 was 582,631 living people3. In the 
same year, the U.S.  Census Bureau4 estimated the US 
national population to be 326.8 million. By filtering the 
BRFSS 2020 Annual Survey to the subset of states with 
lung cancer patients recorded in the 11 years of 2010 to 
2020, it is possible to achieve an insignificant proportion 
of lung cancer prevalence in our source data set for anal-
ysis, compared to the general population of the United 
States. The results of the geographically based method of 
filtering data by states are displayed in Table 1. Secondly, 
we remove the features where over 50% of the values are 
missing (blank).

Segregation of baselines
Pham et  al. [16] proposed a novel knowledge graph to 
classify multiple chronic diseases and applies a stand-
ard method for preparing health survey data, only using 
characteristics where more than 50% of the values exist. 
If the required values of selected features are missing, 
samples are removed from the dataset. We regard this as 
our baseline dataset. However, for our feature-selected 
datasets, we apply a selection of features where the miss-
ing values are less than the frequency 50% and only select 
features where they appear in the top quantile of our 
knowledge graph, which is determined by the aggregated 
edge score, multiplied the number of related features. We 
then compare the performance of multi-label classifiers 
between the baseline and the feature-selected datasets 
to determine if the feature selection algorithm provides 

improvement. Dinh et  al. [42] predicted both diabetes 
and cardiovascular disease from the NHANES survey 
using responses that were not less than 50%

Many machine learning-based studies use popular 
large-scale health surveys, such as the BRFSS Annual 
Health Survey, to discover predictor variables and help 
predict chronic disease [9, 43, 44]. Our framework’s nov-
elty and demonstrated benefit improve the performance 
of classifiers using knowledge graph-based feature selec-
tion by identifying the most interrelated features. For 
our study, we re-use the baseline dataset preparation as 
trailed in our paper for nonlinear dataset transformation 
[45].

Figure  2 illustrates our step-by-step process for data 
preparation, feature selection and handling of missing 
values, and the selection of multi-label classifiers. Our 
experiments on related chronic illnesses for multi-label 
classification are based on the most significant annual 
health survey but can be applied to any health survey, and 
our knowledge graph is constructed from the world’s old-
est and most comprehensive knowledge base of human 
disease.

The labels of our selected datasets for diabetes and can-
cer are converted into a binary format so that the values 
of 1 or 2 denote malignant diagnosis, all other options are 
0, and missing (blank) are omitted. For the cancer label, 
we convert to 0 if it is missing (blank), and any other 
recorded value to 1. With our multi-label configured to a 
binary representation of 0 or 1, evaluating classifier per-
formance is simplified such that any predictions of a true 
positive of either diabetes or cancer can be interpreted 
as success. We are evaluating the difference between 
multi-label classifiers over baseline and feature-selected 
datasets.

Develop knowledge graph driven algorithm
Knowledge graphs have shown potential in personal-
ized drug treatment, reported in the review of Zeng 
et  al. [46]. Knowledge Graph-based algorithms help 
identify unstructured semantic relations between enti-
ties. The study notes that knowledge graphs should be 
measured for quality, and this quality metric should be 
used to guide maintenance and enhancements. A knowl-
edge graph has a basic core structure as described by the 
Nicholson et al. [47] review of knowledge graphs for bio-
medical applications. To be meaningful, nodes and edges 

Table 1 Ground truth—insignificant proportion comparison p-value = 0.05129

Dataset Lung Cancer prevalence Candidate population Proportion

BRFSS 2020 State-Based Subset 440 224,650 0.001958602

USA General Population 2018 582631 326800000 0.001782837

3 https:// seer. cancer. gov/ statf acts/ html/ lungb. html
4 https:// www. census. gov

https://seer.cancer.gov/statfacts/html/lungb.html
https://www.census.gov
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are required to aid machine learning classification. Vari-
ous approaches exist to construct knowledge that can 
be manually curated from the text in a time-consuming 
process, or automated processes can extract data from 
databases. Knowledge graph scalability and memory 
constraints can be encountered when training a classi-
fier, and ensuring the completeness of the knowledge of a 
knowledge graph is the most common challenge.

Algorithm  1 lists the step-by-step requirements of 
transforming the health survey question list, which has 
linear and nonlinear responses, to a data set with sig-
nificantly interrelated features selected, given the use 
of all the ICD chapters, or limited to specific chapters 
on human organs, or the domain knowledge is concen-
trated with that level of focus. Step 2 of the knowledge 
graph construction algorithm allows for the sequential 
decrement of percentage thresholds by single percent-
age points; in our study, we have opted to use percent-
age thresholds of the statistical quartiles 25%, 50%, 75%, 
100%, as well as the standard p-value percentages of 5% 
and 10%. We aggregate the number of feature interrela-
tions at Step 9 of the algorithm to determine an over-
all node ranking of the highest scores at Step 14, which 
specifies which features are selected when the percentage 
threshold at Step 2 is defined.

 
Table  2 illustrates the knowledge graph nodes in the 

column Feature A, interrelated features are listed in the 
column Feature B, and a significance test of the feature 
interrelations is displayed in the column of p values. At 
the same time, the column of Word count is the number 
of text words, two features measured for an interrelation, 
and also represents our edge scores of the knowledge 

graph. Our knowledge graph is implemented and avail-
able on GitHub5.

Our feature selection method only looks at the input 
variables and does not evaluate the permutations and 
combinations of the feature subset against the target 
label. This unsupervised approach is novel and a simple 
and fast process for selecting features without requiring 
exhaustive computing resources. The task of selecting 
the most relevant health survey questions for predict-
ing chronic illness can be performed in a few hours to 
aid medical professionals, leverage a knowledge graph 
of human organ systems to automatically determine rel-
evant health survey questions specific to single or many 
human organ systems, depending on the type of chronic 
illness. Upon completion of the algorithm, the original 
health survey is reduced to a percentage portion of the 
original health survey, with only questions that have the 
significantly correlated keywords of other health survey 
questions remaining. Responses to these significantly 
correlated questions are then used to classify chronic 
diseases.

Table 2 BRFSS 2021 knowledge graph—sample feature 
interrelations

Feature A Feature B p‑value Word count

1 38 0.049 17

1 50 0.047 14

1 80 0.038 15

1 126 0.038 15

1 129 0.047 17

1 131 0.035 15

1 136 0.042 18

1 139 0.042 14

1 140 0.049 13

1 141 0.049 13

1 145 0.044 16

1 165 0.036 17

1 169 0.039 19

1 185 0.047 17

1 193 0.045 18

1 206 0.030 15

1 213 0.042 15

.. .. Note: 5450 rows omit-
ted due to size

..

228 209 0.042 9

5 https:// github. com/ mjawo rsky/ Knowl edgeG raph

https://github.com/mjaworsky/KnowledgeGraph
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Multi‑label classifiers
The prior success with other health survey studies has 
guided our selection of classifiers. Machine learning 
prediction of mortality for children under 5 years of 
age, from 2016 by Bitew et al. [48], used logistic regres-
sion (LR), RF, and K-nearest neighbors (KNN) classi-
fiers. Using multiple metrics, the study suggests that RF 
had the greater predictive power of the three algorithms. 
To predict Parkinson’s staging, Prashanth and Roy [49] 
trial the imbalanced data classifiers RUSBoost and Ada-
boost, along with SVM, RF, LR, closest neighbors K, neu-
tral approaches, negative approaches, and deep learning 
classification models. The study noted that the data con-
tained imbalanced classes and nonlinearity. In the sce-
nario, the deep learning classification obtained the most 
powerful classification results on average.

Ricciardi et al. [50] applied a linear discriminant anal-
ysis (LDA) classifier in conjunction with the principal 
component analysis (PCA) feature extraction algorithm 
to predict illness in a data set constructed by clinicians. 
The study results demonstrated the value of eliminating 
redundant features before classification. For the clas-
sification of specific text sentiment, Georgakopoulos 
et al. [51], constructed a Convolutional Neural Network 
(CNN) classifier. The study explains that the CNN model 
consists of multiple layers and relies on backpropaga-
tion to learn and improve predictive power. The study 
compares the CNN model to other machine learning 
algorithms and finds that a 3-layer CNN model, with a 
learning rate of 0.005, outperforms the machine learning 
models in the task of toxic text classification.

In stark contrast to existing work [48–51], we develop 
and analyze a binary relevance classifier for a response 
variable with a combination of diabetes, cancer, or 
both, which can exploit the correlation between the two 
chronic diseases. We believe that identifying predictor 

variables with a 1-to-many cancer relationship can 
improve health advice by only identifying individual pre-
dictor variables with 1-to-1 relationships to chronic ill-
nesses. As individual diseases have unique data patterns, 
our classifier always seeks to predict multiple diseases, as 
we aim to overcome the data challenges that occur when 
attempting to predict the outcome.

Performance evaluation, findings, and results
Multi‑label classifier performance evaluation
Since there is a verified link between these two chronic 
diseases, we have created a binary relevance classifier to 
explore and exploit the correlation for a response variable 
that includes diabetes, cancer, or both. Instead of focus-
ing on finding individual predictor variables with one-
to-one correlations with chronic diseases, our team sees 
that it would be beneficial to uncover predictor variables 
with a one-to-many cancer association. Our algorithm 
can predict several diseases since we have attempted to 
address the data problems that arise when predicting 
each specific condition.

The summary of results listed in Table 3 compares the 
baseline dataset against the optimum feature selected 
dataset, using the measures of precision, recall, F1-score, 
and Hamming loss. The classifier acronyms in Tables  3 
are interpreted as follows:

• AB = AdaBoost
• CNN = Convolutional Neural Network
• KNN = K-Nearest Neighbours
• LDA = Linear Discriminant Analysis
• LR = Logistic Regression
• MNB = Multinomial Naive Bayes
• RB = RUSBoost
• RF = Random Forest
• SVM = Support Vector Machine

Table 3 Baseline vs feature selected BRFSS fivefold CV, macro precision, macro recall, macro F1-score, hamming loss—
2017–2021 averages

Bold values indicate the optimum result by column

Classifier Baseline Interrelated features

Precision Recall F1 HL Precision Recall F1 HL

AB 0.532 0.500 0.478 0.097 0.670 0.512 0.502 0.074

CNN 0.276 0.500 0.304 0.086 0.383 0.500 0.412 0.064
KNN 0.474 0.500 0.474 0.096 0.464 0.500 0.480 0.076

LDA 0.508 0.500 0.478 0.096 0.814 0.610 0.592 0.074

LR 0.480 0.500 0.474 0.096 0.574 0.504 0.484 0.077

MNB 0.486 0.510 0.442 0.307 0.490 0.516 0.480 0.141

RB 0.516 0.506 0.488 0.114 0.748 0.672 0.670 0.067

RF 0.452 0.500 0.474 0.149 0.566 0.504 0.486 0.076

SVM 0.452 0.500 0.474 0.096 0.464 0.500 0.480 0.077
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The comparisons in Table 3 show that for five consecutive 
BRFSS health surveys from 2017 to 2021, a data set with 
the WHO ICD-based knowledge graph feature selection 
of between 75% and 5% performs equally or more often 
better than the baseline data sets without the applica-
tion of the feature selection method. Optimal classifier 
performance was obtained using the RUSBoost clas-
sifier in most years with a varying selection of percent-
ages of feature candidates. In Table 4, we cascade all the 
values listed in Table 3, compare the difference between 
the average metric values for all of our ML and DL algo-
rithm performances over the five years 2017–2021, and 
perform a significance test. These significance tests were 

performed using Student’s paired t-test R programming 
function6. We observe an improvement in all 4 metrics 
used to measure classification performance, a signifi-
cance test is useful against the measures of precision, 
recall, and F1-score as they skew towards understating 
the effectiveness of a new method [52].

Detailed results by year are accessible via Google 
Sheets online.7

Table 4 Significance test BRFSS fivefold CV, macro precision, macro recall, macro F1-score, Hamming loss—2017–2021 
averages

Metric Baseline Our method Mean diff t df p‑value

Macro Precision 0.464 0.575 −0.111 −3.140 8 0.014
Macro Recall 0.502 0.535 −0.034 −1.651 8 0.137

Macro F1-Score 0.454 0.510 −0.056 −2.621 8 0.031
Hamming Loss 0.126 0.081 0.046 2.815 8 0.023

Table 5 Baseline vs interrelated features BRFSS fivefold CV, macro precision, macro recall, macro F1-Score, hamming 
loss—top result

Bold values indicate the optimum result by row

Metrics % AB CNN KNN LDA LR MNB RB RF

Precision 5% 0.440 0.310 0.440 0.440 0.440 0.500 0.930 0.560

10% 0.840 0.280 0.440 0.850 0.870 0.500 0.870 0.890

25% 0.720 0.270 0.500 0.950 0.500 0.500 0.570 0.500

50% 0.830 0.300 0.490 0.900 0.930 0.500 0.930 0.490

75% 0.840 0.250 0.500 0.920 0.840 0.500 0.920 0.500

Recall 5% 0.500 0.500 0.500 0.500 0.500 0.500 0.620 0.500

10% 0.550 0.500 0.500 0.520 0.510 0.500 0.630 0.520

25% 0.500 0.680 0.500 0.500 0.500 0.500 0.610 0.500

50% 0.510 0.500 0.500 0.520 0.500 0.500 0.620 0.500

75% 0.500 0.500 0.500 1.000 0.510 0.530 1.000 0.500

F1 5% 0.470 0.330 0.470 0.470 0.470 0.370 0.670 0.460

10% 0.560 0.290 0.470 0.510 0.470 0.410 0.670 0.490

25% 0.480 0.290 0.550 0.470 0.500 0.500 0.580 0.500

50% 0.480 0.330 0.500 0.500 0.460 0.500 0.670 0.500

75% 0.460 0.280 0.500 0.960 0.480 0.470 0.960 0.500

Hamming 5% 0.111 0.066 0.111 0.111 0.111 0.118 0.145 0.111

10% 0.112 0.066 0.112 0.112 0.112 0.126 0.111 0.112

25% 0.008 0.066 0.008 0.009 0.008 0.107 0.038 0.008
50% 0.010 0.066 0.004 0.011 0.010 0.110 0.013 0.010

75% 0.009 0.028 0.009 0.002 0.010 0.143 0.002 0.009

6 https:// www. rdocu menta tion. org/ packa ges/ stats/ versi ons/3. 6.2/ topics/ t. test
7 https:// docs. google. com/ sprea dshee ts/d/ e/ 2PACX- 1vQOF p2s7H 60fZN 
fUeF4 7NIOT 4eN1U DEUq8 wFJsP nV3MH ZJd5i 8LPVe R5FWw Z9SG3 jmoRs 
837GX ofliw/ pubht ml

https://www.rdocumentation.org/packages/stats/versions/3.6.2/topics/t.test
https://docs.google.com/spreadsheets/d/e/2PACX-1vQOFp2s7H60fZNfUeF47NIOT4eN1UDEUq8wFJsPnV3MHZJd5i8LPVeR5FWwZ9SG3jmoRs837GXofliw/pubhtml
https://docs.google.com/spreadsheets/d/e/2PACX-1vQOFp2s7H60fZNfUeF47NIOT4eN1UDEUq8wFJsPnV3MHZJd5i8LPVeR5FWwZ9SG3jmoRs837GXofliw/pubhtml
https://docs.google.com/spreadsheets/d/e/2PACX-1vQOFp2s7H60fZNfUeF47NIOT4eN1UDEUq8wFJsPnV3MHZJd5i8LPVeR5FWwZ9SG3jmoRs837GXofliw/pubhtml
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Ablation study
Table 5 provides 2017–2021, 5-year optimum sets of pre-
cision, recall, F1-scores, and Hamming loss of our study 
feature selection percentage thresholds. The results of 
this table show that the RUSBoost classifier is the most 
consistent performing across all 4 metrics. The per-
formance of the LDA and LR classifiers indicates that 
the feature selection dimension reduction algorithm 
improves classification performance by eliminating non-
linear features.

Our implementation of Google TensorFlow CNN con-
sists of 3 layers and dimensionality units per the count 
of features. The number of backpropagation epochs was 
increased from 10 to 100. Learning rates were decre-
mented to 0.001 from 0.01 with the popular RELU acti-
vation function until the deep learning could predict a 
minority class label instance. This configuration level 
is a feasible uplift from default hyperparameter values, 
which does not require a graphics processing unit (GPU) 
hardware investment. Our general methodology for iden-
tifying the most significantly interrelated features from 
a health survey dataset before building a chronic illness 
classifier is a breakthrough approach as the operation 
can be reproduced with standard desktop computing 
resources. Additionally, it does not require exhaustive 
processing execution time to determine an optimal sub-
set of features that may have been spuriously correlated 
or overfitted to a label in a disproportionate training set, 
but instead guided by actual domain knowledge.

Discussion
The general results of the RusBoost classifier for the 5 
BRFSS surveys between 2017 and 2021 demonstrate that 
the approach to random sample reduction of the major-
ity class improves the classifier in identifying and pre-
dicting minority class samples from highly imbalanced 
datasets [53]. Under-sampling of the benign (no diabetes 
and no cancer) major class has proven to be most effec-
tive on the dataset with feature selection applied. The low 
performance of the nonlinear and tree-based classifiers 
demonstrates that under-sampling has assisted the RUS-
Boost classifier in learning from the nonlinear variables. 
The linear classifiers have also performed reasonably well 
without under-sampling.

In fact, RUSBoost is a black-box ensemble model to 
handle both linear and nonlinear data, according to the 
RUSBoost classification performance explained by Car-
rasco et al. [54]. Furthermore, the RUSBoost implementa-
tion library8 declares that the classifier is an ensemble of 

five algorithms (viz.  Classification and Regression Tree, 
Decision Tree, RF, Naive Bayes, and SVM).

Conclusion
This study demonstrates that the construction of a 
knowledge graph can significantly improve feature selec-
tion in cancer-based health surveys by directly searching 
for interrelated characteristics. Constructing a health-
based knowledge graph provides more transparency than 
automated deep-learning solutions by identifying signifi-
cantly interrelated features. The selection of multi-label 
classifiers is essential, as health survey datasets consist 
of imbalanced classes and mixtures of linear and non-
linear variables. An ensemble of linear, nonlinear, and 
majority class undersampling multi-label classifiers can 
provide the best coverage for identifying and predicting 
true positive minority class samples. Our contribution of 
a knowledge graph-based feature selection method adds 
value to the RUSBoost and other classifiers by reducing 
features from high-dimensional datasets.

Our methodology proposes an efficient process to 
select significant interrelated health survey questions 
and responses with respect to the relevant human organ 
systems of chronic illness in the focus of their studies. 
Our methodology removes outliers and noisy features 
through a knowledge-based qualitative process, which 
caters to improving the context of feature selection in a 
health survey. A better understanding of feature interre-
lations not only improves feature selection but also pro-
vides the groundwork for discovering new links between 
features and expanding the relevancy of dataset features.

Future directions
The prevalence of linear variables in the BRFSS annual 
surveys is generally only a 20% ratio to nonlinear vari-
ables. A relevant future research question may ask 
whether linear variables should be weighted or preferred 
over nonlinear ones during feature selection. Trending 
GNN classification models also incorporate node and 
feature relations. The ability of a GNN architecture to 
combine raw datasets with node relations (edge meta-
data) can improve classification performance signifi-
cantly. We hypothesize that node relations will provide 
more powerful information if they are represented as 
linear ordinal numerical variables instead of nonlinear 
nominal variables.

Furthermore, an improved understanding of risk fac-
tor feature relations can improve patient outcomes with 
early diagnosis, we can also discover new links between 
risk health survey factors. The ability to predict rela-
tions between keywords of the WHO ICD by human 
organ system can unlock clues for improving the health 
survey predictive power of chronic illness. In this paper, 8 https:// rdrr. io/ cran/ ebmc/ man/ rus. html

https://rdrr.io/cran/ebmc/man/rus.html
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we explore the usage of feature relations described as a 
numeric significance p-value, between 2 significantly 
related features with an additional word count attribute. 
Due to the effectiveness of neural network architectures 
on high-volume data, there is an opportunity to describe 
the relations between 2 features in more detail and in 
terms of the number of keywords matched across each of 
the 26 chapters of the WHO ICD, expanding the dimen-
sionality of the relationships and enhancing its predictive 
power.
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