
Zhang et al. 
Health Information Science and Systems (2023) 11:53
https://doi.org/10.1007/s13755-023-00256-5

RESEARCH

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2023. 

Health Information Science 
and Systems

EAPR: explainable and augmented patient 
representation learning for disease prediction
Jiancheng Zhang1,2*, Yonghui Xu1,2*, Bicui Ye3,4, Yibowen Zhao1,2, Xiaofang Sun1,2, Qi Meng5, Yang Zhang5* and 
Lizhen Cui1,2 

Abstract 

Patient representation learning aims to encode meaningful information about the patient’s Electronic Health Records 
(EHR) in the form of a mathematical representation. Recent advances in deep learning have empowered Patient 
representation learning methods with greater representational power, allowing the learned representations to 
significantly improve the performance of disease prediction models. However, the inherent shortcomings of deep 
learning models, such as the need for massive amounts of labeled data and inexplicability, limit the performance 
of deep learning-based Patient representation learning methods to further improvements. In particular, learning 
robust patient representations is challenging when patient data is missing or insufficient. Although data augmenta-
tion techniques can tackle this deficiency, the complex data processing further weakens the inexplicability of patient 
representation learning models. To address the above challenges, this paper proposes an Explainable and Augmented 
Patient Representation Learning for disease prediction (EAPR). EAPR utilizes data augmentation controlled by confi-
dence interval to enhance patient representation in the presence of limited patient data. Moreover, EAPR proposes 
to use two-stage gradient backpropagation to address the problem of unexplainable patient representation learning 
models due to the complex data enhancement process. The experimental results on real clinical data validate the 
effectiveness and explainability of the proposed approach.
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Introduction
Patient representations are statistical characteristics of 
patient clinical indicators and other multidimensional 
information such as name, gender, age, contact person, 
address, occupation, family history of the disease, etc., 
obtained through analysis of the patient’s Electronic Health 
Record. Patient representation learning aims to accurately 
learn patient characteristics using machine learning, deep 
learning, and other methods to help improve the perfor-
mance of disease diagnosis models [1], length of stay pre-
diction models [2], and drug recommendation models [3], 
thus enabling accurate personalized treatment.

To improve patient representations’ quality, research-
ers utilize deep learning models to encode more patient 
information into patient representation as Fig.  1. Then 
learned patient representations are used to solve various 
tasks such as disease prediction [4], medical image recog-
nition [5], and so on. Because these Deep Learning-based 
Patient Representation learning (DLPR) models [6] have 
a large number of parameters, training a high-quality 
patient representation learning model usually requires 
a large amount of labeled data. Due to the privacy of 
patient information and cost considerations, most DLPR 
methods cannot obtain enough EHR datasets for model 
training. Inadequate training data result in DLPR models 
failing to learn good patient representations, which leads 
to poor performance on disease predictions tasks [7]. 
Therefore, it is important to exploit high-quality patient 
representations with limited EHR data. Especially, when 
patient representations are expected to be used for mul-
tiple disease prediction tasks, it is particularly important 
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to learn robust general patient representations from EHR 
data.

Another challenge in DLPR is the lack of explainability. 
Because the learning process of most DLPR models is a 
black box, disease prediction results obtained are facing 
the challenge of lacking explainability. The researchers or 
doctors using the DLPR models cannot understand the 
different effects of patient characteristics or representa-
tions on the disease. Although there are gradient-based 
explanation methods, they can only explain how the 
learned patient representations affect the results of disease 
prediction, and cannot explain how the original patient 
representations (EHR data) affect the results of disease 
prediction. Because, according to the chain rule of gradi-
ent back propagation, the gradient needs to be transmitted 
to the patient’s representation augmented (learned repre-
sentations), and then to the original EHR data. And when 
data augmentation is introduced, randomness is intro-
duced, so that there will be many uncertainties in the pro-
cess of transferring intermediate gradient to the original 
EHR data. However, the methods mentioned above have 
not addressed this issue well. Therefore it is necessary to 
fully consider the explainability of patient representation 
learning models while enhancing patient representations.

This paper proposes an Explainable and Augmented 
Patient Representation learning method (EAPR) for the 
above challenges. EAPR augments clinical medical data 
with a data augmentation strategy via confidence inter-
val control, improving capabilities such as generality and 
accuracy of patient representation. At the same time, to 
make the learning process and disease prediction process 

of obtained patient representations explainable, our 
method also provides a strategy based on a two-stage 
gradient backward propagation, which can help people 
understand the impact of different original representa-
tions of patients on diseases. The main contributions of 
the study are summarized as follows,

•	We propose a general patient representation learning 
method by using the data augmentation technique, 
aiming at the problem of the poor generalization 
ability of patient representations caused by insuffi-
cient clinical data.

•	We propose a two-stage gradient backward propaga-
tion method to explain disease prediction results 
with learned general patient representation. By this 
method, we ensure the explainability of disease pre-
diction models while enhancing patient representa-
tion learning.

Related works
Related research are in three aspects: patient represen-
tation learning, data augmentation, and explainable 
methods.

Patient representation learning
Diversified research has been proposed to learn patient rep-
resentation,  [8] proposed a novel deep learning framework 
for the inter-patient electrocardiogram (ECG) heartbeat 
classification. In the approach, the symbolic representation 
of the heartbeat was used by a multi-perspective convolu-
tional neural network (MPCNN) to learn automatically, 

Fig. 1  Illustration of patient representation for disease prediction
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which can be seen as patient representations. And  [9] also 
proposed a method based on adversarial feature encoding 
with the concept of a Rateless Autoencoder (RAE). Their 
goal was to exploit disentangled, nuisance-robust, and uni-
versal representations used for their tasks and got effective 
performance. Since their model did not take into account 
the temporal characteristic of patient representations, after 
their work, [10] proposed an EHR representation method 
called temporal tree considering the temporal relation of 
data, which was based on temporal hierarchical representa-
tion of temporal co-occurrence and used doc2vec embed-
ding technology to enhance the representation. Not only 
did they, but there was also a lot of work focused on this. 
For example, [11] developed a temporal deep learning 
model that can perform bidirectional representation learn-
ing on EHR sequences using a transformer model to pre-
dict future diagnosis of depression. And [12] also took time 
into consideration. We could find more relevant works 
from [13]. In addition, [14] presented a self-supervised spa-
tiotemporal learning framework for remote physiological 
signal representation learning. With increasing research 
on graph neural networks, many researchers are also learn-
ing patient representations based on graph, such as [15, 16] 
and [17]. However, most of the current work learns patient 
representations based on supervised information like [18]. 
In reality, due to privacy, it is difficult to obtain rich super-
vised information.

Data augmentation
Data augmentation has a significant impact on the EHR 
data when only a small amount of patient data is avail-
able. Therefore, [19] proposed a new text data augmen-
tation method to generate artificial clinical notes in 
patients’ EHR data that can be used as training data to 
better predict patient outcomes. Later, [20] used trans-
fer learning and data augmentation to enhance EHR 
data. They systematically studied three neural network 
architectures, different loss function, four transfer learn-
ing strategies and four data enhancement technologies, 
including mixup and generative models, which were 
taken together to achieve data augmentation. How-
ever, the enhanced data obtained by the above work is 
still difficult to have higher accuracy in specific tasks. 
Subsequently, [21] proposed the Data Fusion using the 
Improved Context-aware Data Fusion algorithm, which 
can achieve data augmentation to some extent to solve 
the problem of data scarcity, but their method still suffers 
from inaccuracy. In conclusion, current methods have 
certain problems in both accuracy and robustness.

Explainable disease prediction
The explainability of disease prediction is important for 
both doctors and patients. To enhance the explainability 

of disease prediction, [22] proposed a novel interpretable 
tool to explain the prediction factors in the model, which 
provided prediction-interpretation through a high-reso-
lution visualization module and prediction-based crea-
tion and retrieval module. To better fuse explainability 
with data augmentation, [23] proposed a new interpreta-
ble random pooling neural network, in which Grad-CAM 
was used to interpret the results. Later, [24] proposed an 
interpretable network based on an attention mechanism, 
which applied multi-channel data augmentation and used 
Grad-CAM to interpret the results. And there were many 
works about the explanation methods [25–27]. However, 
the existing work like Grad-CAM can only explain how 
patient representations augmented(learned patient repre-
sentations) affect the disease prediction results, and can-
not explain how the original patient representations(i.e. 
before patient representations are enhanced) affect the 
disease prediction results. Because after the data aug-
mentation, the patient representation space has changed.

Methods
This section describes in detail how to augment patient 
representations in the presence of insufficient patient 
data, and how to use the augmented representations 
for multi-disease prediction tasks, and finally presents 
explainable methods for disease prediction results.

Definition and problem statement
Suppose we have an original EHR dataset 
E = {E1,E2, . . . ,Ei, . . . ,En} for n patients, where 
Ei = {etij�t = 1, 2, . . . ,T ; j = 1, 2, . . . ,M} indicates EHR 
data of i-th patient. etij is j-th health record item of i-th 
patient at time t. For different health record items, the 
range of values and data types of etij vary widely. There-
fore the raw data in E without processing cannot be 
directly used for disease prediction tasks. And the data 
distribution patterns and statistical properties in E can-
not be represented in Ei either. To solve this problem, we 
need to learn a new representation Pi ∈ R

d×1 of patient i 
instead of Ei . The process of learning Pi can be formalized 
as learning a mapping function f (θ) from Ei to Pi , where 
θ denotes the parameters in f. Compared to existing 
patient representation learning methods, we aim to use 
data augmentation controlled by confidence interval to 
further enhance the expressive power of Pi to suit diverse 
downstream disease prediction tasks. Furthermore, 
we expect the learned patient representation model to 
remain well explainable in the disease prediction task. 
In other words, our method can provide the importance 
of different features in the original EHR in influencing a 
patient’s development of a certain disease.
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Framework overview
The EAPR model comprises four key components: 
data augmentation controlled by confidence interval, 
general patient representation learning(PRL), explain-
able disease prediction tasks, and a two-stage gradient 
backward propagation approach to explain prediction 
results. Starting from the top left corner of the figure of 
workflow (Fig. 2), we begin by augmenting patient data 
via confidence interval control to enhance the robust-
ness of patient representations across varying tasks. We 
then use a combination of ResNET and MLP to learn 
these patient representations. With this learned rep-
resentation, we develop a disease prediction model. 
Finally, it can be seen from the right side of Fig. 2 where 
we use a two-stage gradient back-propagation strategy 
to calculate the gradient of disease prediction results 
for each feature in the original EHR data, which is the 
importance mentioned above, interpreting the outputs 

of the disease prediction model. Refer to Fig.  2 for a 
detailed overview of the steps involved in EAPR.

Data augmentation controlled by confidence interval
We improve the quality of patient data by incorporating 
random information, which is controlled by confidence 
interval. To achieve this, we replicate the patient’s origi-
nal representation matrix, denoted as Ei , twice within the 
model to create Em and Ea . Both Em and Ea undergo the 
same transformation process to introduce random infor-
mation. The formula for the transformation is in Eq. (1):

where ĝ tij refers to the random expansion or reduction of 
the original value gtij within a certain range, π refers to the 
mixing rate, which is a decimal between 0 and 1, and the 
mixing rate imposed by Em and Ea cannot be same.

(1)g̃ tij = gtij · (1− π)+ ĝ tij · π

Fig. 2  Workflow of the proposed explainable and augmented patient representation learning for disease prediction method
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However, how to value the π above is an important 
issue. Because if the π is too large, it can cause excessive 
loss of original useful EHR information and then reduce 
the accuracy of the data. And if the π is too small, it will 
reduce the effectiveness of data augmentation. Therefore, 
we introduce a confidence interval control mechanism. 
The method calculates the confidence interval of the dis-
tribution of one representation(j-th health record) at all 
time points for one patient(i-th patient) in the original 
dataset according to Eq. (2).

where CIij is the confidence interval When the confidence 
level is 99%. Using this formula, the confidence intervals 
for each patient’s representation at all time points can be 
obtained. The model takes the value of π based on the 
union of all confidence intervals. Based on the experi-
mental results, the method finally decided that π equals 
0.3.

Considering the robustness of model, the patient char-
acteristic matrices with added random information also 
need to be flipped horizontally to get Ém and Éa , and a 
convolution calculation is performed separately. The con-
volution calculation is as Eq. (3):

among them, σ is the standard deviation of the Gauss-
ian convolution kernel. The above operations are also 
applied to the Éa matrix. To retain most of the origi-
nal information, this paper applies the above convolu-
tion calculation to Ém and Éa with a certain probability. 
Finally, we normalize the two matrices to obtain the final 
enhanced patient data: αm and αa . Overall, random fac-
tors are introduced and appropriate transformations are 
applied to original EHR during data augmentation. As a 
result, the EHR data can be seen as a mixture of the origi-
nal data part and the newly generated data part. As for 
the accuracy of EHR data, the remaining accuracy from 
original data part of the augmented data will be retained 
and enhanced in the subsequent patient representation 
learning.

By incorporating enhanced patient data, our patient 
representation learning process is significantly improved. 
The matrices αm and αa are integrated into the main 
network and auxiliary network depicted in Fig.  2, 
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respectively. During the network training phase, these 
two matrices are treated as self-supervised information 
that facilitates the learning of general patient represen-
tations, and per-patient temporal dimension of data is 
handled that is ignored in the ResNet/MLP blocks. As a 
result of data enhancement, the network can better cap-
ture the effect of variations in patient data, leading to 
richer and more robust patient representations that can 
be leveraged for downstream tasks.

Enhanced patient representation learning
To generate universal patient representations using 
enhanced patient data, we employ data-augmented 
matrices αm and αa as inputs in two networks, a main 
network and an auxiliary network. Both networks con-
sist of a Resnet [28] and two multilayer perceptron(MLP). 
The Resnet and one MLP form the patient representation 
encoder. While αm passes through the main network, αa 
goes through a similar structure with different param-
eters in the auxiliary network. This approach enables us 
to capture more variation in patient data and produce 
more robust patient representations that can be utilized 
in downstream tasks.

We propose a self-supervised contrastive learning 
approach to train the main and auxiliary networks in our 
patient representation learning process. This method 
of self-supervised learning is inspired by [29], which is 
also a self-supervised learning model with good perfor-
mance for image processing. Specifically, we formulate 
the weight parameters ν and ǫ for the main and auxiliary 
networks in Eq. (4) as follows:

where τ is the decay rate of the auxiliary network update. 
To enhance the patient data, we construct two factors of 
self-supervised contrast. We first encode the augmented 
matrices αm and αa to obtain representations ρm and oa , 
respectively. Then, we use ρm to produce a prediction om 
through a multilayer perceptron, and compute the loss 
function as follows,

The main network is trained using the loss function 
derived from Eq. (5). Since our patient representation 
learning is based on self-supervised learning, it does not 
require labeled data.

During training, the enhanced patient data passes 
through the parallel network to obtain two predicted 
outputs om and oa . Both predictions are then used to 
calculate the loss function using Eq. (5), and the result-
ing gradient of the loss is only sent back to the main 

(4)ǫ = τǫ + (1− τ)ν

(5)Lm,a = 2− 2 ·
�om, oa�

�om�2 · �oa�2
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network for updating. Meanwhile, the auxiliary net-
work is updated according to Eq. (4). Through this 
self-supervised contrastive learning approach, our 
model learns general patient representations, which 
are presented as high-dimensional vectors. After data 
augmentation and patient representation learning, 
the original EHR feature space changes, and the new 
feature space loses original physical meaning, which 
will bring some difficulties to explanation. Therefore, 
our method considers using a two-stage calculation to 
obtain corresponding explanation results.

Disease prediction via PRL
Using the representations produced in previous step, 
we work perform multiple sets of disease prediction 
tasks, as shown in Fig.  2. In this section, the medical 
prediction tasks D, such as sepsis prediction, based on 
the general patient representation will be discussed. 
Through experiments, this work selects learner L with 
the best prediction performance on D to learn and pre-
dict diseases. For each task D(i) ∈ D , the work defines 
the loss function of the learner L as Eq. (6):

where yk refers to whether the patient is in the k state, 
pk refers to the probability that the learner predicts the 
patient to be in the k state under the D(i) task, and there 
are a total of (K + 1) states, such as illness, discharge or 
recovery, etc., depending on the specific task. ξ refers 
to the parameters of the learner L. L through learning, 
according to the Eq. (7) get the optimal parameters,

The trained learner accepts the general patient represen-
tation and can get the probability of disease prediction:

In the Eq. (8), L(ρn, ξ̃ ) represents the disease probabil-
ity of the patient given by L after inputting the general 
patient representation of the nth patient to the learner L. 
The whole disease prediction process is shown in the dis-
ease prediction in Fig. 2. Since our model is universal, the 
learner L here can have multiple choices, and the expla-
nation of disease prediction will be discussed below.

(6)Loss =

K
∑

k=0

−yk logpk(ρn|D
(i), L(ξ))

(7)ξ̃ = arg min
ξ

K
∑

k=0

−yk logpk(ρn|D
(i), L(ξ))

(8)pj(ρn|D
(i), L) =

exp(L(ρn, ξ̃ )j)
∑K

k=0 exp(L(ρn, ξ̃ )k)

Explanation via two‑stage gradient backward
This section will expound that our proposed explana-
tion method, which is based on two-stage gradient 
backward propagation. As disease prediction alone 
is insufficient to support doctors in making informed 
decisions, it is crucial for the model to show how the 
patient’s representation influences the prediction 
outcome.

Drawbacks of traditional explanation methods: 
Traditional approaches achieve explanation is by back-
propagating the gradient of the prediction result step 
by step to the input of the prediction model. However, 
this method only provides information on the influ-
ence of the general patient representation, which is a 
high-dimensional vector with no practical significance 
for doctors. Additionally, existing methods are unable 
to explain the impact of the pre-data augmentation 
patient representation on the prediction results. There-
fore, this paper proposes a two-stage gradient backward 
propagation explanation method for disease prediction 
results.

First-stage gradient backward: To explain the pre-
diction result, we need to start by performing the initial 
step of gradient backward propagation. This step involves 
backpropagating the gradient from the disease prediction 
model’s output to its input. To accomplish this, we need 
to calculate the significance of the overall patient repre-
sentation in disease prediction, which can be done using 
Eq. (9).

Wn is the corresponding importance of the generic 
patient representation for the n-th patient. If the first 
stage is not deep learning, then an explanation method 
based on a specific model is required to get our Wn . For 
example, random forest, first needs to be calculated the 
Gini index of each node:

where ρwk denotes the weight of samples of class k. 
According to the Eq. (11), model can get the importance 
of a feature in the generic patient representation:

The result calculated by the Eq. (11) is the importance of 
the j-th feature in the general patient representation, and 
�G

ρ(j)

mi  represents the difference between the Gini index 
before and after the j-th feature branch on the m node of 
the i tree. Finally, after normalization, model get:

(9)Wn =
∂p(ρn|D

(i), L)

∂ρn

(10)G(ρ) = 1−

K
∑

k=0

ρ2
wk

(11)W
′

ρ(j)
=

∑

i∈n′
∑

m∈M′�G
ρ(j)

mi
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The model finally returns the importance corresponding 
to the general representation of all patients, namely Wn , 
to the input of the model for downstream tasks.

Second-stage gradient backward: The second stage of 
gradient backward propagation is to feed the gradient of 
the importance of the generic patient representation back 
to the input of the patient representation encoder. In 
summary, the input of the gradient feedback in the sec-
ond stage is the gradient of the importance of the learned 
patient representation for the disease, and the output is 
the gradient of the original patient representation that 
is the importance of the original patient representation 
for the disease. The model first passes the gradient of Wn 
back along the patient representation encoder, and the 
returned gradient first passes through the MLP of the 
patient representation encoder. The calculation is as Eq. 
(13):

In the Eq. (13), h(i) represents the output of each layer in 
the MLP, z(i) is the result of applying the activation func-
tion to h(i) , and the Eq. (13) is used for each layer of the 
MLP to obtain the gradient of Wn with respect to the 
intermediate result βm of patient representation encoder. 
The gradient is passed back along the Resnet of the 
patient representation encoder, and the corresponding 
importance of En is calculated:

where G is the residual function and θ ′k is the weight 
parameter of the corresponding layer. Through the Eq. 
(14), the model can get the gradient of Wn to the corre-
sponding element of the patient’s original information, 
and assigns the gradient value to wn . Finally, model will 
get a matrix containing wn as the explanation result, rep-
resenting the changing relationship between the data of 
the original information and the prediction results of the 
downstream tasks. Hence, Doctors can know which fea-
tures in the original EHR data have a greater impact.

Discussion on explainability: The proposed explain-
able method in this paper provides significant advan-
tages over existing explanation methods, such as 
Shapley values, which are commonly used to explain 
feature importance. Shapley-based methods require con-
sidering multiple missing features during the importance 
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calculation process, resulting in a large search space and 
prolonged computation time. In contrast, our explana-
tion method only needs two backward propagations for 
accurate results, making it highly efficient.

EAPR possesses another advantage compared to inter-
pretation methods that have smaller search spaces. These 
methods typically assume that the same input will con-
sistently yield the same output explanation. However, 
due to the utilization of data augmentation techniques, 
random information is incorporated, resulting in differ-
ent outputs even with the same inputs. Our explanation 
method can circumvent the influence of these randomly 
generated factors and directly provide the gradient to 
the original patient representation, guaranteeing utmost 
accuracy. Consequently, our approach presents a supe-
rior option for elucidating disease prediction outcomes.

Results
This section conducts extensive experiments to ver-
ify the validity and generalization of generic patient 
representations.

Datasets
We use three datasets extracted publicly, which anyone 
can access, from MIMIC-1: sepsis dataset, acute hypo-
tension dataset and cancer dataset2, to carry out con-
trast experiments to verify our algorithm.

The sepsis dataset includes 2164 sepsis patients and 
4383 non-septic patients. The dataset set 20-time win-
dows to record information for each patient, and each 
time window was four hours. Patient data is limited to 
6 physical parameters, 33 laboratory parameters, and 7 
other personal information. Specific information on sep-
sis patients is provided in Table 1.

The acute hypotension dataset includes information 
on 3910 acute hypotension patients and 2637 non-acute 
hypotension patients as shown in Table  2. This dataset 
aims to predict whither patient has acute hypotension. 
Each patient has 48 one-hour time windows, each of 
which records a patient’s data. The dataset is limited to 
three physical parameters, seventeen laboratory param-
eters, and two personal information.

The cancer dataset includes 6547 patient information 
and records phenotypic information of cancer patients. 
The label of this data set is whether it is a cancer patient, 
which is used for cancer prediction task. This dataset has 
15 features in total. The specific phenotypic information 
is shown in Table 3.

1  https://​physi​onet.​org/​conte​nt/​mimic​iii/1.​4/
2  https://​physi​onet.​org/​conte​nt/​synth​etic-​mimic-​iii-​health-​gym/1.​0.0/

https://physionet.org/content/mimiciii/1.4/
https://physionet.org/content/synthetic-mimic-iii-health-gym/1.0.0/
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Comparison baselines
We used 6 baseline models in three disease prediction 
tasks, and compared the performance of our model 
and baseline models in disease prediction tasks to 
verify the validity and generalization of general patient 
representation learned by our model. Firstly, consid-
ering that our model is a kind of multi-classification 
disease prediction model, we compare with Decision 
Trees and SVM respectively, which are classic machine 
learning algorithms of binary or multi-classification. 
Secondly, considering that our data are complex 
patient data, we include CNN [30] with strong expres-
sion ability to fit complex data as a baseline for com-
parison. Thirdly, considering that the data we use is 
time series data, we need to compare with the baseline 
model that is good at processing time series data. For 
this purpose, we first compare with RNN [31], which 
can predict disease by mining temporal informa-
tion. Then, since GRU [32] is a classical deep learning 
model with stronger ability to process time series data 
than RNN, we include it as a baseline, which combines 
the memory of patients’ historical information to pre-
dict diseases. Finally, considering the shortcomings of 
GRU in some tasks, we add BiLSTM [33] as the base-
line model, which can predict diseases by memorizing 

Table 1  Parameter range summary in sepsis datasets

Name Unit (25th/50th/75th percentile)

Age year 58.3/65.4/73.0

Heart Rate (HR) bpm 78.5/89.1/ 99.8

Systolic BP mmHg 114.4/123.7/133.0

Mean BP mmHg 75.2/81.0/86.9

Diastolic BP mmHg 50.4/58.9/67.0

RR bpm 18.7/21.5/24.3

K+ meq/L 3.8/4.1/4.5

Na+ meq/L 136.6/140.0/143.6

Cl- meq/L 102.1/105.2/108.0

Ca++ mg/dL 7.4/8.0/8.7

Ionised Ca++ mg/dL 1.0/1.1/1.2

CO2 meq/L 23.4/25.3/27.3

Albumin g/dL 2.7/3.0/3.3

Hb g/dL 9.2/10.2/11.2

pH – 7.3/7.4/7.4

BE meq/L − 2.0/0.2/2.5

HCO3 meq/L 22.6/24.4/26.1

FiO2 fraction 0.4/0.5/0.5

Glucose mg/dL 108.2/134.1/167.1

BUN mg/dL 19.9/25.4/31.9

Creatinine mg/dL 0.9/1.1/1.4

Mg++ mg/dL 1.8/2.0/2.3

SGOT u/L 31.5/50.8/89.0

SGPT u/L 26.2/40.0/65.7

Total Bili mg/dL 0.6/1.2/2.3

WBC E9/L 8.0/10.6/13.9

Platelets E9/L 142.0/184.4/239.4

PaO2 mmHg 84.2/109.1/139.6

PaCO2 mmHg 34.9/ 39.3/ 45.0

Lactate mmol/L 1.4/1.8/2.4

Input Total mL 1887.8/4867.5/11155.8

Input 4H mL 13.8/58.7/229.0

Max Vaso mcg/kg/min 7.9E-06/ 0.0/0.0

Output Total mL 585.5/2505.5/6733.7

Output 4H mL 44.7/159.3/361.7

Gender 0=male, 1=female 0/0/1

Readmission – 0/0/1

Mech – 0/0/1

GCS – 10/14/15

SpO2 % 2/ 5/ 7

Temperature Celcius 2/5/8

PTT s 3/5/8

PT s 2/5/8

INR – 2/5/7

IDs – 540.8/ 1081.5/1622.3

Timepoints – 4.8/9.5/14.3

Table 2  Parameter range summary in acute hypotension 
datasets

Name Unit (25th/50th/75th percentile)

MAP mmHg 59.3/65.3/71.2

Diastolic BP mmHg 48.4/54.3/60.3

Systolic BP mmHg 104.2/113.2/121.6

Urine mL 68.9/106.2/164.2

ALT IU/L 24.6/32.6/46.1

AST IU/L 35.8/46.8/67.8

PaO2 mmHg 91.3/103.0/114.7

Lactate mmol/L 1.3/1.5/1.8

Serum Creatinine mg/dL 0.8/1.1/1.6

Fluid Boluses mL 0/0/0

Vasopressors mcg/kg/min 0/0/0

FiO2 fraction 0.5/0.5/0.5

GCS – 11/15/15

Urine (M) – 0/0/1

ALT/AST (M) – 0/0/0

FiO2 (M) – 0/0/0

GCS (M) – 0/0/0

PaO2 (M) – 0/0/0

Lactic Acid (M) – 0/0/0

Serum Creatinine (M) – 0/0/0

IDs – 977/1954/2932

Timepoints – 11.8/23.5/35.3
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time series data and has a strong ability to process his-
torical information of patients.

To evaluate the effectiveness of EAPR, our use 4 
evaluation metrics: F1-score, accuracy, precision, and 
recall. These four metrics are used to evaluate the per-
formance of our model and the baseline models on 
the disease prediction tasks. The evaluation results 
are shown below. To better reflect the effectiveness of 
the patient representation our model learned, we also 
choose four other baseline models [34], [35], [36], [37] 
to validate EHR representation learning.

Implementation details
The basic network for patient representation learning 
in Section III-D is based on a pre-trained Resnet50, 
the projection and prediction layers of the network are 
multilayer perceptrons, and the linear layers and com-
mon activation functions are used to construct them. 
The EHR data is transformed into an image because 
adjacent rows’ numbers in the EHR data matrix have 
correlations due to timepoint and this is similar to 
image. When learning the general patient represen-
tation, the network is trained with a learning rate of 
3e-4. Since our model and all baseline models are 
based on supervised learning in disease prediction, the 
same training sets were used in the training phase of 
all models and the same testing sets were used in test-
ing phase. Specifically, in each disease prediction task, 
the corresponding datasets were randomly divided 
into 70% as the training sets, with the remaining being 
the testing sets.

Comparisons on the sepsis dataset
This work compares and analyzes the performance of 
our model and the baseline models on the sepsis predic-
tion task. The experimental results are shown in  Table 4. 
According to the results, the decision tree(DT) performs 
well on the recall rate(around 93.6% ), but the other per-
formance is poor. The BiLSTM and SVM perform well 
on other performance than the recall rate. For example, 
the BiLSTM has 96.0% on the F1-score and 97.3% on the 
accuracy, which is better than others. The performance of 
our model surpasses all the baseline models, with 97.7% , 
98.3% , 99.7% , 95.7% on F1-score, accuracy, precision and 
recall respectively. From the analysis results, in the pro-
cess of constructing the DT, it made decisions by select-
ing the best features. However, its expression ability is 
poor, resulting in the inability to fit complex patient data 
information. The results of SVM show that the model 
finds the key data very accurately, but the performance 
is also limited by its expressive ability. BiLSTM benefits 
from its memory of the patient’s past information, but 
the recall rate is not high.

Analyzing our model, due to data augmentation, EAPR 
not only captures the temporal relationship of patient 
data well but also achieves much better prediction 
recall(around 95.7% ) than all baseline models through the 
encoded high-dimensional patient representation vector. 
This also verifies that the learned general patient repre-
sentation contains a lot of valid and rich patient informa-
tion, which enables the model to perform well on the task 
of predicting sepsis patients.

Comparisons on the acute hypotension dataset
This section compares and analyzes the performance of 
our model and the baseline models on the acute hypoten-
sion prediction task. The experimental results are shown 
in  Table 5. Looking at the results, the RNN has a good 
recall rate(around 96.2% ), but does not perform well on 
other metrics like 88.9% on the precision. Although the 
recall rate of CNN(around 95.2% ) is not as high as that 
of RNN, other performance is the best, especially on the 

Table 3  Parameter summary in cancer datasets

Phenotype

Advanced Cancer

Advanced Heart Disease

Advanced Lung Disease

Alcohol Abuse

Chronic Neurological Dystrophies

Chronic Pain Fibromyalgia

Dementia

Depression

Developmental Delay

Non Adherence

None

Obesity

Other Substance Abuse

Schizophrenia and other Psychiatric Disorders

Unsure

Table 4  Comparison results on sepsis prediction task

The bold represents the performance of our method/model (EAPR)

Sepsis F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

SVM 96.2 97.3 99.6 93.0

DT 92.4 94.5 91.2 93.6

CNN 95.7 97.1 99.6 92.1

GRU​ 95.8 97.2 99.6 92.3

RNN 95.9 97.3 99.6 92.5

BiLSTM 96.0 97.3 99.5 92.7

EAPR 97.7 98.3 99.7 95.7
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precision(99.7% ). Our model also has better performance 
than the baseline models like 98.1% on the F1-score. 
From the analysis results, compared with CNN, RNN 
can have a good recall rate because it can handle the time 
series relationship in patient data. However, RNN may 
not perform well on other metrics due to the difficulty of 
obtaining remote patient data information. When CNN 
processes patient data, through step-by-step convolu-
tion, it can finally see the complete data of the patient, 
so it can achieve good performance on multiple indica-
tors, but unfortunately, the recall rate(around 95.2% ) is 
not high, which may be limited due to its small number 
of parameters and it is not enough to describe all patient 
characteristics.

Since EAPR uses the patient representation encod-
ing a large amount of patient historical information 
after representation learning, so the model can see the 
temporal relationship of patient data. Furthermore, our 
patient representations are more dimensional and there-
fore more conducive to depicting complex relationships 
between patient data, ultimately yielding results that are 
higher than the highest recall in the baseline models. This 
still validates the effectiveness of general patient repre-
sentations on medical tasks.

Comparisons on the cancer dataset
In this section, the work compares and analyzes the per-
formance of our model and the baseline models on the 
cancer prediction task. The experimental results are 
shown in   Table  6. Looking at   Table  6, the DT has the 
highest precision(around 92.8% ), but other indicators are 
not high. The precision of GRU(around 92.8% ) is close to 
the DT, but its other indicators except recall are the high-
est like 96.1% on the F1-score. Our model outperforms all 
baseline models on most metrics like 92.9% on the accu-
racy. Analyzing the results, the recall rate(around 90.8% ) 
of the DT is low, but the precision is higher than all the 
baseline models, and this work attributes this result to 
the feature dimension of the dataset. Because the feature 

dimension of this data set is very small compared with 
the previous data set, this leads to the DT may not be able 
to identify the best classification method when selecting 
features for decision-making. Therefore, although the 
precision is high, the recall rate is very low. The average 
performance of GRU is so good, mainly due to its abil-
ity to remember the historical data of patients. GRU can 
predict cancer well by capturing the time series relation-
ship of patient data. The reason why its performance is 
not as good as our model is that our model is more able 
to fully mine and fit the time series relationship existing 
in the patient data, and mine the important features of 
the prediction due to the comparison learning between 
the main network and the auxiliary network when the 
patient representation is learned.

Comparisons on EHR representation learning
This section compares and analyzes the performance of 
our model and the four baseline models on the three dis-
eases prediction task. The experimental results are shown 
in   Table  7,   Tables  8 and 9. Looking at the results, the 
first baseline model generally has lower four indicators 
on the three prediction tasks compared to other models, 
and the remaining three baseline models have relatively 
good performance in all four indicators of three tasks. 
However, the performance of our model surpasses all the 
baseline models on all prediction tasks. From the analysis 
results, [34](ES) embeds medical codes and temporal fea-
tures of patients, and then uses GRU to learn patient rep-
resentations. However, there is currently no medical code 
in our data, which results in the representations learned 
by this method not performing well in disease prediction. 
Compared to this, the advantage of EAPR is reflected. 
Even if there is a lack of medical code information, it can 
still compensate for the negative impact of data scar-
city through its own data augmentation. Whether it is 
the  [35] (EZ) that requires two-stage learning of patient 
representation, the  [36] (J-S) based on Word2Vec, or 
the [37] (YW) based on nonnegative matrix factorization, 
all have learned meaningful patient representation that 

Table 5  Comparison results on acute hypotension predic-
tion task

The bold represents the performance of our method/model (EAPR)

AH F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

SVM 97.2 96.7 99.6 94.9

DT 95.5 94.4 95.2 95.8

CNN 97.4 96.8 99.7 95.2

GRU​ 92.8 90.6 89.9 95.9

RNN 92.4 90.1 88.9 96.2

BiLSTM 97.4 96.7 99.4 95.5

EAPR 98.1 97.7 99.7 96.5

Table 6  Comparison results on cancer prediction task

The bold represents the performance of our method/model (EAPR)

Cancer F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

SVM 96.0 92.5 92.5 99.8

DT 91.8 85.1 92.8 90.8

CNN 95.8 92.1 92.1 99.8

GRU​ 96.1 92.8 92.8 99.6

RNN 95.9 92.3 92.3 99.8

BiLSTM 95.8 92.1 92.1 99.8

EAPR 96.3 92.9 93.1 99.8
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can perform well in all disease prediction tasks, which 
also validates the achievements of these three works. 
Compared to the  [35] (EZ), EAPR demonstrates higher 
efficiency as it does not require a two-stage complex 
process, and can only learn data augmented to acquire 
patient representations. And compared to Word2Vec and 
nonnegative matrix factorization, EAPR also shows the 
advantages of combining our data augmentation and our 
proposed patient representation learning.

From the analysis of our model, after EAPR introduces 
a certain degree of randomness through data augmen-
tation, the network structure of patient representation 
learning can better extract the patterns existing in the 
original EHR data. Then our model can code more effec-
tive patient information. Finally, the representation learnt 
also reflects its own effectiveness and generalization in 
our disease prediction tasks.

Explanation and analysis
To verify the explainability of the proposed method, we 
analyzed the explainability of the method on the sepsis 

dataset and acute hypotension dataset. The results of 
top10 are displayed in Figs. 3 and 4. The parameter rel-
evance can be normalized to a range between 0 and 1.The 
paper presents the explanation results for sepsis predic-
tion in Fig. 3. From the observation results, longitudinally, 
the WBC characteristic, Creatinine characteristic, and 
BE characteristic of patients had the greatest influence on 
the model prediction of sepsis, and PaO2 and other char-
acteristics had a greater influence. Horizontally, when 
the prediction time is closer, important features such as 
WBC affect the prediction of sepsis to a greater extent, 
which reflects the correlation between parameters and 
time. Analyzing the results, the explanation can describe 
in the horizontal direction that the degree to which the 
feature affects the prediction result varies with the dis-
tance from the prediction time point. In addition, our 
explainable method is for all features at all time points, 
and the factors considered are comprehensive enough, so 
that the importance of all features affecting the predic-
tion results can be analyzed longitudinally.

The explanation results for acute hypotension predic-
tion are presented in Fig. 4. Observing the results, AST 
and FiO2(M) had a great influence on the prediction of 
the disease, and characteristics such as PaO2 and ALT/
AST(M) had a less greater influence. The correlation 
between features and time can be observed from this 
figure. As time goes by, the influence of features tends to 
increase. Analyzing the results, due to the computational 
characteristics of our explainable means, after the predic-
tion task, the degree of influence of all the features on the 
prediction results can be given. Moreover, through visu-
alization, our explainable approach can provide clinicians 
with an intuitive explanation and a reference for physi-
cians, that is, which features are more important and 
which are less sensitive to the patient’s disease, and how 
these features affect the disease changing over time.

Ablation study
This section validates the significance of important 
structures in the model by eliminating them. The exper-
imental results depicted in  Fig. 5 demonstrate that the 
performance of EAPR on the three disease prediction 
tasks noticeably deteriorated after excluding the data 
enhancement module, predictor and deactivating the 
pre-trained Resnet. The reason behind this decline lies 
that the acquired generalized patient representations 
fail to encode comprehensive patient information in the 
absence of data augmentation, ultimately resulting in a 
considerable performance drop. Additionally, eliminat-
ing the second MLP from the main network deprives 
the network of an opportunity to reintegrate the pre-
viously extracted features, consequently diminishing 
the performance of the disease prediction tasks. Not 

Table 7  EHR representation learning for predicting sepsis

The bold represents the performance of our method/model (EAPR)

Sepsis F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

ES 56.6 74.7 69.5 47.8

EZ 95.1 96.7 99.5 91.1

J-S 96.6 97.7 99.7 93.7

YW 95.7 97.1 98.8 92.8

EAPR 97.7 98.3 99.7 95.7

Table 8  EHR representation learning for predicting AH

The bold represents the performance of our method/model (EAPR)

AH F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

ES 82.4 76.1 76.2 89.7

EZ 97.8 97.3 99.5 96.1

J-S 97.5 97.0 99.6 95.6

YW 97.5 96.9 99.1 95.8

EAPR 98.1 97.7 99.7 96.5

Table 9  EHR representation learning for predicting cancer

The bold represents the performance of our method/model (EAPR)

Cancer F1-score ( %) Accuracy ( %) Precision ( %) Recall ( %)

ES 95.6 91.5 91.7 99.8

EZ 95.9 92.2 92.4 99.8

J-S 95.6 91.5 92.2 99.2

YW 95.8 91.9 92.9 98.8

EAPR 96.3 92.9 93.1 99.8
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employing a pre-trained Resnet renders it challenging 
for our patient representation learning to converge, 
thereby preventing the acquisition of valuable patient 
representations. This point can validate a fact that it is 
pre-trained somehow useful. Therefore, our model can 
solely produce optimal results when all three compo-
nents are incorporated.

Case study
In this section, we applied EAPR to a specific real-world 
example to demonstrate the effectiveness of the model. 
We randomly selected a person on the testing sets of 
sepsis data to predict the sepsis and obtain correspond-
ing explanation results showed in (a) of  Fig. 6. Without 
knowing whether the person will suffer from sepsis, we 

Fig. 3  Explanation of prediction results of sepsis

Fig. 4  Explanation of prediction results of acute hypotension
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can calculate the person’s representations through EAPR 
to obtain the probability of developing the disease. And 
we can also know which of the person’s original represen-
tations have the greatest impact on suffering from sepsis. 
As showed in (a) of  Fig. 6, Ca++ may have the greatest 
impact on suffering from sepsis for the person.

To reflect how different explanations could be when 
we use different disease prediction model, we randomly 
selected a patient(mentioned above) on the testing sets of 
sepsis data to predict the sepsis and obtain corresponding 

explanation results. Experimental results in  Fig. 6 show 
that the three most significant influencing factors on sep-
sis prediction in this patient are Ionized Ca++, RR, and 
K+, with only the third largest influencing factor being 
different from GRU’s results. CNN’s results show that 
the three most significant influencing factors are Ionized 
Ca++, PaCO2, and RR. And regarding the three most 
influential factors, BiLSTM’s results are very close to the 
results of GRU. Overall, the explanation results of these 
three selected baseline models clearly do not perform as 

Fig. 5  Ablations of EAPR with performance results
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well as our method in the influential factors having rela-
tively lower ranking, as results reflect a greater degree of 
impact at a longer time point, which goes against com-
mon sense. From the analysis, firstly, due to the fact that 
this comparison only involves one patient, the accuracy 
of explanation results may not be as high as when test-
ing more patients. Secondly because of the similarity in 
structure between BiLSTM and GRU, their explanation 
results also exhibit some similarity. Most importantly, 
due to the best performance of our model in predict-
ing sepsis, it has also led to a more accurate explanation 
results.

Conclusions
This study introduces a novel and general patient rep-
resentation learning model designed to learn generic 
patient representations for disease prediction. Specifi-
cally, the proposed approach employs data augmentation 
based on confidence interval control to perform repre-
sentation learning and obtain comprehensive patient rep-
resentations. To enhance interpretability, we introduce 
a two-stage gradient backhaul explanation method to 
explain the disease prediction results using these patient 

representations. Experimental results on benchmark 
datasets reveals that EAPR outperforms many advanced 
models in disease prediction while ensuring highly 
explainable results. These findings suggest promising 
applications of our model in clinical practice.
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