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Abstract 

Purpose:: Approximately 1% of the world population is currently suffering from epilepsy. Successful seizure predic-
tion is necessary for those patients. Influenced by neurons in their own and surrounding locations, the electroenceph-
alogram (EEG) signals collected by scalp electrodes carry information of spatiotemporal interactions. Therefore, it is a 
great challenge to exploit the spatiotemporal information of EEG signals fully.

Methods:: In this paper, a new seizure prediction model called Gatformer is proposed by fusing the graph attention 
network (GAT) and the Transformer. The temporal and spatial attention are combined to extract EEG information from 
the perspective of spatiotemporal interactions. The model aims to explore the temporal dependence of single-chan-
nel EEG signals and the spatial correlations among multi-channel EEG signals. It can automatically identify the most 
noteworthy interaction in brain regions and achieve accurate seizure prediction.

Results:: Compared with the baseline models, the performance of our model is significantly improved. The false 
prediction rate (FPR) on the private dataset is 0.0064/h. The average accuracy, specificity and sensitivity are 98.25%, 
99.36% and 97.65%.

Conclusion:: The proposed model is comparable to the state of the arts. Experiments on different datasets show that 
it has good robustness and generalization performance. The high sensitivity and low FPR prove that this model has 
great potential to realize clinical assistance for diagnosis and treatment.
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Introduction
The local neurons in the brain discharge abnormally dur-
ing epileptic seizures. There is a transient disturbance in 
the system function, which is manifested as limb con-
vulsions, violent clonus or loss of consciousness [1]. 
The suddenness and intermittent recurrence of seizures, 
which do not distinguish between time and place, limit 
the daily work and life of patients and place a heavy bur-
den on them. Persistent seizures may cause permanent 
damage to patients with mental impairment, decreased 
intelligence and even death [2]. Therefore, the timely sei-
zure prediction and intervention are of great importance 

for those patients who cannot be cured by drugs and 
surgery.

Researchers typically use two different methods to 
achieve seizure predictions. One is based on the thresh-
old analysis of the trend of EEG changes during seizures 
[3–5]. Once the characteristic value of a certain metric 
exceeds the threshold, the system is activated and an alert 
will sound immediately. The other is to train a classifier 
to achieve the classification of two EEG states according 
to the difference between preictal and interictal periods 
[6–9]. Therefore, the selection and the design of a classi-
fier with high sensitivity and low FPR will determine the 
accuracy of the constructed model [10]. Threshold-based 
methods are highly interpretable, but their generalization 
abilities are weak. And the handcrafted low-dimensional 
features are difficult to work for all patients. Epilepsy is 
highly patient-specific, so such methods are susceptible 
to the threshold fluctuations, which can lead to a high 
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FPR. Due to the development of the machine learn-
ing and the deep learning theories, classification-based 
methods are more commonly used in seizure prediction 
studies.

In the researches based on machine learning methods, 
scholars usually focus on the extraction and study of fea-
tures in the time domain, frequency domain, time–fre-
quency domain and nonlinear dynamics [11–14]. The 
rules learned from different features are crucial for the 
performance of the machine learning models. And the 
computational complexity will increase as the data scales 
up [15, 16]. The purpose of the deep learning approach 
is to select and construct an end-to-end classifier that 
enables automatic classification of preictal and interictal 
EEG signals. This method can automatically extract fea-
ture information for different data, thus eliminating the 
step of manually extracting features.

Wei et  al. [17] established a deep learning model for 
seizure prediction based on the long-term recurrent con-
volutional network (LRCN), which was able to predict 
seizures 21 min in advance. Usman et  al. [18] used the 
convolutional neural networks (CNN) with the support 
of vector machines to classify EEG signals in the CHB-
MIT dataset with a sensitivity of 92.7%. Daoud and Bay-
oumi [19] used a fusion model of the deep CNN (DCNN) 
and the bi-directional long short-term memory (BiL-
STM) to select the optimal EEG channels for the seizure 
prediction tasks. Jana and Mukherjee [20] used the CNN 
and Zhao et  al. [21] improved the convolutional ker-
nel of CNN, both of them obtained good performance. 
Although the above studies were able to substantially 
improve the seizure prediction performance of the mod-
els, most of these studies focused on the performance of 
the algorithms. They did not analyze the models from the 
perspective of EEG signals and were unable to integrate 
the models with the complex features of EEGs.

The generation of EEG is the result of the establish-
ment of communication relationships between multi-
ple regions of the human brain. The rich information it 
contains about the spatial activity of the brain is yet to 
be explored. At the same time, EEG has a high tempo-
ral resolution, as evidenced by the rapid and disordered 
waveform changes observed within a relatively short sei-
zure duration. Traditional neural networks usually focus 
on the information of local neighborhoods, ignoring the 
long-distance dependence of EEGs. Therefore, it is not 
conducive to the extraction of spatiotemporal informa-
tion of EEGs. How to extract the key information carried 
by EEG recordings more accurately and efficiently has 
become compelling methods for scholars.

By mimicking the network structure of human atten-
tion, the attention mechanism is able to focus on the 
critical information and assign weights to each input 

feature. Many studies have combined the attention 
mechanism from different perspectives with the tradi-
tional models and applied it to the prediction of epilep-
tic seizure. Jiang et  al. [22] designed a time-attention 
based simulation module. They used it to extract the 
temporal information of the intracranial EEG (iEEG) 
fragments that were converted into images. All infor-
mation was then fed into a pre-trained residual network 
(ResNet) to achieve the classification of preictal and 
interictal periods. Sun et al. [23] constructed a channel 
attention module to improve the CNN, Ma et  al. [24] 
introduced the channel attention and spatial attention 
into the batch normalization long short-term memory 
(BNLSTM) model, and Yang et  al. [25] combined a 
spectral and channel attention module with ResNet. All 
of them achieved successful seizure predictions on dif-
ferent datasets.

The EEG signals can be considered as the graph-struc-
tured data in non-Euclidean space. The analysis of EEG 
signals on the graph domain enables the efficient use of 
structural features embedded between nodes. It is also 
able to provide an adequate representation of the rela-
tionships between the different channels. Therefore, 
some researchers used the graph convolution neural net-
work (GCN) to extract the spatial information of EEG 
signals [26–28]. Veličković et al. [29] constructed a new 
network GAT using an attention mechanism instead 
of the normalized convolution operation of GCN. This 
improvement allows the model to get rid of the depend-
ence of the GCN on Laplacian matrix and enables auto-
matic capture of key information on arbitrary graphs. 
Different studies have demonstrated that the application 
of GAT to EEG analysis is an effective option [30–32]. 
Zhao et  al. [33] learned the spatial connectivity of the 
brain based on the optimized GAT model. The sensitivity 
of the model on CHB-MIT reached 98.33%.

The epileptic EEG signal is a typical time-series data 
with interrelated time periods. Recurrent neural net-
works (RNN) can handle temporal data by fully consid-
ering the input of the previous moment and applying it 
to the current output information. However, this inher-
ent sequential nature makes it impossible to compute 
the model in parallel during training, reducing opera-
tional efficiency. In 2017, Vaswani et al. [34] proposed 
the Transformer model, which uses the self-attention 
mechanism to allow modeling of dependencies. This 
model can realize parallel computing and improve the 
efficiency and accuracy of task processing. Therefore, 
once the Transformer-based framework was proposed, 
it obtained state-of-the-art results in several areas 
[35–38]. Bhattacharya et  al. [39] extracted time and 
frequency domain features to achieve more accurate 
seizure prediction using the Transformer. Hu et al. [40] 
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also demonstrated the great potential of Transformer in 
seizure prediction applications by using a hybrid Trans-
former model.

Relying on the self-attention mechanism in the 
model, GAT and Transformer can capture the spa-
tial and temporal dependence of EEG signals better. 
Considering the above research status, we fuse GAT 
and Transformer to construct a new model named 
Gatformer, which is able to focus on both temporal 
sequence and spatial correlation of EEG signals and 
jointly extract complex information of EEGs. Our main 
research work is as follows:

1. Based on the attention to the time and space of 
EEGs, we have developed a novel seizure prediction 
framework Gatformer and used the k of n post-process-
ing technique to decrease false predictions.

2. The Gatformer uses the attention mechanism 
to capture the complex information carried by EEG 
recordings from different perspectives to improve the 
interpretation of the model. The attention mechanism 
in the GAT module is used to model the interaction 
between EEG signals, and the attention mechanism in 
the Transformer enables the simultaneous extraction of 
temporal information from multiple channels of EEG 
recordings.

3. Experiments are carried out on both the private 
dataset and the CHB-MIT dataset, which can achieve 
seizure prediction with a high sensitivity and a low FPR. 
The results on the CHB-MIT dataset are close to or bet-
ter than the current optimal methods, demonstrating the 
effectiveness of our model.

The rest of this paper is organized as follows. Section 2 
describes the architecture of the proposed Gatformer 
algorithm, and Sect.  3 formulates the dataset and the 

experimental results. The discussions are given in Sect. 4, 
and Sect. 5 draws conclusions.

Methods
In this section, we discuss the theoretical knowledge 
involved in the proposed model in detail. The basic archi-
tecture of the model have been introduced in Sect.  2.1. 
In the next part, the GAT and Transformer are discussed 
separately. We mainly focus on the attention mechanism 
of the two models and make a detailed introduction.

Overall architecture
As shown in Fig.  1, the EEG signals contain the spatial 
features of the interaction between multi-channel elec-
trodes and the signal fluctuation information of single-
channel electrode over time. By extracting the spatial 
correlation and temporal features of EEG signals, Gat-
former can determine the category to which EEG seg-
ments belong. The classification results are output in the 
end.

The raw EEG consists of T sequential EEG segments 
with feature dimension F. Each EEG fragment contains N 
electrode channels. During a seizure, the EEG signal of 
the nth electrode at moment t is constantly influenced by 
the surrounding electrodes, which can be expressed as a 
spatial interaction of EEG signals. To represent this inter-
action, we constructed an N ∗ N  adjacency matrix using 
Pearson coefficients to calculate the correlation between 
electrodes. When the Pearson coefficient between elec-
trodes is greater than a threshold, the value of the adja-
cency matrix is 1. Otherwise, it is 0. We input a segment 
of EEG of duration T into the model and learn spatial 
information via GAT. After processing and pooling by 
GAT layer, the vector dimension of EEG becomes (T , F ′).

Fig. 1 The framework of the proposed seizure prediction algorithm
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At time t, the signal of the nth electrode fluctuates on 
the basis of the electrode signal at t − 1 moment. It shows 
the time dependence of the EEG signal. We use Trans-
former to memorize the change of the signal in the time 
dimension and capture the backward and forward order 
relationship of the EEG sequence. The dimension of the 
data becomes 1 ∗ F ′ after the transformer layer. Finally, 
this vector is classified to obtain the recognition result.

Gatformer
The EEG signals are the result of information processing 
and transmission by neurons between various regions 
of the brain. During the transmission of information in 
the brain, different neurons interact with each other and 
different signal channels have different strengths. There-
fore, the EEG signals collected by the scalp contain a 
large amount of spatial information. The graph network 
is a collection of functions organized in the topological 
space [41]. It can reason about relationships based on the 
diagram structures. The basic idea is that the node itself 
and its neighbors determine the properties of this node. 
The GAT uses an attention mechanism to weigh the sum-
mation of neighboring node features and is able to assign 
different weights among different nodes. Therefore, it can 
learn the mapping relationships between different brain 
regions and seizure prediction.

In the temporal dimension, single-channel EEG data 
can be represented as a collection of amplitude magni-
tudes [42]. Many RNNs and related variants have been 
applied to learn the temporal dependencies of EEG data. 
The Transformer-based architectures are able to focus 
on the features associated with seizures by exploiting the 
self-attentive mechanism and the strong ability to learn 
long-term dependencies. In the following subsections, 
we will describe the GAT and Transformer separately in 
detail.

Spatial attention: GAT 
In this model, we use a 2-layer GAT block to process the 
spatial information of EEGs. We use the electrode chan-
nels of EEG recordings as the nodes of the graph. The 
Pearson correlation matrix is used to calculate the spatial 
correlation. The index size represents the closeness of the 
relationship between EEG channels, which completes the 
construction of the input graph.

Firstly, the node features H =

{−→
h1 ,

−→
h2 , . . . ,

−→
hN

}

 , 
−→
hi ∈ RF and the correlation matrix at moment t are input 
into the GAT network. N represents the number of elec-
trode channels and F is the feature dimension of each 
node. The self-attention mechanism of nodes determines 
the weight of neighboring node features in the feature 
update process. Here, we transform the dimensionality of 

the input features according to a learnable weight matrix 
W ∈ RF ′×F , where F ′ denotes the dimension of the out-
put node. The weight matrix is first Xavier initialized 
during the training of the model, and the optimal weight 
matrix is obtained by iterative training. Then, the influ-
ence degree of Node i on Node j is calculated by 

−→
hi  and 

−→
hj  .

where the feed forward neural network a(·) can concat-
enate the resultant vector to complete the mapping of 
features.

Afterward, we calculate the attention coefficients of all 
nodes for Node i and complete the normalization opera-
tion of attention weights using the softmax to get the final 
attention coefficients. The related formula is as follows.

where ‖ is the concatenation operator.
As a nonlinear activation function, LeakyReLU(·) can 

enhance the generalization ability of the model. Finally, 
the multi-head attention mechanism [34] is used to learn 
the attention weights of node features to enhance the 
learning ability of the model. After being processed by 
the GAT attention layer, the characteristic of Node i can 
be expressed as Eq. 3.

We introduce the residual connection to sum the pro-
cessed data. The final output of the GAT module is 
denoted by XG.

Temporal attention: Transformer
In 2017, Vaswani et  al. [34] proposed the Transformer 
model in “attention is all you need”, which enabled par-
allel processing tasks for long sequences, thus extending 
the speed and capacity of sequential deep learning mod-
els to unprecedented speeds. The Transformer follows 
the encoder–decoder architecture of the neural sequence 
transduction models. In this study, we use the Trans-
former encoder to process XG to capture the remote 
dependencies of EEG sequences.

As shown in Fig. 2, the encoder used in this paper con-
sists of a positional encoding layer and a stack of four iden-
tical encoder layers. Positional encoding modifies the value 

(1)eij = a
(

W
−→
hi ,W

−→
hj

)

,

(2)

aij =

exp

(

LeakyReLU

(

−→
a T

[

W
−→
hi �W

−→
hj
]

])

∑

k∈Ni
exp

(

LeakyReLU
(

−→
a T

[

W
−→
hi �W

−→
hk

])) ,

(3)
−→
h′i = σ
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�

k=1

�

j∈Ni

akijW
k−→hj



.
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of each embedding vector to represent its position in the 
EEG sequence. The sequence information is encoded using 
Eqs. 4 and 5 to produce an encoding array to maintain the 
temporal order.

where the dimension of the linear embedding XG 
exported from the GAT module is expressed as γ , x is the 
dimension of the features from 1 to γ , and pos denotes 
the position of the time series, i.e., from 1 to the length of 
the EEG series.

The input embedding layer can be directly sum up with 
the position coding at the element level to obtain a new 
embedding vector, X ′

G . There are two sub-layers in the 
encoder layer: the Multi-Head Attention layer and the Feed 
Forward layer. Each of them has a residual connection and 
layer normalization to accelerate the convergence of the 
network and avoid overfitting. In the Multi-Head Attention 
layer, the attention mechanism completes the linear map-
ping of X ′

G to generate the query Q, key K and value V. The 
calculations are as follows.

where WQ , WK  and WV  are the parameter matrices.
The feature weights of EEGs can be calculated using Q 

and K. The division by 
√

dk  prevents excessive dot product. 
dk is the dimension of V. Therefore, the output of the self-
attention head is:

(4)PE(pos,2x) = sin

(

pos

10
,
10, 0002x

γ

)

,

(5)PE(pos,2x+1) = cos

(

pos

10
,
10, 0002x

γ

)

.

(6)Q = X ′
G ∗ WQ,

(7)K = X ′
G ∗ WK ,

(8)V = X ′
G ∗ WV ,

The role of the softmax activation function is to perform 
normalization of the data. At the same time, it is able to 
increase the data gap and enhance the representational 
ability of attention mechanism. Finally, the multi-head 
attention mechanism maps Q, K and V with different 
linear relations and concatenates their attention with the 
function Concat(·) . In this study, we have used attention 
heads of h = 4.

In the Feed Forward layer, two linear transformations and 
a activation function ReLU are included.

The features generated by encoder are input to the Pool-
ing layer and the Linear layer for data dimensionality 
transformation, and the final classification results can 
be obtained. In the model training process, we use the 
cross entropy as the loss function to measure the differ-
ence between the actual labels and the predicted values. 
Besides, the Adam optimizer is employed in experiments.

Experiments and results
This section focuses on the dataset, details and results of 
the experiments. First of all, the private dataset used in 
the article and the rules of data selection are mentioned. 
In the next part, the evaluation metrics of the model and 
the implementation details are explained. The results on 
different baseline models are analyzed and compared in 
the end.

Dataset
The dataset used in this paper was obtained from the 
First Affiliated Hospital of Sun Yat-sen University, which 
contained EEG recordings of 20 electrode channels from 
13 patients (4 males and 9 females, aged 15–62 years). All 
EEG signals were collected using the international 10-20 
system and sampled at a rate of 500 samples/s, i.e. 500 
Hz. Table 1 shows the detailed dataset information.

To enhance the rigor and the experimental credibil-
ity of the article and to facilitate comparison with other 
similar studies, we also used the public dataset CHB-
MIT, which is one of the most widely used datasets in the 
task of assessing seizure prediction. It collected 198 EEG 
recordings from 22 patients (one of them had a re-meas-
urement after 1.5 years). All EEG data were sampled at 
a rate of 256 Hz using the International 10-20 EEG elec-
trode location and naming system. Since the patients in 

(9)

Head = Attention(Q,K, V) = softmax

(

QKT

√

dk

)

V .

(10)
MultiHead(Q,K, V) = Concat( head1, . . . , headh)W

0.

(11)FFN(x) = ReLU(0, xW1 + b1)W2 + b2.

Fig. 2 The architecture of the Transformer
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this dataset used different electrodes at the time of EEG 
acquisition, we selected 18 electrodes common to all 
patients for follow-up experiments: FP1–F7, F7–T7, T7–
P7, P7–O1, FP1–F3, F3–C3, C3–P3, P3–O1, FP2–F4, 
F4–C4, C4–P4, P4–O2, FP2–F8, F8–T8, T8–P8, P8–O2, 
FZ–CZ, CZ–PZ.

Data selection rules
This study is dedicated to processing the raw EEG data in 
order to preserve its information to the maximum extent. 
Therefore, we only performed data cleaning and screen-
ing to exclude the interference of erroneous data in the 
pre-processing stage. No manual feature extraction and 
other processing work were performed.

For seizure prediction tasks, it is first necessary to 
specify the seizure prediction horizon (SPH) and the sei-
zure occurrence period (SOP). A successful seizure pre-
diction should be that there is one seizure after the alarm. 
And this seizure is within the SOP and after the SPH. 
The SOP indicates the time during which the patient is 
likely to have a seizure. The SPH means the time interval 
between the start of the alarm and the start of SOP. The 
SPH is a buffer phase to alert the physician or the patient 
to take interventions, which should not be too short. And 
it should also not be too long. Otherwise, it is prone to 
constant mental tension in the patient.

We set a 30-min SOP and a 5-min SPH according to the 
definition of Maiwald et al. [43]. All the preictal EEG sig-
nals were selected according to this rule. If the require-
ments of the SPH and SOP were not satisfied, the data 
of this seizure was discarded. The final EEG data used in 
this paper are shown in Table 1.

We divided the dataset into two parts. One part of the 
data (patients 1–9) was the general dataset, which was 
used to train the seizure prediction model. The other 
part of the data (patients 10–13) was used as the general-
ized dataset to verify the generalization performance of 
the model. We used a sliding window of 1.5 s with 20% 
window overlap to augment the preictal data. In addition, 
if the interval between two seizures was more than 4 h, 
the intervening 30-min EEG signals were extracted as the 
interictal period for research.

Evaluation indicators
The performance of the proposed algorithm is measured 
by accuracy, specificity, sensitivity and FPR. Accuracy is 
the most common evaluation metric that assesses the 
global performance of the classification. By measuring 
the ability of the model to identify interictal data and 
preictal data, specificity and sensitivity are used to assess 
the accuracy of seizure prediction. The FPR occupies an 
important position in the task of seizure prediction. It 
indicates the proportion of interictal data incorrectly 
identified as preictal data, which is an indicator for cal-
culating the probability of misdiagnosis. The calculation 
formulas of the above indicators are as follows.

where TP is the true positive, representing the number 
of the preictal segments that the model correctly pre-
dicted. The FP is the false positive, which represents the 
wrong prediction of the positive category by the model, 
i.e., judging the interictal period as preictal. Similarly, the 
true negative, TN, is the number of interictal fragments 
correctly predicted by the model. The false negative, FN, 
means the number of interictal EEG recordings incor-
rectly classified by the model.

Implementation details
Taking the private dataset as the input, the architecture 
of proposed model is shown in Table 2. The model inputs 
a time series of 750 * 20 * 1, where 750 is the length of 
the time series, i.e., 1.5 s. 20 represents the number of 
EEG channels, and 1 means the feature dimension. We 

(12)Accuracy =
TP + TN

TP + FN + TN + FP
,

(13)Specificity =
TN

TN + FP
,

(14)Sensitivity =
TP

TP + FN
,

(15)FPR =
FP

TN + FP
,

Table 1 Characteristics of the private dataset

Patients Gender Age (years) Conscious-
ness

Monitor-
ing time 
(h)

Seizure 
number

1 Male 62 Wake–Sleep 24 8

2 Male 19 Wake–Sleep 24 4

3 Female 16 Wake–Sleep 24 7

4 Female 15 Wake–Sleep 24 3

5 Female 15 Wake–Sleep 24 4

6 Female 22 Wake–Sleep 48 7

7 Female 40 Wake–Sleep 24 5

8 Female 16 Wake–Sleep 24 5

9 Female 26 Wake–Sleep 24 6

10 Female 31 Wake–Sleep 24 8

11 Male 20 Wake–Sleep 24 5

12 Male 46 Wake–Sleep 24 4

13 Female 15 Wake–Sleep 24 6
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construct two 2-head GAT layers and aggregate them. 
After downscaling, they are used as the input to the 
Transformer layer. The Transformer layer captures the 
temporal information using positional encoding and 4 
encoder layers. The model is finally dimensionally trans-
formed to output a 1 * 1 classification result. We built our 
model based on the Pytorch 1.9.0. All experiments were 
done on the NVIDIA P6000. The hyperparameters of our 
model were as follows. The learning rate was set to 1e−3. 
The batch size was 256. And the dropout rate was 0.3. 
The cross entropy was used as the loss function.

Baseline models
To demonstrate the effective performance of the model, 
we selected the typical models as the baseline models 
for comparison. We mainly focused on the graph neural 
networks, temporal networks and spatiotemporal fusion 
neural networks to conduct experiments.

GAT: we ablated the Transformer layer in the Gat-
former model and built a 2-layer GAT model as a way 
to observe the effect of the model when only the spatial 
attention mechanism is available. The parameters of the 
model such as the number of attention heads are kept the 
same as the original Gatformer.

GCN: the GCN uses the Laplacian matrix to perform 
spectral decomposition of features. It aggregates infor-
mation from neighboring nodes to obtain channel infor-
mation of EEG signals. We constructed a 2-layer GCN 
model for comparison in this study.

Transformer: we ablated the GAT layer in the Gat-
former model and used a single Transformer to build a 
time-series-based seizure prediction model that captures 
the temporal attention of EEG signals.

LSTM: we used the LSTM model for comparison with 
the Transformer. It is a RNN with selective memory 
function. By updating the cell states at each moment, it 
can learn key information from historical time series and 
infer future trends of temporal fluctuations.

Gcnformer: we replaced the 2-layer GAT in the Gat-
former with a 2-layer GCN module. The purpose is to 
allow a good observation of the effect of removing the 
spatial attention mechanism on the model performance.

GatLSTM: we fused a 2-layer GAT with a LSTM to 
construct the spatiotemporal fusion model GatLSTM, 
which can also extract spatiotemporal information. Com-
pared with the original model, it pays less attention to the 
temporal correlation of EEG.

The hyperparameter settings of all the above baseline 
models are consistent with the Gatformer, i.e., learning 
rate is 1e−3, batch size is 256, and hidden units is 64.

Result analyses and comparisons
We compared our method with the baseline models 
using EEG recordings from the general dataset. We per-
formed experiments using the fivefold cross-validation 
and used the average performance as the performance of 
experiments. The results are shown in Table 3.

As graph neural networks, both GCN and GAT can 
aggregate information of surrounding nodes to the cen-
tral vertex and then learn the feature representation on 
the graph domain. In Table 3, GAT performs better in 
terms of accuracy, sensitivity and FPR. This is the fact 
that the GCN utilizes a fixed Laplacian matrix to treat 
each node equally, while the GAT uses attention coef-
ficients to calculate the feature weights. The graph of 

Table 2 The parameter of Gatformer on the private dataset

Activation means that each layer is followed by an activation function

Activation Input size Output size Heads

GAT GAT layer ReLU 750 * 20 * 1 750 * 20 * 64 2

GAT layer ReLU 750 * 20 * 64 750 * 20 * 64 2

Concatenate – 750 * 20 * 64 750 * 20 * 128 –

Pooling layer – 750 * 20 * 128 750 * 128 –

Positional encoding – 750 * 128 750 * 128 –

Encoder (x4) Input – 750 * 128 750 * 128 –

Multi-Head attention layer – 750 * 128 750 * 128 4

LayerNorm layer – 750 * 128 750 * 128 –

Feed Forward layer ReLU 750 * 128 750 * 512 –

Feed Forward layer – 750 * 512 750 * 128 –

LayerNorm layer – 750 * 128 750 * 128 –

Pooling layer – 750 * 128 1 * 128 –

LayerNorm layer – 1 * 128 1 * 128 –

Linear layer Sigmoid 1 * 128 1 * 1 –
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each convolution in GCN is identical, which is more 
dependent on the structure of the prior graph with 
greater limitations. The GAT introduces the attention 
mechanism to replace the static normalized convolu-
tion operation of GCN. It can assign different impor-
tance to the edges between nodes, thus helping the 
model to learn structural information better.

In the classification experiments of epileptic EEG data, 
extensive studies have been conducted using the LSTM 
and its improved models. By capturing the long-term and 
short-term dependencies of sequences through various 
gate operations, the LSTM is able to reduce the gradient 
disappearance and gradient explosion phenomenon. The 
Transformer uses positional embedding to understand 
the sequence order and performs computation based on 
the self-attentive mechanism. In this experiment, com-
pared with the LSTM, the accuracy and sensitivity of the 
Transformer are increased by 13% and 8.44%, which are 
quite good results.

We constructed the Gcnformer and GatLSTM by 
replacing different layers in the Gatformer. Each of these 
combined models can focus on the spatiotemporal cor-
relation of EEG signals in various degrees. The difference 
is that the Gatformer has a multilayer attention mecha-
nism. As a result, the correlation between the electrode 
nodes is significantly integrated into the model. As we 
can see from Table 3, the proposed model outperforms in 
various metrics. Meanwhile, it has better stability in the 
fivefold cross-validation experiments. Although the GAT 
had been well performed in seizure prediction tasks, the 
Gatformer provides a higher improvement in accuracy 
with an average value of 98.25%.

Discussion
In the previous section, we have given the results of 
the proposed model and the baseline models to dem-
onstrate the superior performance of the Gatformer. 
In the next section, we will analyze the model from 
different perspectives, such as stability, generalization 

and high-dimensional visualization to prove the com-
prehensive performance of the Gatformer. Meanwhile, 
to facilitate comparison with other similar studies, we 
have applied the present model to the public dataset 
CHB-MIT for experiments.

Exploration of model stability
If the system raises an alarm but no seizures occur in the 
SOP, it is called a false alarm. False alarms can be costly 
and lead to a waste of medical resources. Filtering the 
labels of EEG segments to refine the model output can 
reduce misdiagnosis at a lower cost. Researchers used 
different post-processing methods on models to reduce 
the FPR of seizure prediction [44–46].

We used the k of n [47] method to smooth the output 
of the proposed model. When at least k of the n EEG seg-
ments are in preictal states, an alarm is sounded to alert 
the patient of an impending seizure. In this paper, we 
set k = 25 and n = 50 . To be specific, out of a group of 
75 s of EEG recordings, at least 37.5 s of EEG segments 
are classified as preictal before this group is classified as 
preictal. Conversely, the group is considered to be nor-
mal EEG signals of the interictal period. The results pro-
cessed by this strategy are shown in Fig. 3. As we can see, 
the raw output results produces a lot of false positive jit-
ter. After the results are processed by the voting mecha-
nism, the false positives are significantly reduced and the 
results are closer to the ground truth.

Analysis of generalization performance
To validate the generalization performance of the model, 
we performed experiments on the generalized dataset 
using the model trained from the general dataset. All 
the results are reported in Table  4. It can be seen that 
the sensitivity and accuracy are higher than 90% for all 
patients, and the zero FPR is achieved on two patients, 
in particular. In fact, the experimental results may not 
be optimal because the training dataset and the testing 
dataset are from different patients. However, the excel-
lent results demonstrated that the Gatformer has good 

Table 3 Comparison of the results on the general dataset using different algorithms

Bold indicates the best results

Accuracy (%) Specificity (%) Sensitivity (%) FPR (/h)

GCN 65.87 ± 3.46 86.68 ± 4.29 76.86 ± 3.78 0.1332 ± 0.0429

GAT 95.75 ± 1.25 96.82 ± 0.88 98.83 ± 1.02 0.0318 ± 0.0088

LSTM 72.82 ± 2.36 81.47 ± 3.85 85.61 ± 3.29 0.1853 ± 0.0385

Transformer 85.82 ± 3.45 90.98 ± 1.31 94.05 ± 2.34 0.0902 ± 0.0131

Gcnformer 87.49 ± 1.28 84.37 ± 0.98 85.88 ± 1.05 0.1563 ± 0.9800

GatLSTM 88.72 ± 1.35 90.65 ± 1.19 91.36 ± 0.78 0.0935 ± 1.1900

Gatformer 98.25 ± 0.25 99.36 ± 0.16 97.65 ± 0.42 0.0064 ± 0.0016
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generalization ability and can provide a reliable seizure 
prediction.

Comparison with existing studies
In addition to the comparison with the baseline mod-
els, we conducted experiments on the public dataset 
CHB-MIT and compared our results with other similar 
seizure prediction algorithms reported in the recent lit-
eratures. We extracted the EEG data from the CHB-MIT 
dataset according to the rules mentioned in Sect.  3.2. 

Fig. 3 Example of vote based smoothing (Top: ground truth; Middle: model output; Bottom: smoothed result)

Table 4 Results of the proposed algorithm on the general 
and the generalized datasets

Patient Accuracy (%) Specificity 
(%)

Sensitivity 
(%)

FPR (/h)

General 
dataset

98.25 99.36 97.65 0.0064

10 94.55 100.00 95.84 0.0000

11 90.76 96.58 91.28 0.0342

12 93.78 97.94 94.66 0.0206

13 95.28 100.00 95.68 0.0000

Table 5 Comparison with researches in the same category

Bold indicates the results obtained by our proposed strategy

Authors Methods Channel number Accuracy (%) Sensitivity (%) FPR (/h)

Zhang et al. [44] CNN 23 90.00 92.00 0.1200

Tang et al. [48] Mv-CGRN 24 – 94.50 0.1180

Abdelhameed and Bayoumi [49] SCVAE 12 – 94.45 0.0600

Singh and Malhotra [50] CNN 24 97.40 98.00 0.0270

Dissanayake et al. [51] GDL 23 95.38 94.47 –

This study Gatformer 23 98.34 98.49 0.0108
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The 66 seizures recorded from 23 patients were used in 
this experiment. The results are displayed in Table 5. It is 
worth noting that different data selections may affect the 
experimental results. However, with regard to different 
performance measures, our proposed method is gener-
ally comparable to advanced models.

Analysis of feature visualization
To compare the feature extraction capabilities of dif-
ferent models, we visualized the classification results 
using the t-SNE [52]. Figure 4 provides a visual repre-
sentation of the separation degree of Gcnformer, GatL-
STM and Gatformer for interictal and preictal EEG 
data. Orange represents preictal EEGs and blue denotes 
interictal samples. All these three models are able to 
process EEG information in terms of temporal and 
spatial correlation. The GAT and Transformer layers 
of Gatformer are able to capture global EEG features 
using dual attention mechanisms in temporal and spa-
tial terms, thus showing better separation effects. It can 
be seen that the present model enables a clear separa-
tion of the two types of EEG data, revealing its feasibil-
ity for seizure prediction.

Conclusion
The scalp EEG signals contain rich temporal and spa-
tial information. In this paper, we explored these infor-
mation and designed a seizure prediction model using 
the dual attention mechanism. The Pearson adjacency 
matrix and EEG signals were input into the GAT mod-
ule to understand the correlation between multi-chan-
nel electrodes. The attention mechanism was used to 
sufficiently focus on the neighbor nodes and capture 
the spatial relationship of EEGs. Further processing 
was later performed using Transformer to focus on 
the attention allocation of input signals at different 
moments. Extensive experiments on different datasets 
showed the superior performance of the present model 
in all aspects. The sensitivity of 97.65% and the FPR of 
0.0064/h demonstrated the feasibility of the Gatformer 

in seizure prediction. The present study provides an 
effective choice for the clinical practice of seizure 
prediction.

Although the attention mechanism in our model 
is able to automatically learn key information in EEG 
and grasp the spatiotemporal features carried by EEG 
information, the model still has certain limitations that 
make it difficult to fully understand the classification 
mechanism of the model. In future research, the intro-
duction of interpretable learning methods will be con-
sidered for further exploration to meet the demand of 
clinical requirements for interpretability.
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