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Abstract 

Myocarditis is cardiac damage caused by a viral infection. Its result often leads to a variety of arrhythmias. However, 
rapid and reliable identification of myocarditis has a great impact on early diagnosis, expedited treatment, and 
improved patient survival rates. Therefore, a novel strategy for the autonomous detection of myocarditis is suggested 
in this work. First, the improved quantum genetic algorithm (IQGA) is proposed to extract the optimal features of 
ECG beat and heart rate variability (HRV) from raw ECG signals. Second, the backpropagation neural network (BPNN) 
is optimized using the adaptive differential evolution (ADE) algorithm to classify various ECG signal types with high 
accuracy. This study examines analogies among five different ECG signal types: normal, abnormal, myocarditis, 
myocardial infarction (MI), and prior myocardial infarction (PMI). Additionally, the study uses binary and multiclass clas-
sification to group myocarditis with other cardiovascular disorders in order to assess how well the algorithm performs 
in categorization. The experimental results demonstrate that the combination of IQGA and ADE-BPNN can effectively 
increase the precision and accuracy of myocarditis autonomous diagnosis. In addition, HRV assesses the method’s 
robustness, and the classification tool can detect viruses in myocarditis patients one week before symptoms worsen. 
The model can be utilized in intensive care units or wearable monitoring devices and has strong performance in the 
detection of myocarditis.

Keywords:  Electrocardiogram, Quantum genetic algorithm, Feature classification, Back propagation neural network, 
Myocarditis detection

Introduction
Research background
Myocarditis is a viral infection that mostly damages the 
myocardium, which can result in an irregular heartbeat 
[1]. For instance, patients with COVID-19 had nearly 18 
times more risk of myocarditis when compared to indi-
viduals without COVID-19 [2]. Myocarditis typically 
strikes after middle age. The incidence rate often rises 

with age [3]. It can permanently harm the myocardium, 
especially in the elderly, and acute fulminant myocardi-
tis may even be fatal. Its mortality rate is between 70 and 
80 percent [4]. Myocarditis must be diagnosed quickly 
and accurately in order to prevent mortality. This is one 
of the most challenging diagnosis types in cardiology. 
Myocarditis can negatively affect the heart and cause 
abnormal ECG results [5]. Therefore, it is possible to 
diagnose myocarditis using real-time heart rate monitor-
ing. Wearable technology can identify subtle changes in 
individual heartbeats [6] and assess the body’s immune 
system’s activity using heart rate variability indicators 
to determine whether a patient has myocarditis. Atrial 
fibrillation, ventricular arrhythmias (including ventricu-
lar tachycardia or ventricular fibrillation), and other 
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arrhythmias are the most frequent ECG manifestations 
in patients with myocarditis [7]. ST-segment elevation 
[8], T-wave inversion [9], PR-interval prolongation [10], 
and other ECG abnormalities are among the ECG fea-
ture of myocarditis. Medical professionals can monitor 
myocarditis patients in real-time and determine which 
patients need intensive care by detecting myocarditis by 
ECG signals [5, 6].

Related research
Using artificial intelligence technology for ECG data 
analysis [11], such as machine learning (ML) [12] and 
deep learning (DL) [13] methods, they can accurately 
screen out diseases, and their accuracy is superior to 
other common screening methods. For the automatic 
detection of ECG signals, many deep learning theories 
have been introduced into the automatic diagnosis of 
cardiac arrhythmia in previous studies [14]. For exam-
ple, empirical wavelet transform (EWT) [15–17], discrete 
wavelet transform (DWT) [18, 19], the adaptive thresh-
old of a finite state machine [20], artificial neural network 
(ANN) [21], autoencoder (AE) [22], K-nearest neighbor 
(KNN) [23, 24, 35], support vector machine (SVM) [25, 
26, 34, 35], convolutional neural network (CNN) [27, 28, 
32, 37, 38, 41, 42], and multi-scale principal component 
analysis (MSPCA) [29, 30].

In recent years, people have studied the method of 
artificial intelligence to detect abnormalities of the 
heart and myocardial infarction by analyzing the ECG 
signal [31, 32]. Remya et al. [33] proposed ANN to clas-
sify the ECG of anterior wall myocardial infarction 
and inferior wall myocardial infarction by extracting 
features such as ST-segment potential shift, and their 
recognition rates were 93.61% and 86.15%, respec-
tively. Sharma et al. [34] calculated the wavelet energy 
and covariance matrix at different scales through the 
wavelet transform of a multi-lead ECG as the diagnos-
tic feature vector. Then, radial basis SVM and KNN 
algorithms were used to complete the classification of 
myocardial infarction in different parts, and their accu-
racy rates were about 96% and 99.58%, respectively. 
Sharma et al. [35] decomposed the ECG signal into dif-
ferent sub-bands by wavelet transform to extract fea-
tures such as sample entropy, normalized sub-band, 
and logarithmic energy entropy. Then, the KNN algo-
rithm and SVM were used to identify inferior wall myo-
cardial infarction, and their identification rates were 
98.69% and 98.84%, respectively. Hannun et  al. [36] 
classified 12 heart rhythms using a deep neural network 
(DNN). In this algorithm, the average ROC (receiver 
operating characteristic) area for this approach is 0.97, 
and the average F1 score for DNN (0.837) was higher 

than that of cardiologists (0.780). Through the estab-
lishment of an 11-layer CNN, Acharya et al. [37] were 
able to detect single-lead myocardial infarction with 
an accuracy of 93.53%. In order to detect myocardial 
infarction by ECG detection, Lui et  al. [38] employed 
CNN and recurrent neural networks, and the accu-
racy rate reached 92.4%. The signal was divided into 
each sub-band using a flexible analytical wavelet trans-
form by Mohit et al. [39], who then computed the sam-
ple entropy as a feature. The classification accuracy 
is 99.31% when using a least-squares support vector 
machine (LS-SVM) to distinguish between myocardial 
infarction (MI) and non-MI. In order to achieve quick 
and precise intelligent identification of myocardial 
infarction, Han et al. [40] introduced a new multi-lead 
residual neural network (ML-ResNet) model that com-
bines the ML-ResNet structure and the information 
recorded by the 12-lead ECG. This algorithm’s accu-
racy rate is 95.49%, and its F1 score in real-world use is 
96.92%. A single-lead ECG-generative adversarial net-
works (SLC-GAN) approach for the automatic identifi-
cation of myocardial infarction was put out by Li et al. 
[41]. Generative adversarial networks (GANs) and con-
volutional neural networks (CNNs) make up the model, 
which is a classifier.

Based on fivefold cross-validation, the MI classifica-
tion accuracy of SLC-GAN reached 99.06%. Jahmunah 
et al. [32] proposed the DenseNet-CNN model to clas-
sify healthy subjects and 10 categories of myocardial 
infarction patients according to the location of myo-
cardial involvement, which achieved high classification 
accuracy. Ko et  al. [42] proposed an automatic detec-
tion model of Hypertrophic Cardiomyopathy (HCM), 
based on ECG signals using CNN. The model can auto-
matically extract the deep features in the ECG signal 
and perform automatic detection of Background HCM, 
which has high diagnostic performance. Among the 
previous studies, there is no research on the applica-
tion of deep learning to myocarditis disease detection. 
Therefore, we systematically reviewed the literature on 
cardiomyopathy-oriented disease diagnosis based on 
ECG signals. At the same time, DL has been success-
fully applied to the detection of heart-related images 
[43]. Using DL technology for classification modeling 
improves the performance of heart image classifica-
tion methods. In addition, DL is also applied to the 
analysis and recognition of electroencephalogram 
(EEG) signals, for example, recurrent neural networks 
(RNN) [28], multi-scale principal component analysis 
(MSPCA) [16, 17, 28, 30], convolutional neural net-
works (CNN) [28, 44], and generative adversarial net-
works (GAN) [45].
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Highlights
Due to the similarities in pattern between myocarditis 
and other cardiac-related illnesses, it might be challeng-
ing to distinguish between them during diagnostic tests 
[46, 47]. Myocarditis is identified by ECG signal analysis, 
and automatic diagnostic techniques are used to monitor 
ECG signals and render reliable judgments. This is due to 
the low cost of ECG signals in practical applications and 
the benefits of real-time monitoring of cardiac activity. 
An improved quantum genetic algorithm (IQGA) and an 
adaptive differential evolution-back propagation neural 
network (ADE-BPNN) are combined to create the myo-
carditis detection model proposed in this paper.

This model enhances the effectiveness of myocardi-
tis feature extraction and the performance of classifica-
tion accuracy to some amount, boosting the effect of 
myocarditis detection. The following is a summary of 
the contributions made by this work: (i) To extract the 
ECG characteristics of atrial fibrillation, ventricular 
fibrillation, and other arrhythmias, this research sug-
gests an IQGA. An improved quantum revolving door 
genetic algorithm is proposed to address the limitations 
of the quantum genetic algorithm (QGA), which include 
poor local search capability and sluggish convergence 
speed. This algorithm improves accuracy and conver-
gence speed by dynamically updating the rotation angle 
of the quantum revolving door. Additionally, the Had-
amard gate is employed to execute chromosome update 
operations, achieve gene mutation effects, and realize 
QGA enhancement. (ii) This research suggests an ADE-
BPNN to categorize the myocarditis-related aspects of 
the recovered ECG signal. The fundamental differential 
evolution algorithm is improved by adding an adaptive 
mutation operator to address the issue of sluggish con-
vergence speed and easily slipping into the local mini-
mum of BPNN. An ADE method is used to enhance the 
BPNN. The weight and threshold of the BPNN are opti-
mized using the ADE algorithm, which addresses some 
of its drawbacks, including its sluggish convergence rate 
and its propensity to slip into the local extremum. iii) The 
suggested autonomous diagnosis model for myocarditis 
is capable of identifying minute variations in the patient’s 
heartbeat and determining whether the patient has con-
current myocarditis seven days prior to the development 
of symptoms via the variations in the heartbeat.

Paper structure
The remainder of the paper is organized as follows. In 
Sect.  “Proposed Methodology”, the proposed model 
for autonomous diagnosis of myocarditis is presented 
in detail. Experimental results and discussions are 
presented in Sect.  “Results and discussions”. Section 

“Conclusion” presents the conclusions of this study and 
the future directions.

Proposed methodology
This study constructed a model using deep learning 
to predict myocarditis cases, which uses ECG data as a 
diagnostic tool to achieve an automatic diagnosis of myo-
carditis. The most common ECG manifestations of myo-
carditis patients are shown in Table 1.

In this study, the myocarditis detection model includes 
three stages: preprocessing, feature extraction, and clas-
sification. Figure  1 depicts the conceptual layout of our 

Table 1  Abnormal ECG manifestations of patients with 
myocarditis

Heart beat types Heart beat phenomenon

Atrial fibrillation Absence of sinus P waves and irregular RR 
intervals

Ventricular fibrillation T-wave inversion

/ ST-segment elevation

/ PR-interval prolongation or shortening

Fig. 1  The block diagram of the proposed approach for myocarditis 
detection
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suggested myocarditis diagnostic approach. First, the 
original signal’s noise is eliminated. Denoised ECG sig-
nals are used to obtain pure ECG signals. The heart rate 
variability (HRV) [48] signal is also retrieved concur-
rently from the denoised data. The ECG features and 
nonlinear features necessary for HRV signal analysis are 
then extracted using the IQGA. The properties of the col-
lected ECG signals were then subjected to binary clas-
sification and multi-classification using an ADE-BPNN 
classifier to identify myocarditis.

Datasets
Training data sets
The Chinese PLA General Hospital (PLAGH) provided the 
training data for this paper, which was gathered by medi-
cal professors using a remote ECG diagnosis system. This 
information consists of ECG signal data from patients with 
myocarditis, normal ECGs, and other cardiac issues. 5200 
instances of ECG signals were used in this study’s original 
data to create a detection model. The method employed 
was a fivefold cross-validation one. In each experiment, 
20% of the learning data set is used as the validation set, 
while 80% of the data are chosen as the training set. In 
Table 2, the precise distribution is displayed.

Testing data sets
The ClinicalTrials.gov database [49] and the ICIs-
myocarditis database [50] are where the test results in 
this paper were obtained. ECGs from 147 myocarditis 
patients, including clinical ECG records from 125 indi-
viduals, were gathered and stored in the ClinicalTrials.
gov database. They offered a three-day ECG. Two car-
diologists conducted blind examinations and acquired 
data on twenty-four predetermined ECG characteristics. 
ECGs that solely displayed heart rhythm or prolonged 
ventricular arrhythmia were disregarded to assure the 
experiment’s correctness. ECGs from 319 myocarditis 
patients are available in the ICIs-myocarditis database. 

Each record in this database has 120  min of ECG data. 
Each record also has a 257 Hz sampling rate.

Preprocessing
The ECG is nonlinear, non-stationary, and vulnerable to 
noise pollution as a typical biological signal [36]. Electro-
myographical (EMG) interference is one of them and has 
a broad frequency range, making it spectrally aliased with 
the ECG [51]. To eliminate EMG interference, we used 
the technique of combining variational mode decomposi-
tion (VMD) and DWT which was suggested by research-
ers [46]. Although the researchers’ suggested denoising 
approaches have some general importance, they nev-
ertheless have significant restrictions. The accuracy of 
VMD decomposition signals is directly impacted by the 
K number of decomposition layers in this process. In this 
study, the parameter K is optimized using multi-dimen-
sional and multi-scale fuzzy entropy (MMFE), which may 
adaptively decide the parameter K to enhance the denois-
ing performance of myocarditis-related ECG signals. Fig-
ure  2 displays the outcome of the myocarditis patient’s 
ECG signal’s denoising. The following are the steps for 
MMFE K value optimization:

(a) The transformed M-point time series {ηt,i}
M
i=1 

( t = 1, 2, · · ·, z ) by using VMD method to obtain the 
z-dimensional IMF. We assume that the number of IMFs 
in each sequence is � , then the z-dimensional IMF can be 
expressed as {ηpt,i}

M
i=1 ( t = 1, 2, · · ·, z ; P = 1, 2, · · ·, v);

(b) Calculating the preceding φ IMF function of each 
sequence. Among them, the sequence on the a-th scale 
can be expressed as:

where ε represents the convergence criterion.
(c) For the sequence of the ε-th scale on the M point, 

the MMFE values is calculated as follows.

(1)χε
t,i =

φ
∑

P=ε

η
p
t,i

(2)
Ŵ
q
ij = max

z∈(0,q−1)


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
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Table 2  Details of training and validation for different types of ECG

Heart class Number of available 
signals

Signals used in the proposed 
approach

Signals used in training Signals used 
in validation

Myocarditis 1200 1200 960 240

Normal ECG 1000 1000 800 200

MI 1200 1200 960 240

Previous History of MI(PMI) 1200 1200 960 240

Abnormal ECG 1000 1000 800 200
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where ψq
ij is the similarity between variables.

(d) Let the MMFE on the 1-φ scale be expressed as:

ECG signal feature extraction
The advantages of traditional ECG feature extraction 
techniques include a straightforward approach and low 
computational complexity. However, it is challenging to 
precisely pinpoint the feature point location due to the 
instability of the feature point locating algorithm. It is 
challenging to use the derived features in circumstances 
with extensive recognition applications. In order to 
extract the characteristics of the ECG beat and HRV sig-
nal, IQGA is used in this work.

Basic quantum genetic algorithm
The quantum genetic algorithm (QGA) [47] uses quan-
tum logic gates to implement chromosome update opera-
tions, thereby achieving the optimal solution of the target, 
where chromosomes are represented by qubits. The state 

(3)

ϕq(s,̟) =
1

M − q

M−q
�

i=1





1

M − q − 1

M−q
�

j=1,j �=i

e
−(Ŵ

q
ij/̟)s





(4)
MFuzzyEn(q, s,̟ ,M) = ln ϕq(s,̟)− ln ϕq+1(s,̟)

(5)MMFE(ε) = MFuzzyEn{χε
t,i}

of a qubit can be expressed as:|ψ� = α|0� + β|1� , Where 
α and β are the probability amplitudes of quantum bits, 
and the normalization condition is |α|2 + |β|2 = 1.Let 
α = cos θ & β = sin θ,where θ represents the phase of the 
quantum bit. The adjustment operation of the quantum 
rotating gate u(t) is as follows.

where [αi βi]T is the i-th quantum bit in the chromo-
some, θin is the rotation angle, and its size and rotation 
direction are determined according to the adjustment 
strategy designed in advance. Among them, where 
θin = s(αi,βi)�(θin) , s(αi,βi) is used to control the direc-
tion of the rotation angle, and �(θin) is used to control 
the magnitude of the rotation angle.

Improved quantum genetic algorithm
The selection of QGA in this work can be explained by 
the fact that, despite its low feature extraction rate in ear-
lier studies [47], it was employed for feature extraction of 
many different types of signals. In order to extract fea-
tures from myocarditis ECG signals, IQGA is suggested. 
The quantum algorithm is subjected to mutation opera-
tions in this study using the Hadamard gate. To generate 
H qubits, the phase of the qubits is changed using a quan-
tum Hadamard gate. The H gate uses the Hilbert space 
transformation to transform the space with |0� and |1� as 
base vectors into the space with |0�+|1�√

2
 and |0�−|1�√

2
 as base 

vectors. The states of the qubits are as follows.

The purpose of the quantum logic gate is to change 
the direction and angle of the rotation angle. The tradi-
tional angle encoding method uses quantum non-gate 
for mutation. Its rotation angle is π

/

2−θin , which is 
too large compared to Hadamard gate [52], as shown 
in Fig.  3. However, it ignores the optimal value. There-
fore, the rotation angle after Hadamard gate conversion 
is to rotate the qubit clockwise by π

/

4 − 2θin,as shown 
in Fig. 4. The variation of the quantum qubit probability 
amplitude of the quantum Hadamard gate is as follows.

where [cos θin sin θin]
T is the j gene bit in the i quantum 

chromosome of ytj .

(6)
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Fig. 2  Denoising of ECG signals of myocarditis patients
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Empirical adjustment techniques determine the size 
and direction of the rotation angle of traditional quan-
tum revolving doors. After the rotation operation, the 
population search range is constrained by the magni-
tude of the rotation angle and will depend on conver-
gence speed. The algorithm will prematurely converge 
if the rotation angle’s magnitude is too large. The algo-
rithm’s rate of convergence will be slowed down if the 
rotation angle’s magnitude is too tiny. This paper pro-
poses an approach to dynamically change the rotation 
angle based on the problems mentioned above.

where Mmax is the total number of iterations, m is the 
current number of iterations, and �θin is the incremen-
tal amplitude of the position and rotation angle obtained 
by iterating to m times. θfmax

 is the rotation angle cor-
responding to the fitness of the searched optimal indi-
vidual, and θfn is the rotation angle corresponding to the 
fitness of the current individual. In formula (10), A is an 
adaptive change as the number of iterations changes, and 
the position of the next-generation optimal individual 
can be adjusted according to the current individual posi-
tion of the m-th generation. Advantages of this dynamic 
adjustment strategy: (a) The dynamic strategy is used to 
update the rotation angle, which can ensure the global 
convergence of the algorithm; (b) The corresponding 
rotation angle is selected according to the individual fit-
ness value, which not only ensures the diversity of the 
group, but also ensures its convergence; (c) After each 
calculation of the rotation angle, the global and local 
optimal states of the population are combined with each 
other, and the search behavior contains random behav-
ior. This can better avoid the disadvantage of falling into 
local optimum. Therefore, the θin of formula (9) can bet-
ter adjust the direction of the population to search for the 
optimal individual in the next step.

The process of the IQGA is as follows:
Step 1: Population initialization. When the popula-

tion is initialized, the population contains n individu-
als, and its population is Y (t) = {yt1, y

t
2, · · ·, ytn} . Due to 

the randomness of the encoding when the population 
is initialized, the probability amplitude of the qubit 
is used as the encoding of the current position of the 
quantum. The encoding method of QGA is as follows.

where ytj  is the chromosome of the j-th individual of 
the t-th generation in the population, i is the number of 
gene in the chromosome, and n is the number of qubit 
encoding of each gene. Generally, all genes αin and βin 
are initialized to 1/

√
2 , which means that all states are 

superimposed with the same probability during the initial 
search. The corresponding binary codes are generated 
according to the probability amplitude of each individual. 
The measurement of individuals in the initial popula-
tion can generate a random number in the interval [0,1], 
where each bit is either 0 or 1.Let m = 0 , �θim and θin are 
initialized.

(9)θin =
1

e
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Mmax
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Fig. 3  Bloch vector of quantum states

Fig. 4  Improved Bloch vector of quantum states
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Step 2: Quantum population ytj  is measured to obtain 

observed state P(t) =
{

pt1, p
t
2, · · ·, p

t
j

}

.where 

ptj =
{

at1, a
t
2, · · ·, a

t
j

}

,atj  is a binary bit of 0 or 1.
Step 3: The fitness value of all individuals in the popula-

tion is calculated, and the individual with the highest fit-
ness value is selected as the evolutionary goal of the next 
generation.

Step 4: Let zi denote the maximum individual probabil-
ity. If zi ≥ |ai|2 , at1 = 1 . Otherwise, at1 = 0 . If the condi-
tion is satisfied, the algorithm is terminated. Otherwise, 
step 5 is performed.

Step 5: The improved quantum rotation gate opera-
tion and Hadamard gate mutation operation are used to 
update Y (t) to generate a new quantum population Y (t)′.
And calculate the fitness of each individual in population 
Y (t)′ and keep the best individual.

Step 6: If the number of iterations reaches the maxi-
mum value, then step 7 is performed. Otherwise, 
the genetic algebra iteration is t=t+1, and step 2 is 
performed.

Step 7: End the optimization process.

Fitness function
The ultimate goal of using the IQGA is to locate the 
extreme points in the wave group. The fitness function is 
as follows.

Among them, x and y are the positions of the ECG sig-
nal coordinates. If the result of the fitness value is larger, 
the search ability of the algorithm is better. Conversely, 
if the fitness is smaller, the ability to find wave points is 
worse, as shown in Fig. 5.

Implementation steps of feature extraction based on IQGA
Among the several characteristic waveforms of the ECG 
signal, the amplitude of the QRS complex is signifi-
cantly higher than that of other waveforms [41] among 
which, the R-wave is the highest peak value of the ECG. 
We perform wave group detection on the preprocessed 
ECG data. First, IQGA is used to optimize the R-wave 
in this paper, and the global optimal solution is searched 
through the parallel processing of the algorithm to deter-
mine the detection of the R peak point. After determin-
ing the peak position of the R-wave, the peak detection 
of the Q-wave and S-wave is performed. Based on the 
detection information of the QRS wave, IQGA is used to 

(11)fx(t) = max







1

m
+

�

sin
�

x2 + y2
�2

− m
Mmax

1+ 1
Mmax

�

x2 + y2
�2







detect the peak values of the P and T waves. At the same 
time, ECG characteristic parameters such as heart rate 
and R-R interval are calculated.

i. Detection of R-wave
We used IQGA for QRS complex detection. The 

detected maximum wave point value is R-point, and its 
minimum wave point value (negative extreme point) Q 
and S points.

ii. Detection of Q and S waves.
The detection of Q and S wave points is carried out 

based on the detection of R wave. The Q-wave is detected 
in a region before the R-wave peak, and the S-wave is 
detected in a region after the R-wave peak. The minimum 
point of QRS complex was found by IQGA. According to 
the slope of the minimum value (the slope is positive or 
negative) to determine the peak points of Q and S waves.

The specific steps for detecting Q-wave and S-wave are 
as follows.

•	Two negative extremum points are obtained through 
the detection of IQGA.

•	Connect the two negative value points with the peak 
point of R-wave respectively, which are two straight 
lines.

•	Find the slopes of these two line segments separately. 
If the slope is greater than zero, this point is the 
Q-wave point. Otherwise, this point is the S-wave 
point.

iii. Detection of P and T waves.
The detection of P waves and T waves is carried out on 

the basis of the peak positions of Q and S waves. First, 
the period of the R-R interval of the cardiac beat is cal-
culated based on the detected R-wave. The period of the 
R-R interval is as follows.

Fig. 5  IQGA fitness curve
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where SRn is the sampling point of the R-peak in the ECG 
signal. fS is the sampling frequency of the ECG signal.

P-wave detection is performed before the starting point 
of Q wave. If TRR < 0.6s , take the RR-interval time 0.5 
times before the Q-wave starting point as the detection 
interval. Otherwise, the time window 0.4TRR before the 
starting position of each QRS complex wave is used as 
the detection interval of P-wave. Before calculating the 
absolute values of their differences from the amplitudes 
of the first three points at the Q-wave start location, we 
first used IQGA to determine the maximum and mini-
mum values of the detection interval. The P-wave point 
is the minimum value point if the absolute value of the 
minimum value difference in the P-wave detection inter-
val is greater than the absolute value of the maximum 
value difference of the wave point taken in the 1.2 times 
Q-wave area; otherwise, the P-wave point is the maxi-
mum value point. The P-wave point is searched using the 
largest value approach if the time difference between the 
P-wave point and the Q-wave’s starting point is less than 
0.02 s. The T-wave peak point’s detection method is the 
same as the P-wave’s, hence it won’t be covered in detail 
here.

Feature extraction of ECG beat
The data used in this paper is used to extract the heart 
beat features in Table  1. However, redundant and irrel-
evant features in these data lead to problems in signal 
feature classification, which affects the accuracy of signal 
classification. Feature selection is to remove redundant 
and irrelevant features from the original dataset without 
changing the physical characteristics of the data. Assume 
that the extracted ECG features are Fn . The feature types 
proposed from the ECG data set are shown in formulas 
(13)-(20).

(12)TRR = (SR2 − SR1)× (1/fS)

(13)Fn = E[X] =
1

n

∑n

1
Fn

(14)mFn =















X(n+1)

2
, when n is odd

�

X(n/2) + X(n/2+1)

�

2
, when n is even

(15)Fn−MAX = max[Fn]

(16)Fn−MIN = min[Fn]

(17)µ2
Fn

=
1

n

∑n

1
(Fn − Fn)

2

where Fn,mFn,Fn−MAX,Fn−MIN ,µ2
Fn

,µFn
,Skew(Fn),Kurt(Fn) 

are the mean, median, maximum, minimum, vari-
ance, standard deviation, skewness, and kurtosis of the 
extracted feature Fn , respectively.

Features extraction of HRV
In this Section, HRV analysis is performed on ECG sig-

nals according to formula (12). Its linear analysis and Poin-
care scatter diagram analysis [48] can reflect the autonomic 
nervous function of the heart. The linear analysis of HRV 
is a mathematical analysis based on the R-R interval. And 
the Poincare scatter diagram is a method of nonlinear 
analysis of HRV according to chaos theory. Therefore, we 
use mean (MEAN), the standard deviation of normal to 
normal (SDNN), mean standard deviation (SDANN), the 
root of mean square difference (RMSSD), coefficient of 
variation (CV) [53], Poincare scatter plot to analyze HRV, 
as shown in formula (21)–(25). They are the most signifi-
cant indicators for the automatic analysis and diagnosis of 
myocarditis, which can predict the patient’s illness based 
on the HRV. The HRV of myocarditis patients is usually 
lower than that of ordinary people. The HRV signal is ready 
for the next-stage feature identification to assess cardiac 
condition information in normal subjects and myocarditis 
patients.

(18)µFn
=

√

∑n
1 (Fn − Fn)2

n

(19)Skew(Fn) = E

[

(

Fn − Fn

µFn

)3
]

(20)Kurt(Fn) = E

[

(

Fn − Fn

µFn

)4
]

(21)MEAN = RR =
1

n

∑n

1
RR(l)

(22)SDNN =
√

1

n

∑n

1
(RR(l) − RR)2

(23)SDANN =
√

1

288

∑288

1
(RR(l) − RR5min)2

(24)RMSSD =
√

1

n

∑n−1

1
(RR(l+1) − RR(l))

2

(25)
CVRR =SDANN

/

MEAN

=

(

√

1

288

∑288

1
(RR(l) − RR5min)

2

)/

(

1

n

∑n

1
RR(l)

)
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where RR(l) is the value of the l-th R-R interval.n is 
the total number of R-R intervals recorded through-
out.MEAN  is the mean value of the R-R interval. SDNN  
is used to estimate the standard deviation of the R-R 
interval of 288 segments in 24  h. SDANN  is the stand-
ard deviation of the mean R-R interval. RMSSD is the 
root mean square of the difference between adjacent R-R 
intervals.CVRR is the coefficient of variation for compar-
ing indicators with extensive differences in average.

ECG signal feature classification
This section proposes a signal classification model based 
on ADE-BPNN, which is a kind of supervised classifica-
tion learning.

Basic differential evolution algorithm
The Differential Evolution (DE) algorithm is a heuris-
tic random search algorithm based on population dif-
ferences, which uses real vector encodings to randomly 
search in a continuous space to find an optimal solution 
[54]. It is a population-based adaptive global optimiza-
tion algorithm that uses the operation process of muta-
tion, crossover, and selection. The specific steps of the DE 
algorithm are as follows.

(1) Population initialization
To establish an initial point for the optimal search algo-

rithm, first initialize the population. The initial popu-
lation is chosen randomly from values within the given 
bound constraints. The initial population randomly gen-
erated is as follows.

where S is the initial population structure vector, E is the 
individual dimension of the population, NP is the popu-
lation size, SU and SL are the upper and lower bound of 
individual vectors in the population, respectively, and 
rand(E,NP) is a random matrix with E rows and NP 
columns.

(2) Mutation operation
The expression for the variation among individuals in a 

population is as follows.

where i is the position label in the �-th generation pop-
ulation ( i = 1, 2, · · ·,NP ), o1,o2 , and o3 are randomly 
selected serial-numbers respectively, ϑ is a mutation 
operator that usually range in the interval [0,2].

(3) Cross operation
In order to increase population diversity, the target 

vector individual Si,� in the �-generation population 
is crossed with the partial genes of its mutation vector 

(26)S = rand(E,NP)× (SU − SL)+ SL

(27)ζi,�+1 = So1,� + ϑ × (So2,� − So3,�)

individual ζi,�+1 to generate the experimental vector 
individual Wi,�+1 , and its expression is as follows.

where rand(1) is a uniformly distributed random number 
and its value range in the interval [0,1],CR is the crosso-
ver probability constant and its value range in the interval 
[0,1], randi(E) is the index of the randomly chosen dimen-
sional variable, and j is the j-th variable gene of the i-th 
individual.

(4) Selection operation
The test vector individual ζi,�+1 is compared with the 

target vector individual Si,� in the current population to 
determine whether the experimental vector will enter the 
next generation. If the fitness of the test vector individual 
ζi,�+1 is better than that of Si,� , that individual will be 
selected as the offspring. Otherwise, Si,� will be selected 
as the offspring. Its selection operation can be expressed 
as follows.

where ς is the individual fitness function.

Adaptive mutation strategy of differential evolution 
algorithm
Like other evolutionary algorithms, the DE algorithm 
has certain limitations. The mutation factor determines 
the magnification of the deviation vector. If the mutation 
factor is too large, the accuracy of finding the global opti-
mal solution is low. If the mutation factor is too small, the 
diversity of the population cannot be guaranteed. The DE 
algorithm is prone to premature phenomenon. Therefore, 
an adaptive mutation factor is introduced in the muta-
tion operation. So that the mutation rate will gradually 
decrease with the increase of the number of iterations. In 
this way, a larger variation factor in the early stage can 
ensure the diversity of the population, and a smaller vari-
ation factor in the later stage can retain excellent individ-
uals. The expression of the adaptive mutation factor is as 
follows.

where ϑ0 is the initial value of the mutation operator, �0 
is the current evolutionary algebra, and �MEA is the max-
imum evolutionary algebra.

(28)

Wi,�+1(j) =
{

ζi,�+1(j) rand(1) ≤ CR or j = randi(E)

Si,�(j) rand(1) > CR and j �= randi(E)

(29)Si,�+1 =
{

Wi,�+1 ς(Wi,�+1) < ς(Si,�)

Si,� ς(Wi,�+1) ≥ ς(Si,�)

(30)







ϑ = ϑ0 + 2ξ

ξ = e
1− �MEA

�MEA+1−�0
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ECG signal feature classification by ADE‑BPNN
In this paper, the ADE-BPNN algorithm is used to clas-
sify the extracted ECG signal features. Aiming at the 
shortcomings of BPNN’s slow convergence speed and 
easy fall into local extremum. Using the ADE algo-
rithm to optimize the weight and threshold of BPNN, 
the multi-classification and binary classification models 
are established. The flow chart of the ADE-BPNN algo-
rithm is shown in Fig. 6.

The steps of the ADE-BPNN algorithm are as follows.

Results and discussions
The setting of the experimental parameters
In the IQGA proposed in this paper, the population size 
is 200, the chromosome length is 30, the quantum num-
ber of chromosomes is 10, the crossover probability is 
0.8, the mutation probability is 0.01, and the number of 
iterations is 300.

The ADE-BPNN parameters are set as follows: the pop-
ulation size is 70, the maximum crossover factor is 0.9, 

and the minimum crossover factor is 0.3. The maximum 
training time is 200, the training error target is 0.02, and 
the learning rate is 0.001.

The setting of the experimental environment
The hardware environment is powered by an AMD Ryzen 
7 PRO 4750U with Radeon Graphics 1.70 GHz. The soft-
ware environment is compiled using Windows 10 operat-
ing system and MATLAB R2019b software package.

Evaluation Index
The proposed myocarditis classification model is evalu-
ated by sensitivity (Sen), specificity (Spe), F-measure 
(F-mea), accuracy (ACC), receiver operating character-
istic (ROC) curves, and Matthew correlation coefficient 
(MCC) in this paper. The performance metrics repre-
sented by Eqs. (31)–(35) [55] are as follows.
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(31)Sen =
TP

TP + FN
× 100%

(32)Spe =
TN

TN + FP
× 100%

(33)F −mea = 2 ·
Sen · (+P)

Sen+ (+P)
× 100%

(34)Acc =
TP + TN

TP + FP + TN + FN
× 100%

where TP , FN  , FP , TN  are the number of correctly classi-
fied samples, unclassified samples, falsely classified sam-
ples and correctly unclassified samples, respectively.

Analysis of the feature extraction
Feature extraction using IQGA
In this study, we choose IQGA to extract the main fea-
tures of ECG signals. Figure 7 shows five signal features 

(35)

MCC =
TP × TN − FP × FN

√
(TP + FP)(TP + FN )(FP + TN )(FN + TN )

× 100%

Fig. 6  Flow chart of recognition and classification of ADE-BPNN
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(a) (b)

(c)                            (d)

ECG Signal S-peaks
Q-peaks T-peaks
R-peaks      

ECG Signal S-peaks
Q-peaks T-peaks
R-peaks      

ECG Signal P-peaks R-peaks 
ECG Signal Q-peaks T-peaks 

Fig. 7  Five signal features extracted from myocarditis patients: a Atrial fibrillation, b Ventricular fibrillation, c PR interval extension beat, d ST interval 
extension beat

(a) (b)

(c) (d)

ECG Signal T-peaks  ECG Signal S-peaks T-peaks 

ECG Signal S-peaks
Q-peaks T-peaks
R-peaks   P-peaks

ECG Signal S-peaks
Q-peaks T-peaks
R-peaks      

Fig. 8  Features extracted from other ECG signals: a MI, b PMI, c Normal Heartbeat, d Abnormal Heartbeat



Page 13 of 23Wu et al. Health Information Science and Systems (2023) 11:33

extracted from the ECG signals of patients with myocar-
ditis (see Table 1 for the ECG characteristics of myocar-
ditis), which are used to detect patients with myocarditis. 
The features extracted from other ECG signals (including 
MI, PMI, Normal Heartbeats and Abnormal Heartbeats) 
are shown in Fig. 8. We carry out data statistical feature 
extraction using feature values proposed in ECG data. 
The statistical characteristics of ECG and other heart 
rhythms of myocarditis patients are shown in Fig. 9.

In order to better diagnose patients infected with myo-
carditis, this paper uses HRV analysis to detect cardiac 
activity. The HRV of myocarditis and other ECGs are 
shown in Fig. 10. It can be seen from Fig. 10 that the HRV 
signals of normal heart rate and arrhythmia both present 
nonlinear changes. The HRV of a normal heart rhythm 
does not vary much and is relatively regular. The HRV 
fluctuation of arrhythmia is relatively large. The HRV 
linear analysis for myocarditis and other ECGs is shown 
in Table  3, in which the HRV changes of myocarditis 

(a) (b) (c)

(d) (e) (f)

(g) (h)
Fig. 9  Statistical characteristics of ECG and other cardiac rhythms of myocarditis patients: a Maxima value, b Minima value, c Median value, d Mean 
value, e Standard deviation value, f Variance value, g Skewness value, h Kurtosis value



Page 14 of 23Wu et al. Health Information Science and Systems (2023) 11:33

patients are more severe than those of other ECGs. Fig-
ure 11 shows the Poincare scatter plots of various types 
of HRV, and each of the five scatter plots has its typical 
graphic features. The Poincare scatter  plot of ordinary 
people is in the shape of a comet, its area is small, and 
the scattered points are very concentrated. The Poincare 
scatter plots of MI, PMI, and abnormal persons are in the 
shape of a thick rod, and their scatter area is greater than 
that of a comet. However, the scatter diagram of myocar-
ditis presents an irregular shape with high divergence, 

which is quite different from other ECG signals. Its area 
is the largest in these scatterplots. As can be seen, the 
HRV of myocarditis is significantly different from other 
ECGs.

Performance analysis of the IQGA
In order to verify the performance of the algorithm, 
IQGA is compared with traditional feature extraction 
methods through different databases. Traditional meth-
ods mainly include Particle Swarm Optimization (PSO) 

(a)            (b)

(c) (d)

(e)
Fig. 10  HRV changes of different types of ECG signals: a Normal heartbeat, b Myocarditis, c MI, d PMI, e Abnormal heartbeat

Table 3  HRV linear analysis for myocarditis and other ECGs

Heart type Mean (ms) SDNN (ms) SDANN (ms) RMSSD (ms) CVRR

Myocarditis 661.50 11.49 150.74 8.05 0.227

Normal heartbeats 770.53 145.64 110.97 27.13 0.144

MI 755.43 25.09 126.30 21.29 0.167

PMI 749.80 24.78 124.09 20.95 0.165

Abnormal heartbeats 729.44 19.90 135.60 11.41 0.186
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(a) (b)

(c) (d)

(e) 
Fig. 11  Poincare scatter plot performance of different types of ECG signals: a Normal heartbeat, b Myocarditis, c Abnormal heartbeat, d MI, e PMI
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algorithm, Multi-population quantum genetic algorithm 
(MPQGA), and Ant Colony Algorithm (ACA)-genetic 
algorithm (GA).

As shown in Table  4, Stochastic methods (ACA and 
PSO algorithm) can obtain the global optimal solution, 
but their operation takes a long time and the space uti-
lization rate is low. Although the two methods of QGA 
and ACA-GA have strong versatility, their randomness 
also brings a certain time cost. Compared with tradi-
tional algorithms, IQGA has low time complexity and a 
large application space.

Analysis of the feature classification
We adopted this paper to diagnose myocarditis by 
using ADE-BPNN to perform binary and multi-class 
classification of various types of ECG signals. We used 
four different classification schemes for evaluation: 
two classes (Myocarditis vs. Normal, Myocarditis vs. 
Abnormal, Myocarditis vs. MI, and Myocarditis vs. 
PMI), three classes (Myocarditis vs. Abnormal vs. MI, 
Myocarditis vs. Abnormal vs. PMI), four classes (Myo-
carditis vs. Abnormal vs. MI vs. PMI), and five classes 
(Myocarditis vs. Normal vs. Abnormal vs. MI vs. PMI). 
In this study, the proposed ADE-BPNN was used to 
conduct multiple independent experiments on the 
above four schemes, and compared with Random For-
est (RF) [56], SVM [25], CNN [27], and BPNN [57].

First, the performance of our classifier is evaluated. 
The  extracted  feature  vectors were  input  into BPNN 
optimized by ADE. The training procedure of ADE-
BPNN is shown in Fig. 12. It can be seen from Fig. 12 
that the training error of ADE-BPNN reaches the target 
accuracy after 125 trainings, and the convergence accu-
racy is 0.0095. The error value of ADE-BPNN decreased 
by 0.0031 compared with BPNN.

Performance analysis of binary classification
For binary classification, four classification tasks 
(Myocarditis vs. Normal, Myocarditis vs. Abnormal, 
Myocarditis vs. MI, and Myocarditis vs. PMI) are per-
formed. The ROC curve results of the four tasks are 
shown in Fig. 13. The area under the ROC curve (AUC) 
values of ADE-BPNN in the four classification tasks 

Table 4  Comparison of the performances of different feature extraction algorithms

Databases Methods Execution time/s Space 
utilization 
rate/%

Actual collection data in the PLAGH PSO 102.40 59.20

ACA​ 109.08 60.73

QGA 80.69 74.19

ACA-GA 77.35 75.60

IQGA 45.22 87.52

Clinical trials.gov database PSO 105.64 56.33

ACA​ 103.50 54.09

QGA 87.01 77.10

ACA-GA 89.24 74.31

IQGA 47.80 86.92

ICIs-myocarditis database PSO 103.19 58.00

ACA​ 108.25 58.42

QGA 79.11 78.21

ACA-GA 81.03 77.54

IQGA 45.96 87. 90

Fig. 12  Comparison of the error drop curves of the network
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increased by 1.72%, 2.15%, 2.2%, and 1.78%, respec-
tively. It can be seen that the ROC curve of ADE-BPNN 
has a higher AUC value than other classifiers. Table  5  
shows the comparison of classification performance for 
binary classification. The sensitivity, specificity, accu-
racy, F-measure, and MCC of the proposed method 
for Myocarditis vs. Normal increased by 1.33%, 0.75%, 
1.64%, 1.25%, and 0.55%, respectively. The sensitivity, 
specificity, accuracy, F-measure, and MCC of the pro-
posed method for Myocarditis vs. Abnormal increased 
by 1.63%, 1.15%, 0.74%, 1.26%, and 0.95%, respectively. 

The sensitivity, specificity, accuracy, F-measure, and 
MCC of the proposed method for Myocarditis vs. MI 
increased by 0.56%, 0.88%, 1.74%, 0.83%, and 1.17%, 
respectively. The sensitivity, specificity, accuracy, 
F-measure, and MCC of the proposed method for 
Myocarditis vs. PMI increased by 1.57%, 1.19%, 0.50%, 
0.45%, and 0.74%, respectively.

It can be seen from Table 5  that the improved clas-
sification algorithm in this paper has the best perfor-
mance in terms of various evaluation indicators in the 
comparison between myocarditis and different types of 
ECG.

(a) (b)

(c) (d)
Fig. 13  The ROC curve results of the four tasks: a Myocarditis vs. Normal, b Myocarditis vs. Abnormal, c Myocarditis vs. MI, d Myocarditis vs. PMI
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Performance analysis of multi‑class classification
For multi-class classification, this section studies three 
categories of classification (Myocarditis vs. Abnormal 
vs. MI, Myocarditis vs. Abnormal vs. PMI), four catego-
ries of classification (Myocarditis vs. Abnormal vs. MI vs. 
PMI), and five categories of classification (Myocarditis vs. 
Normal vs. Abnormal vs. MI vs. PMI).

In three categories classification, the ROC curve of 
three categories classification after classification by dif-
ferent classifiers is shown in Fig. 14. The AUC values of 
ADE-BPNN in Myocarditis vs. Abnormal vs. MI and 
Myocarditis vs. Abnormal vs. PMI increased by 2.2% 

(a) (b)
Fig. 14  The ROC curve of three categories classification after classification by different classifiers:a Myocarditis vs. Abnormal vs. MI, b Myocarditis vs. 
Abnormal vs. PMI

Table 5  The comparison of classification performance for 
binary classification

Method Sen Spe Acc MCC F-me

Myocarditis vs. Normal

RF 0.9690 0.9618 0.9700 0.9638 0.9706

SVM 0.9711 0.9670 0.9687 0.9769 0.9751

CNN 0.9673 0.9724 0.9759 0.9728 0.9669

BPNN 0.9795 0.9835 0.9790 0.9885 0.9857

ADE-BPNN 0.9927 0.9910 0.9954 0.9940 0.9982

Myocarditis vs. Abnormal

RF 0.9589 0.9608 0.9697 0.9583 0.9625

SVM 0.9657 0.9681 0.9698 0.9667 0.9703

CNN 0.9692 0.9755 0.9730 0.9732 0.9649

BPNN 0.9738 0.9809 0.9883 0.9798 0.9720

ADE-BPNN 0.9899 0.9923 0.9957 0.9892 0.9844

Myocarditis vs. MI

RF 0.9557 0.9539 0.9574 0.9689 0.9560

SVM 0.9684 0.9620 0.9799 0.9759 0.9669

CNN 0.9780 0.9724 0.9751 0.9805 0.9733

BPNN 0.9796 0.9813 0.9754 0.9821 0.9794

ADE-BPNN 0.9851 0.9900 0.9936 0.9937 0.9876

Myocarditis vs. PMI

RF 0.9602 0.9517 0.9631 0.9590 0.9576

SVM 0.9631 0.9589 0.9718 0.9628 0.9653

CNN 0.9755 0.9692 0.9756 0.9771 0.9718

BPNN 0.9719 0.9750 0.9890 0.9836 0.9783

ADE-BPNN 0.9875 0.9867 0.9940 0.9909 0.9827

Fig. 15  ROC curve of four categories classification after classification 
by different classifiers
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and 1.9%, respectively. Table 6 shows the comparison of 
classification performance for three categories classifica-
tion. The sensitivity, specificity, accuracy, F-measure, and 
MCC of the proposed method for Myocarditis vs. Abnor-
mal vs. MI increased by 0.87%, 1.9%, 1.27%, 0.97%, and 
1.03%, respectively. The sensitivity, specificity, accuracy, 
F-measure, and MCC of the proposed method for Myo-
carditis vs. Abnormal vs. PMI increased by 1.14%, 1.29%, 
0.70%, 1.36%, and 1.33%, respectively. It can be seen from 
Fig. 14 and Table 6  that the classification effect of ADE-
BPNN is better than other classifiers for the three catego-
ries classifications.

In the four categories classification used to diagnose 
myocarditis, the ROC curve of four categories clas-
sification after classification by different classifiers is 
shown in Fig.  15. It can be seen that the AUC value 
of ADE-BPNN in the four categories classification 

increased by 0.35%. Table  7  shows the comparison of 
classification performance for four categories classifica-
tion. Compared with other algorithms, our myocarditis 
detection algorithm can improve the sensitivity, speci-
ficity, accuracy, F-measure, and MCC by 0.52%, 1.38%, 
1%, 1.05%, and 0.77%, respectively. It can be seen from 
Fig. 15 and Table 7  that the algorithm has a high clas-
sification performance.

In the five categories classification, the ROC curve 
obtained after feature classification is shown in Fig.  16. 
The results contained in Fig. 16 show that the AUC value 
of ADE-BPNN in the five categories classification reaches 
0.9879, which is 1.31% higher than the traditional algo-
rithm. The comparison of classification performance 
for five categories classification is shown in Table 8. The 
sensitivity, specificity, accuracy, F-measure, and MCC 
of the proposed method for five categories of classifica-
tion increased by 0.83%, 1.15%, 1.27%, 0.50%, and 1.66%, 
respectively. It can be seen from Fig. 16 and Table 8  that 
the classification effect of ADE-BPNN is better than 
other classifiers for the five categories classifications.

ADE‑BPNN‑Based HRV for myocarditis diagnosis
In order to further illustrate the effectiveness and robust-
ness of the proposed classification model. In this Section, 
we collected twenty days ECG recordings from patients 
with myocarditis and normal person. And then identify 
the HRV of the two ECG signals by ADE-BPNN. Fig-
ure 17   shows the myocarditis prediction of HRV based 
on ADE-BPNN. As can be seen, the heart rate of myo-
carditis patients undergoes drastic changes during infec-
tion with the virus. The infection period of the virus can 
be detected by ADE-BPNN, and it can be detected seven 
days before the symptoms of the patient. This method of 
detecting heartbeat can quickly and reliably screen out 
patients with myocarditis in advance to prevent infection 
of other healthy people (See Fig. 17).

Table 6  The comparison of classification performance for 
three categories classification

Method Sen Spe Acc MCC F-me

Myocarditis vs. Abnormal vs. MI

RF 0.9442 0.9466 0.9569 0.9585 0.9490

SVM 0.9491 0.9528 0.9622 0.9683 0.9577

CNN 0.9592 0.9540 0.9776 0.9690 0.9609

BPNN 0.9730 0.9697 0.9764 0.9751 0.9734

ADE-BPNN 0.9815 0.9886 0.9990 0.9852 0.9829

Myocarditis vs. Abnormal vs. PMI

RF 0.9480 0.9573 0.9490 0.9522 0.9505

SVM 0.9572 0.9619 0.9524 0.9637 0.9572

CNN 0.9618 0.9687 0.9759 0.9694 0.9668

BPNN 0.9750 0.9728 0.9793 0.9715 0.9700

ADE-BPNN 0.9862 0.9855 0.9962 0.9846 0.9834

Fig. 16  ROC curve of five categories classification after classification 
by different classifiers

Table 7  The comparison of classification performance for 
four categories classification

Method Sen Spe Acc MCC F-me

Myocarditis vs. Abnormal vs. MI vs. PMI

RF 0.9428 0.9441 0.9482 0.9507 0.9518

SVM 0.9491 0.9497 0.9515 0.9642 0.9604

CNN 0.9637 0.9563 0.9627 0.9665 0.9629

BPNN 0.9799 0.9672 0.9784 0.9790 0.9697

ADE-BPNN 0.9892 0.9907 0.9983 0.9866 0.9800
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Performance analysis of classification algorithm based 
on ADE‑BPNN
In order to further verify the effectiveness of the pro-
posed classifier, ECG signals from the Actual collection 
data in the hospital, ClinicalTrials.gov database, and 
ICIs-myocarditis database were used for testing. As can 
be seen from Table 9, compared to the classification algo-
rithms of RF, SVM, CNN, and BPNN, the proposed ADE-
BPNN algorithm demonstrates notable improvements in 
average accuracy across different datasets. In the Actual 
collection data, the ADE-BPNN algorithm achieved an 
increase of 4.03%, 3.94%, 2.97%, and 1.61%, respectively. 
In the ClinicalTrials.gov database, the ADE-BPNN algo-
rithm showed an increase of 5.18%, 3.97%, 2.41%, and 
1.65%, respectively. In the ICIs-myocarditis database, 
the ADE-BPNN algorithm yielded an increase of 3.97%, 
3.55%, 1.29%, and 1.72%, respectively.

After the RF algorithm introduces randomness, the 
model is not easy to fall into overfitting. When the num-
ber of decision trees in RF is large, the space and time 
required for training will be relatively large. SVM uses a 
subset of the training set to improve memory utilization. 

SVM uses a subset of the training set to improve mem-
ory utilization. However, SVM is sensitive to parameters 
and has high computational complexity, which increases 
the running time of the algorithm. CNNs are effective 
for detection on relatively large datasets. But the algo-
rithm requires a lot of computing resources, and it will 
consume a lot of time when training and using it. BPNN 
has the ability to approximate arbitrary nonlinear map-
pings through learning. But it is very sensitive to the ini-
tial weight, and it is easy to converge to a local minimum. 
And it may have problems such as gradient disappear-
ance or gradient explosion when dealing with large-scale 
data, which will cause the training process to become 
very slow. ADE-BPNN uses the ADE algorithm to opti-
mize the weights and thresholds of BPNN and then 
establishes binary and multi-class models.

From Table 9, it can be observed that the ADE-BPNN 
algorithm greatly reduces the complexity of calculation, 
shortens the operation time, and solves the problem of 
excessive space occupation. In summary, the proposed 
classification algorithm in this paper has a high detection 
rate, high space utilization, and extremely short running 
time (Table 9).

Comparison of the results with related studies
Reference [58] demonstrated that patients with myocar-
ditis can be diagnosed by fragmented QRS (fQRS). At the 
same time, the diagnostic rate of fQRS in patients with 
myocarditis can also be evaluated. However, the exist-
ence of fQRS is only a simple clinical diagnostic tool. In 
patients with related heart disease (myocardial ischemia, 
myocardial infarction, or myocardial scarring), fQRS 
waves are present in the ECG signal. Myocarditis diag-
nosed by fQRS has no definitive history, and there is no 

S

Viral Infection

SymptomaticAsymptomatic

Fig. 17  Myocarditis Diagnosis of HRV Based on ADE-BPNN

Table 8  The comparison of classification performance for 
five categories classification

Method Sen Spe Acc MCC F-me

Myocarditis vs. Normal vs. Abnormal vs. MI vs. PMI

RF 0.9491 0.9504 0.9592 0.9451 0.9500

SVM 0.9528 0.9587 0.9481 0.9610 0.9576

CNN 0.9659 0.9623 0.9535 0.9579 0.9635

BPNN 0.9763 0.9682 0.9770 0.9726 0.9748

ADE-BPNN 0.9945 0.9895 0.9959 0.9890 0.9793
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serial comparison of ECG. In this study, patients with 
myocarditis were diagnosed by using deep learning to 
detect abnormal areas of ECG signals. In addition, many 
scholars have applied research based on deep learning 
to the diagnosis of cardiomyopathy-oriented diseases. 
Among them, many studies have achieved good clas-
sification accuracy for ECG classification of myocardial 
infarction. Reference [33] achieved a recognition rate 
of 93.61%. Reference [34] achieved a recognition rate of 
96%. Reference [35] proposed two different classification 
methods, and their recognition rates were 98.69% and 
98.84%, respectively. Reference [37] achieved a recogni-
tion rate of 93.53%. Reference [38] achieved a recogni-
tion rate of 92.4%. Reference [39] has a recognition rate 
of 99.31% in the binary classification of MI and nonMI. 
Reference [41] achieved a recognition rate of 99.06%. 
Reference [36] achieved a recognition rate of 99.06%. 
Reference [40] achieved a recognition rate of 95.49%. 
Compared with the above references, our proposed deep 
learning-based diagnosis method for myocarditis has an 
efficient classification ability.

Conclusion
In this study, we propose a new ECG-based method 
for the automatic detection of myocarditis. By distin-
guishing the ECG of myocarditis patients from differ-
ent types of ECG, it can detect myocarditis patients 
efficiently. The main features of the ECG beat signal 
and HRV signal is extracted by an improved quantum 
genetic algorithm. The extracted features are classified 

by ADE-BPNN to detect myocarditis patients. In addi-
tion, five-fold cross-validation was used to evaluate the 
reliability of the proposed model. Compared with the 
existing myocarditis detection system based on ECG 
signals, the method proposed in this paper has higher 
detection accuracy for the diagnosis of myocarditis. At 
the same time, as a new myocarditis diagnostic tool, 
ADE-BPNN can effectively detect viral myocarditis. 
Detecting myocarditis disease before symptoms appear 
during the infectious period can reduce the extent of 
damage to the heart.

Future work includes: (I) the proposed autonomous 
algorithm of myocarditis is connected with a dynamic 
cloud system to help medical staff complete remote diag-
nosis on mobile devices or computers. Through the calcu-
lation of the diagnostic model, a large amount of remote 
ECG data can be screened out to compare features with a 
high degree of complexity. Then the electrocardiogram is 
automatically diagnosed; (II) the features of the ECG sig-
nal extracted in this paper are all time-domain features. 
Subsequent research will extract frequency-domain fea-
tures, such as power spectral density, Fourier transform, 
and fractal dimension. It is used to analyze the complex-
ity and chaos of ECG signals.
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