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Abstract: Armor blocks are extensively deployed to shield vital coastal facilities against
wave erosion. Evaluating the wave run-up and reflection under wave impact is essential
for the engineering design of new ecological quadrangular hollow blocks. This study
constructs a three-dimensional numerical model employing the open-source CFD software
OpenFOAM-v2206 to analyze these processes for the new blocks. The model’s accuracy
was confirmed by comparing its predictions with physical modelling tests. Model results
accurately captured the variation in hydrodynamic parameters, as well as the energy
dissipation properties of the new blocks. Sensitivity analysis indicated that both the wave
reflection coefficients and run-up are considerably affected by mesh sizes, while velocity
distributions and pressure fields were less affected by mesh. Finally, the model was
utilized to examine how wave run-up and reflection for the new ecological quadrilateral
hollow block are influenced by factors such as wave period, water depth, wave height,
wave breaking characteristics, and wave steepness. The findings in this study provide

valuable insights into novel design and safety assessment of new ecological quadrangular
hollow blocks.

Keywords: numerical study; wave run-up; wave reflection; new ecological quadrilateral
hollow block

1. Introduction

Artificial armor blocks, which could dissipate wave energy, are widely used in the
protection of coastal breakwaters, sea ponds and shore protection projects. They have been
studied for a long time, and various forms have been developed. In 1950, the French Sogli
Consulting Company invented the first shaped artificial concrete armor blocks of Tetrapod,
which was applied in the port of Casablanca, Morocco [1]. Then, Akmon, Antifer, COB,
Seabee, and Accropode have been developed. Previous studies indicated that the exis-
tence of armor backs could dissipate wave energy and reduce wave run-up and reflection
coefficient [2—4]. To adapt to various environmental conditions, minimize the cost, and
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improve the service life of breakwater, existing blocks were optimized, and new blocks were
developed. For the engineering applications, the study of the hydrodynamic performance
of the armor block is of great significance, particularly its wave dissipation performance.

Although seawalls and shore protection work with artificial blocks play an important
role in disaster and erosion prevention, their designs have limitations due to singular
facades, rigid layouts, and poor landscape effects. The design of these blocks not only affects
the aesthetics of the projects but also has negative effects on the surrounding ecological
environment. Therefore, the modeling work of this study focuses on the environmentally
friendly block with an innovative ecological quadrilateral hollow design.

Owing to the multitude of factors at play in real scenarios, directly analyzing and
observing the dynamic interplay between waves and coastal structures is inherently chal-
lenging. As a result, wave interaction on coastal structures is typically evaluated using
physical model tests. Safari et al. [5] conducted a series of two-dimensional (2D) model
experiments to scrutinize the forces acting on the innovative artificial blockage structure,
known as Starbloc, within a breakwater environment under typical wave conditions. Yuksel
et al. [6] conducted experimental research to assess the performance of high-density cubes
within breakwater armor layers, comparing outcomes against Van der Meer’s formula
for validation. Pardo et al. [7] studied the porosity of randomly placed concrete armor
units and used high-precision laser scanning to measure the armor units. Young Hyun
et al. [8] developed a new block called “Chi Block” according to the needs of the South
Korean government. Through experimental verification, the conclusion is drawn that this
block possesses the benefits of stability, structural integrity, economic viability, casting
effectiveness, and ease of construction. Wehlitz and Schoonees [9] experimental analyses to
determine the stability of Cubilok™ blocks on slopes within breakwaters, revealing that
wave steepness significantly impacts the performance of these blocks.

Although physical modeling tests are the method of choice for most scholars studying
armor blocks to the limitations of realistic test equipment, which are complex and costly to
operate. As Computational Fluid Dynamics (CFD) advances, numerical simulation tech-
niques can overcome the constraints of physical model testing and expand the possibilities
for further research. At present, frequently utilized numerical techniques encompass the
Boundary Element Method [10,11], Finite Volume Method [12,13], ALE Method [14,15],
and Finite Element Method [16,17]. Additionally, there are particle-based methods like
MPS [18] and SPH [19] that are also frequently utilized. In recent decades, numerous
studies have explored and utilized open-source software such as OpenFOAM, SWASH [20],
and SPHysics [21].

These numerical techniques have increasingly been implemented in coastal engineer-
ing applications [22-25]. Dentale et al. [26] studied the hydrodynamics characteristics of
various armor blocks used in coastal defense structures. They successfully revealed the
interaction between wave motion and rubble breakwaters with different armor blocks.
Peng et al. [27] employed the DualSPHysics simulator to model the interaction of regular
waves with artificial block slope breakwaters, effectively capturing the wave evolution on
these structures. Dong et al. [28] applied the Discontinuous Deformation Analysis (DDA), a
variant of the implicit DEM, to meticulously examine the dynamics and stability of caissons
and armor units, factoring in the geometrical properties of the armor blocks and their inter-
active effects. Scaravaglione et al. [29] assessed the structural integrity of non-reinforced
concrete armored units (CAU) used in gravel mound breakwaters and coastal structures
by employing the finite-discrete element method (FDEM) numerical approach. Mitsui
et al. [30] explored the armor block stability under solitary wave impacts, employing the
SPH technique for the analysis. Under the same numerical framework, they further proved
the ability of the DualSPHysics code in simulating challenging environments.
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Although the experimental and numerical investigations help enhance the understand-
ing of the hydrodynamic performance of basic and common armor blocks, these methods
are not fully applicable to the new ecological quadrilateral hollow block, which requires the
establishment of a more reliable numerical model. To explore the hydrodynamic responses
of the new block under regular wave conditions, a computational model was developed
to simulate the interaction between regular waves and a block-armored breakwater. This
model was subsequently validated using the olaFlow solver on the OpenFOAM platform.

The layout of this document is outlined below: Section 2 presents a description of
the new ecological quadrilateral hollow block, along with the physical model testing and
numerical modeling approaches utilized in this study. Section 3 validates the model for
incident regular waves, wave run-up, and reflection, and conducts the mesh resolution
independence analysis. Section 4 investigates the wave profile and the flow and dynamic
pressure fields around the block using various mesh sizes; it subsequently delves into the
analysis and discussion of the variables that affect wave run-up and reflection character-
istics of the new ecological quadrilateral hollow blocks. The results of the research are
encapsulated, and suggestions are provided in Section 5.

2. Methods
2.1. Description of the Block

The geometric scale of the new ecological quadrangular hollow block [31] is 1:25. The
new block is modified on the basis of the traditional quadrilateral hollow block. Drawing
from the design of standard quadrilateral hollow blocks, this innovative block features a
downward excavation to create a planting groove, with nine compartments strategically
placed to dissipate wave energy (Figure 1). During the interaction of waves with the
concrete surface of the new ecological quadrangular hollow block, the energy from waves
is effectively dispersed. The design of the new ecological quadrangular hollow block could
achieve stronger wave dissipation with a more stable structure. By planting coastal plants
in the planting groove, the ecological functionality of the armor block is enhanced by
augmenting the organic matter on the breakwater’s exterior. Considering the extended
period required for coastal flora to reach maturity [32-36], it is imperative to analyze
the hydrodynamic properties of these protective blocks in the initial absence of coastal
vegetation.
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(b) Side view (c) Top view (d) 3D sketches
Figure 1. 2D and 3D sketches of new ecological quadrilateral hollow blocks. (unit: mm).

2.2. Physical Model Experiment

Laboratory experiments were carried out in a 2D wave tank. The dimensions of
the tank are 32.0 m in length (L), 0.8 m in width (W), and 1.0 m in height (H). Waves are
produced using a piston wave maker, and an active wave absorption system (AWAS) is used
to dissipate the wave, which is capable of absorbing secondary reflected waves efficiently,
with over 90% absorption of conventional waves (Figure 2). Wave elevations were recorded
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using a DS30 multi-channel wave height acquisition system. A high-resolution video
camera documented the progression and transformation of waves along the incline. In
each test scenario, regular waves were employed, and each condition was tested twice to
verify the consistency of the experimental results.
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Figure 2. (a) Diagram of model section; (b) Photographs of model sections.

Figure 2 is the physical flume model layout. The scaled-down test section featured
a ramped construction made up of two tiers of waterproof tiles coupled with aluminum
framing. The blocks were arranged in a uniform pattern along the incline. Spanning a
length of 24.7 m from the wave generator to the base of the ramp, the experimental setup
included wave sensors positioned at 2.7 m, 3.1 m, and 3.7 m from the slope’s toe for data
acquisition purposes. Data on wave surface levels was gathered with the aid of three
wave sensors, which were subsequently subjected to the two-point analysis method [31] on
two occasions to determine the mean wave reflection. The physical experiment reflection
coefficient, denoted as K, is calculated by taking the ratio of the reflected wave’s height to
that of the incident wave, following the differentiation of the incident and reflected waves.
To collect the data of wave run-up, a separate wave gauge is positioned adjacent to the
second column of blocks on each side of the incline. Table 1 displays the experimental wave
conditions corresponding to the designed numerical tests.

Table 1. Setting of wave parameters in the experiment, where d is water depth, m is slope, H represents
wave height, whereas T denotes the wave period.

T (s)
1.12 1.79 2.46 3.13

d (m) m

1.5

2 0.05 0.05 0.05 0.05
2.5

0.3

1.5 0.06 0.06 0.06 0.06

035 ——————— H(m)
25

3 0.07 0.07 0.07 0.07
1.5

0.4 —
2.5 0.08 0.08 0.08 0.08
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2.3. Numerical Model

For this research, a three-dimensional computational model was deployed, utilizing
the Volume of Fluid (VOF) approach within the OpenFOAM CFD environment [37]. The
computational model resolved the fluid dynamics by addressing the Navier-Stokes system,
capturing the dynamics of the dual-phase (air and water) flow.

The three-dimensional vertical (3DV) numerical wave tank replicates the actual wave
tank environment, encompassing an overall length of 30.9 m and a height of 1 m. To
facilitate incident wave analysis, locations of three wave gauges were set up to be consistent
with the physical model.

2.3.1. Governing Equations

The simulation of the incompressible viscous flow was governed by the Reynolds-
averaged Navier-Stokes (RANS) equations, which are fundamental in capturing the dy-
namics of the dual-phase (air and water) flow:

o

5 =" (1)
oo s _ 2o oo 0 (ou 9 o
ot oy ox 9o o\ oy | ax

where u is the fluid velocity, p is the dynamic pressure, p is the density of the water, g; is
the jth component of the gravitational acceleration, and y is the dynamic viscosity.

The numerical simulation was conducted employing the PIMPLE algorithm within
OpenFOAM, which integrates the PISO and SIMPLE methodologies. This approach ef-
fectively couples the pressure and velocity fields. Detailed descriptions of the SIMPLE
and PISO algorithms are referred to in Ferziger and Peri¢ [38] and Issa [39]. To enhance
computational efficiency, adaptable time steps were employed, and the Courant number
was limited to 0.3.

2.3.2. Turbulence Model

The RANS turbulence models encompass the k-¢ and its RNG counterpart. The
RNG model demonstrates superior accuracy, particularly in scenarios where the impact of
turbulent vortices is significant. As Lara Lu et al. [40], the RNG k-¢ model is more adept at
managing flows characterized by high strain rates and pronounced streamline curvature.
Consequently, RNG k-¢ was chosen for the computational analysis.

When Reynolds numbers are high, the equations of k and ¢ are as follows:

ok ok 0 ok
— T —<VT>+Gk—s 3)

ot o, ox; \ oy ax;
de.  —de 0 [pur oe . € &
g +Ll]afxi = axi <(Tg aX]> + Clska CZsP k (4)

where Gy = 247 D;;Dj; is the turbulent kinetic energy generation term, and Dj; = (97;/9x;
+ 971j/0x;)/2 is the mean strain rate tensor. C*1 = Ci — (1 —17/10) (1 + pr®), where
n=Sk/e S = (ZW)UZ. Where C, = 0.0845, o = 1.39, 0 = 1.39, Cy, = 1.42, Cp¢ = 1.68,
1o =4.38, B =0.012.

2.3.3. Boundary Condition

Figure 3 depicts the boundary specifications for the computational model. A relaxation
zone is established at the inlet to facilitate wave generation and absorption. The top
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boundary, representing the atmosphere, functions as an open boundary, allowing both
liquid and gas to exit the simulation area, with air being the only medium that can re-enter.
The slope, armor block, outlet, and bottom are configured with a non-slip stationary wall
boundary condition. The side boundaries are designated as Symmetry Plane.
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Figure 3. Boundary conditions for the numerical model.

2.3.4. Mesh Generation

For the accurate replication of wave propagation and the ensuing structural interac-
tions, the developed numerical model utilizes a non-uniform mesh system during the mesh-
ing phase. Figure 4a illustrates that the mesh density is higher near the water-air interface
and the area surrounding the structure. The mesh tools SnappyHexMesh and blockMesh
in the OpenFOAM library are used to generate the mesh. Jacobsen and Fuhrman [41] have
suggested employing square grid cells for enhanced simulation accuracy in the context of
nonlinear wave modeling. In this study, blockMesh is used to create a square basic mesh,
and SnappyHexMesh is used to remove the quadrangular hollow blocks.

Breakwater

(b) (©

Figure 4. (a) Meshes around breakwater and blocks; (b) Meshes on a single block; (c) Meshes on a
column of blocks.

Vanneste and Troch [42] have indicated that the arrangement of mesh points corre-
sponds to the characteristics of the waves, with the mesh dimension in the x/y-axis (Ax/y)
being associated with the wavelength-to-height ratio (L/H). The mesh size near the water
surface is set at Ax = L;,;;, /100, Ay = H,;i,/10. Linin and Hpin are the minimum values
of L and H. According to the setup of wave conditions, Ax = 0.0025 m, Ay = Az = 0.005 m.
Table 2 details the distribution of mesh resolutions across the model’s domain.
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Table 2. Mesh size for different regions.

Mesh Region Mesh Size Ax X Ay x Az (m)
Most region 0.01x 0.01 x 0.01
In close proximity to the water surface 0.005 x 0.005 x 0.005
In the vicinity of the breakwater and blocks 0.0025 x 0.0025 x 0.0025

When generating meshes in proximity to the armor block based on the physical model,
their number is overly large (~tens of millions). To enhance computational efficiency, Ye
et al. [43] only set one row of Accropode on the armor breakwater, which does not affect
the numerical results. To simplify and improve the computation, blocks in the model are
arranged only in one column.

2.3.5. Skill Metrics

To determine the level of agreement between the computational outcomes and empiri-
cal data, the Pearson correlation coefficient r is used:

- Z?:] (Umeusured - Wmeusured)(ﬂnumericul — Wnumerical) (5)
2 — \2
\/Z?:l (Umeasured - Wmeusured) \/Z?:l (Uﬂumericul - Unllmerical)

where 7 is the sample size, 7 is the value of the variable, and 7 is the sample mean.
To obtain the discrepancy between the numerical and experimental values, the Root
Mean Square Error (RMSE) is utilized, it is calculated by the formula:

1 n
RMSE = \/HZ(QDnumerical - (PmeuSW’Ed)z ©)
i=1

where @, merical ANA @pegsured; are the numerical and measured results, respectively.

3. Model Validations
3.1. Validation of Incident Reqular Waves

To evaluate the accuracy of OpenFOAM in replicating regular incident waves, we
compared the modeled wave surface results from ‘bare’ flumes (i.e., without any model
present) with theoretical predictions and experimental data. This validation was conducted
under three different conditions. A total of 12 sets of unstructured wave flume tests, typical
of 3 groups of working conditions, were taken for validation. The wave parameter used in
this study corresponds to the target wave, and the numerical wavemaker in OpenFOAM
is grounded on the second-order Stokes’ theory of wave, which is a well-established
framework for simulating wave generation and propagation. The wave profiles captured
at G1 serve to verify the accuracy of the numerical model.

Figure 5 illustrates the temporal variation of water surface elevations in ‘bare” flumes,
as captured by theoretical calculations, numerical simulations, and experimental measure-
ments. Due to the initial instability of the physical wave-making system (e.g., affecting the
first few waves), the physical wavemaker works stably after t = 20 s, which agrees well
with the numerical results (Figure 5). Waveforms obtained from the theoretical calculations
and numerical simulations are close to each other well. The Pearson correlation coefficients
between the theoretical predictions and numerical outcomes were 0.9986, 0.9988, and 0.9981
ford = 0.3 m, 0.35 m, and 0.4 m. Figure 5 displays the comparison of water level changes
between experimental data and numerical simulations, of which the Pearson correlation
coefficients were 0.9968, 0.9981, and 0.9972, respectively. Because of the viscosity, a slight
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attenuation of wave heights is observed in the numerical flume, which does not affect the

overall results.

Numercial

Experiment

Theoretical

]IO 1‘5 2‘0 2‘5
t(s)
(@)H=0.06m,T=1.12s

40

------ Numercial

Theoretical

t(s)
(b)H=0.07m, T=1.79 s

40

Numercial
Ay ¢

T‘heoretiygal

5 10 1I5 20 2‘5
1(s)
(¢) H=0.08m, T=2.46s

30

40

Figure 5. Temporal variations of theoretical, numerical and experiment values of water level heights

in “bare” flumes.

The wave generator within olaFlow accurately reproduces a range of basic wave types.
Upon commencement of wave generation by olaFlow, the wave height promptly stabilizes
at the anticipated level. The absence of wave height reduction and interference effects
confirms that olaFlow effectively and successfully manages incident wave absorption at the
terminal boundary through the application of active wave absorption boundary conditions.

3.2. Validation of Wave Run-Up Height and Reflection Coefficient

A total of 36 scenarios were modeled, including typical wave conditions in the experi-
ment. Figure 6 indicates that the relative run-up height (R/H) and reflection coefficients
(Ky) produced from OpenFOAM agree well with the experimental results during physical

modeling campaigns. In all cases, the OpenFOAM model underestimates R/H and K.

2.0 —

= Wave run-up event

R/H-Measured
.
- \n
"
L]

1.5 2.0
R/H-Numerical

(@)

K,-Measured

0.9

0.8

0.7

= Wave reflection coefficient event

0.5 0.6
K,-Numerical

(b)

Figure 6. Scatterplots between the measured and numerical values for the (a) relative run-up height
and (b) reflection coefficient events. Note: The red lines are the ones of perfect agreement, and the

black dashed lines are the fitted lines.
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Overall, R/H and K, were underestimated in OpenFOAM. The bias (average ratio of
predicted to the measured dimensionless flows) was 0.998 times, i.e., the numerical model
overestimated the measured relative run-up height and reflection coefficient by a factor
of 0.998 on average of the 36 cases, where wave run-up occurred. The RMSE values for
the relative wave run-up height and reflection coefficient are 0.29 and 0.077. While the
numerical R/H and K, slightly fall short of the empirical data, this minor underprediction
does not significantly affect the understanding of the run-up and reflection dynamics of the
armor block.

3.3. Mesh Resolution Independence Analysis

The mesh size near the block is set Ax = Ay = Az = 0.005 m, and the total mesh number
is 96,912 (Mesh III). The mesh size in the base case is set Ax = Ay = Az = 0.0025 m, and the
total mesh number is 763,416 (Mesh II). Mesh size in case I is set Ax = Ay = Az = 0.00125 m,
and its total number is 5,549,943.

To assess how the mesh resolution impacts the computational outcomes, the extrapo-
lated relative error (ERE) was calculated, which is expressed as follows:

vl -y

EREpy = |- —— @)
P
The extrapolated value is:
Yo = (1 = 12)/ (15 = 1) (8)
n = ——[In(d32/521) + q(n) ©)
= Inry 32/021) — 4N

i — Pl
n) = 1r1< 21 ) (10)

q(n) pr—
p' = Sign(d32/67) (11)

where 03 = ¥3 — 11, do1 = Yo—Y1, 21 = 52/51 and r3p = s3/s2. ¥ is the computational
result of the mesh. Sign represents a sign function. When p’ = 1, it indicates monotonic
convergence or divergence, and when p’ = —1, it indicates oscillatory convergence.

Table 3 presents the Error Relative to Experiment (ERE) for both wave run-up height
and reflection coefficient under Wave-I (and II and III) conditions with d = 0.3 m (0.35 m
and 0.4 m), H = 0.05 m, and T = 1.79 s, which were 7.181% (8.473% and 9.387%) and
0.898% (2.955% and 6.946%). Increasing the mesh size from 0.00125 m to 0.0025 m has
a minimal impact on the ERE, indicating that Mesh II is adequate for achieving precise
simulation outcomes.

Table 3. Run-up and reflection coefficient values for different meshes for three wave conditions.

Coefficients Wave-I Wave-II Wave-II1
Mech 1 R (m) 0.0823 0.0865 0.0901
€s K, 0.512 0.508 0.517
R (m) 0.0782 0.0834 0.0861
Mesh IT K, 0.491 0.482 0.496
R (m) 0.07146 0.0791 0.0833
Mesh III K, 0.4872 04723 0.4824
g2 R (m) 0.08867 0.09451 0.09943

ext K 0.51664 0.52345 0.55559
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Figure 7 shows comparisons of the R/H and K, from two groups of meshes. Due to the
numerical dissipation in the computational model, it is difficult to fully accurately simulate
the small wave breaking on the surface of the experimental block, the overall prediction
results are underestimated. Mesh III was not analyzed due to poor accuracy. Results of
the R/H and K, from meshes I and II are both very close to the experimental ones (e.g.,
RMSE = 0.27 and 0.29 (0.077 and 0.091) from Mesh I and II for the R/H (K;). Taking into
account the equilibrium between numerical precision and processing velocity, Mesh II was
selected for the following calculations.

2.0 — 0.8
®  Meshl . o ®  Meshl
= Meshll " - 7 = Meshll L% B
. _—  E ; : 9

- - - Meshl- linear fitting R —-—--Meshl- linear fitting 2

—-—--MeshlI- linear fitting ‘./o ‘) - - = MeshlI- linear fitting 7
= ,.’l-/' - 0.6 | ,/{/
2 » e b 2
3 3. & . = 7
2 '~ 8 4, 2 e
> na e S
= o & ° = 3
I g 1 5 < o
2 s) % 04}

= o4 o P
e R 57
1 1 02 1 1
1.25 1.50 1.75 2.00 0.2 0.4 0.6 0.8
R/H-Numerical K,-Numerical
(a) (b)

Figure 7. Comparisons of (a) relative run-up and (b) reflection coefficient values between Mesh I and
II. Note: The red lines are the ones of perfect agreement.

4. Results and Discussion

Although olaFlow’s numerical wavemaker has been tested without structures, it
remains to be further verified whether the olaFlow-based computational model of wave-
new ecological quadrilateral hollow block interaction can reliably simulate the complex
interaction process. To perform the numerical simulation efficiently, 96 CPU cores were
employed for parallelization. The CPU type is 2x AMD EPYC 7643 with 2.3 GHz.

4.1. Wave Profile and Wave Fields Evolution with Different Meshes

The wave height gauges G1, G2, and G3 are located at 21 m, 21.6 m, and 22 m from
the wave-maker. Figure 8 depicts the temporal progression of water surface elevations for
three distinct series, each employing different mesh densities. The test was conducted at
T =1.79 sand H = 0.05 m. Gland G2 showed a nonlinear state, and the wave valley became
steeper compared with that of G1. The sub-wave peaks appeared in G1 and G2 close to
the new ecological quadrilateral hollow blocks, where the incident waves were reflected,
superimposed, and broken. The wave heights corresponding to G3, G2, and G1 decrease
sequentially due to the dissipation processes after contacting the blocks.

Figure 8 illustrates the temporal variations in water surface elevations derived from
the experimental configuration, which exhibits significant nonlinear characteristics by in-
cluding the structure into the flume. This nonlinearity stems from the inherent inaccuracies
of the experimental setup and the pronounced wave-structure interaction, which signifi-
cantly contributes to the observed nonlinear effects, with the latter particularly contributing
to pronounced nonlinear effects noticeable at the wave trough.
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Figure 8. Temporal sequences of water surface elevations at locations G1, G2, and G3 with various
mesh sizes.

Figure 9 shows the velocity fields using various meshes for the same wave condition
at t = 12 s. At this point, the wave climbed to its highest point, and the velocity fields
using various meshes are in general agreement with each other. The peak flow rate is
predominantly found at the point where the leading edge of the wave makes contact with
the obstruction. Although the wave run-up height reaches its peak, the flow velocity is
reduced. The flow velocity vector is oriented upwards along the entire incline. When the
wave reaches the highest block, the flow velocities on the surface and inside the block
are large, and the acting direction shows irregularity. The wave climbs the highest before
breaking. The velocity of the flow at the liquid’s surface exhibits non-linear characteristics,
in all these cases, the direction of the flow velocity action is upward. Mesh I presents a
slightly larger flow velocity than Mesh Il and Mesh III. The flow velocity using Mesh I at the
very front of the wave is distributed in more directions, while the least velocity component
upwards is shown in Mesh III. This occurrence can be rationalized by the increased fidelity
of the model’s finer meshes, which more accurately reflect actual conditions.

Figure 10 shows the distribution of the dynamic pressure fields from three mesh
settings under the same wave condition at t = 12 s. The distribution of the positive
pressure zone at the wave’s leading edge is uneven, a result of the intense interaction
between the wave and the block. Upon attaining its peak run-up elevation, the substantial
pressure exerted by the water mass is conveyed to the wave’s forefront through the wave’s
movement, accompanied by a significant dissipation of wave energy.
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Figure 10. Comparison of dynamic pressure fields for different meshes.

4.2. Wave Velocity and Turbulent Flow

Figure 11 illustrates the wave pattern and the distribution of velocity with T =1.79 s
and H = 0.06 m. When wave climbs the incline, a region characterized by peak flow
velocity is observed right at the leading edge of the wave. At high flow velocities, the wave
continues running up the slope until its height reaches the maximum; the flow velocity
decreases and only the water remaining inside the block has a higher flow velocity. When
the wave falls back, the velocity of the flow augments at the wave’s leading section upon
its interaction with the block. During the whole wave impact cycle, the flow velocity is
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elevated at the upper regions of the block as the wave ascends the incline. Conversely, as
the wave’s run-up reaches its maximum and then begins to ebb, the velocity within the
block’s central and lower regions increases.
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Figure 11. Wave patterns and velocity distribution when the wave propagates to the breakwater.

Figure 12 portrays the pattern of turbulent kinetic energy dissipation as waves engage
with new ecological quadrangular hollow blocks at T = 1.79 s and H = 0.06 m. The water
body consumes turbulent kinetic energy as wave run-up develops. The main mechanism
controlling the dissipation is the contact and slap between the leading edge of the water
mass and the surface of the block. The wave interacts with the embankment surface during
the run-up, and the corresponding energy loss increases, which suggests a reduction in
wave reflection. As the wave surges upward, the area of significant energy dissipation is
predominantly located in the upper section of the block (Figure 12a—d). When the wave
is running up to reach the highest level and then falling, the region of intense dissipation
predominantly occupies the interior and lower sections of the block (Figure 12e-h). The
interaction between the wave and new ecological armor blocks significantly produces the
turbulent kinetic energy and the corresponding dissipation rate in the water body.
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Figure 12. Distributions of (a,c,e,g) turbulent kinetic energy and (b,d,f,h) dissipation rate.



Water 2025, 17,96

16 of 23

4.3. Wave Run-Up

For irregular waves, the run-up height is typically denoted as R;»¢, [44], which signifies
the level of run-up surpassed by only 2% of the incoming waves [45]. Schoonees et al. [44]
determined the wave run-up for regular waves by sorting the rise heights in descending
order for each test and then computing the rise height that was surpassed by only 2% of
the waves. Figure 13 illustrates how the R is affected by variations in wave height and
period. At a period of 1.79 s, the wave run-up height escalates in correlation with the wave
height (H). It is observed for three different sets of water depths. With d = 0.35 m, there is a
more pronounced rise in wave run-up height compared to the other two scenarios, which
is consistent with the measured results; the run-up height escalates in correlation with
the period, as depicted in Figure 13b. Changes in run-up are highly correlated with the
wave period. The modeled wave run-up slightly increases when T = 1.79 s and H = 0.07 m,
due to its underestimation of turbulent dissipation. The average RMSE values shown in
Figure 13a,b are 0.011 m and 0.0068 m, respectively.
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Figure 13. Variations of R with H and T.

The left-hand panel of Figure 14 displays how varying water depths affect R under
conditions of differing wave heights. With the increase of relative water depth (the ratio of
water depth d to wavelength L (d/L)), the wave run-up height generally exhibits an upward
tendency. When H = 0.05 m, R tends to increase in response to an increase in the ratio
of d/L. When H > 0.05 m, R achieves its maximum at d/L = 0.179. Under shallow water
waves (d/L < 0.5), upon reaching a certain extent in d/L, wave energy is diminished by
bottom friction, leading to a reduction in R. When H increases, this trend is more obvious.
Elevated H precipitates earlier wave breaking, consequently diminishing R, a phenomenon
particularly evident at H = 0.08 m.
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Figure 14. Variations of R with d/L and H/L.
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Wave steepness, which is the proportion of the wave height (H) relative to its wave-
length (L) (i.e., S = H/L), the R over various d/L, as illustrated in the right-hand panel of
Figure 14. As wave steepness augments, so does R. The correlation between wave steepness
and R exhibits a consistent upward trend across varying water depths.

The Iribarren number, also known as the surf similarity parameter [46], is given by
the formula ¢, 1,0 = tana/(Huo/ Lm,l,o)l/z, where « is the angle between the slope and the
bottom, and tan« is equal to slope ratio 1/m in this paper, and L is the wavelength in deep
water L = ¢T?/(27). The scatter plot of relative wave run-up height and the surf similarity
parameter is shown in Figure 15. As the surf similarity parameter escalates, R/H also
increases. However, the correlation between the surf similarity parameter and R/H is not
uniformly decreasing when there are variations in wave height and period. This situation
depends on the specific measurements of H and T; the surf similarity parameter does not
solely dictate the relative wave run-up height. It is not a straightforward linear association
with R/H but rather influences the pattern of its variation.
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Figure 15. Scatter plot of R/H changing with C.

4.4. Comparison with Existing Wave Run-Up Formulas

Table 4 enumerates various existing formulas for wave run-up. In the realm of wave
run-up studies, a dimensionless number is obtained by dividing the run-up by the incident
wave height, which is usually expressed as a surf similarity parameter [47-51]. Figure 16
shows the relationship between R predicted by different methods and experiment value.
Line 1: 1 indicates that the predicted value is completely consistent with the experimental
value under ideal conditions. The run-up data points of numerical simulation are closely
distributed near the line 1: 1. The value obtained by Muttray M.’s formula is close to the
experimental value. The data near the line 1: 1 are generally lower than the experimental
value, and in the experimental value range of 1.4-1.6, there are some data that are more than
twice the experimental value. The predicted value obtained using the Hunt [52] formula is
generally around line 1: 1. The run-up height prediction value obtained by Van der meer
and Stam’s formula is very different from the experimental value. This equation is typically
employed for determining the run-up of irregular waves. The predicted values obtained
by Saville [53] and Whaline et al. [54] are larger than the experimental values. Through
comparison, it is found that there are some deviations in the above formulas, which are
related to the applicable conditions of the formulas, and need to be further adjusted and
verified under specific wave conditions.
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Table 4. Wave run-up formulas.

Authors Structure Types Formulas Remarks
Van Der Meer and . Ry, Hg is the signifcant wave height,
Stam [49] Smooth impermeable slopes e = 1.57Cmax <y is the reduction factor
Muttray M, Oumeraci H, Rubble mound breakwaters R = 1.31H;(1+ C;), H, is the reflected wave height,
Oever E [50] with steep front slope C, = % H; is the incident wave height
tanx is the slope, Hp and L are
R _ ~_ _ tana ~ .
Hunt [52] Impermeable slopes 1, =¢= T, /T the deep-water wave height
and length
Saville [53] and R tanf Hy and Ly are the deep-water
Whalin et al. [54] Small beach slopes H ™ ( Hy >°~4 wave height and length
Lo
12
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Figure 16. Comparison of numerical wave run-up results with existing wave run-up formulas. Note:
The formulas of Van Der Meer and Stam [49], Muttray M, Oumeraci H, Oever E [50], Hunt [52],
Saville [53] and Whalin et al. [54] are in Table 4.

4.5. Wave Reflection

The technique developed (two-point method) by Goda and Suzuki [31] is utilized to
distinguish between the incident and reflected waves. Post-separation, the height of the
reflected wave is divided by that of the incident wave, yielding the reflection coefficient,
denoted as Kr.

Figure 17 illustrates how wave height and period affect the reflection coefficient. In
Figure 17a, it can be observed that the wave reflection coefficients decline as wave height
increases, specifically at a period of 1.79 s. The numerical model slightly underestimates
K, when H = 0.05 m, as it dissipates more energy in the armor block. In Figure 17b, at
d = 0.35 m, Kr tends to increase with the wave period’s lengthening. The numerical model
agrees with the physical results well. The average RMSEs values in Figure 17a,b are 0.0055
and 0.22, respectively.
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Figure 17. Variations of reflection coefficients with (a) H and (b) T.

Figure 18 demonstrates the influence of relative water depth on Kr across various
wave height scenarios. With the gradual deepening of the relative water depth, the wave
reflection coefficient in the vicinity of the block tends to diminish gradually; for example,
at H = 0.06 m, the reflection coefficient drops from 0.268 to 0.255 as the relative water
depth increases from 0.153 to 0.204. Wave velocities are elevated near the blocks during
the phases of wave run-up and retreat, where greater energy dissipation occurs, leading to
diminished reflection coefficients. With the ongoing deepening of d/L, the wave along the
course of the run-up shows stronger energy loss and turbulent energy dissipation inside the
block. Consequently, the energy of the receding water mass diminishes, correspondingly
reducing the energy of the reflected wave, which is finally manifested in the reduction of
the reflection coefficient in front of the armor block.
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Figure 18. Variations of wave relative coefficient with various (left panel) relative water depth and
(right panel) wave steepness.

Figure 18 illustrates how the wave reflection coefficient is affected by wave steepness,
with an increase in steepness leading to a reduction in the reflection coefficient. The
correlation between H/L and K; exhibits a monotonic decline across various water depth
scenarios. The simulated K, and H/L align well with the experimental results.

Figure 19 delineates the impact of ¢ on K, across various water depth conditions. As ¢
escalates, there is a corresponding increase in the wave reflection coefficient. This correla-
tion is monotonically progressive and is observed across diverse water depth settings.
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Figure 19. Scatterplot of wave reflection coefficient changing with surf similarity parameter.

5. Conclusions and Recommendations

This research developed a 3D wave computational model to explore wave run-up and
reflection characteristics of a new ecological quadrangular hollow block. The model was
verified by a physical flume test, which shows that the model has a good ability to simulate
wave-block interaction actions. The outcomes of this investigation are encapsulated and
synthesized in the subsequent points:

(1) In the “bare” flume, the computational model’s series of water level fluctuations
is juxtaposed with experimental data. The root mean square errors of R/H and K; are
0.2909 m and 0.0770. The verification results demonstrate that the new ecological quadrilat-
eral hollow block’s wave run-up and reflection are reliably predicted by the established
numerical model.

(2) The mean discrepancy in wave run-up and reflection coefficients across the three
mesh configurations (e.g., 0.005 m, 0.0025 m, and 0.00125 m) is 8.91%. The investigation
delves into the variations in water surface elevation, velocity field, and dynamic pressure
field when the wave interacts with the new ecological quadrilateral hollow block at the
three mesh sizes. The findings indicate that the water surface elevation data from the
coarse mesh shows a greater deviation from the observed values compared to the finer
meshes, whereas the mesh size exerts a minimal influence on the velocity and dynamic
pressure fields.

(3) R/H escalates with increases in wave height, period, and relative water depth, as
well as wave steepness. Conversely, the reflection coefficient diminishes as H, d/L, and
H/L augment.

This research endeavored to analyze the dynamic interplay between wave run-up
and reflection coefficients with a new ecological quadrangular block amidst regular wave
conditions. Indeed, the regular wave simplifies the study situation. The actual wave
conditions are mostly irregular, and the wave conditions are more complex. In the future
study, it will be considered for the hydrodynamic characteristics of the new ecological
quadrangular hollow blocks under irregular wave action.
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