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Abstract

:

Due to the development of wireless network technology, various applications relying on good network quality are widely used on mobile devices. Taking the commonly used video streaming service as an example, a network with high throughput and low packet loss rate can meet the service requirements. When the moving distance of the mobile device is greater than the signal coverage of the AP, it will trigger the handover process to connect to another AP, and cause the network to disconnect and reconnect instantaneously. However, frequently triggering the handover procedure will cause a significant drop in network performance and affect the operation of application services. In order to solve this problem, this paper proposes the OHA and OHAQR. The OHA considers whether the signal quality is good or bad, and uses the corresponding HM method to solve the problem of frequent handover procedures. The OHAQR integrates the QoS requirements of the throughput and packet loss rate into the OHA with the Q-handover score, to provide high-performance handover services with QoS. Our experimental results show that the OHA and OHAQR have 13 and 15 handovers in a high-density scenario, respectively, and are better than the other two methods. The actual throughput and packet loss rate of the OHAQR are 123 Mbps and 5%, respectively, and the network performance is better than that of other methods. The proposed method shows excellent performance in ensuring the network QoS requirements and reducing the number of handover procedures.
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1. Introduction


In recent years, technologies such as IEEE 802.11 wireless networks and cellular networks (such as 4G) have matured [1], and the application services using these technologies have also gradually increased. At the beginning of the development of wireless network technologies, the main focus of research and development was achieving high quality of service (QoS) and high connection stabilities between access points (APs) and user equipment (UE), and also achieving high packet delivery ratio (PDR) [2]. As these wireless network technologies mature, the stability of network connections and the transmission rate of data exchange increase, and more applications now use wireless networks as a medium for data exchange.



When using IEEE 802.11 wireless networks for transmission with high throughput requirements, once the UE moves to the boundary of the AP’s transmission range, the AP that originally provided the network service should hand over its job to a nearby AP, which can provide higher throughput to the UE; otherwise, the UE will keep gaining low throughput, which will affect the QoS of the UE. However, on the contrary, if the UE does not have high throughput requirements, and the handover decision is still prioritized to providing high-throughput network service between the AP and the UE, this may raise the chance of unnecessary handovers. Handover refers to the process of an AP handing over its job of network provision to another AP. It mainly occurs when the original serving AP can no longer provide a satisfactory QoS for the UE, and handing over the right of network service provision is required. If the handover judgment is not designed based on the users’ environment of application, the handover decision will be inaccurate and unable to ensure that the handover occurs at the correct time. When the UE wanders between multiple nearby APs, the signal strengths of these APs are similar, so if there is no good handover design, the handover between APs will become frequent, resulting in the occurrence of the ping-pong effect. Because of this phenomenon, we found that when designing the handover algorithm and its threshold, a more delicate design should be adopted to effectively prevent the ping-pong effect and further improve the QoS of the network.



In this paper, we propose the optimal handover algorithm (OHA) and the optimal handover algorithm with QoS requirements (OHAQR) to reduce the number of handover procedure triggers and ensure the quality of service in the network. In the OHA, to consider whether the signal quality is good or bad, different hysteresis margins (HMs) are used to solve the problem of frequent handover procedures. Different HMs are designed according to different signal qualities to help reduce unnecessary handover procedures being triggered. In the OHAQR, the handover score Q is included in the OHA algorithm to start the handover procedure earlier when the current network performance does not meet the QoS requirements. The handover score Q is a measurement indicator based on the QoS requirements, which includes throughput and packet loss rate (PLR) [3].



The rest of this paper is organized as follows: In Section 2, we detail and analyze the related work proposed by other authors, organize the pros and cons of their proposed methods, and further clarify the goal of our research; in Section 3, we clearly explain our proposed handover algorithm, which is optimized based on users’ QoS requirements; in Section 4, we present the experimental results simulated in different densities of topologies and compare the network performances of the proposed handover algorithm with the methods proposed by other authors, through the Mininet-WiFi simulator; and in the last section, we conclude this paper based on our proposed methods and summarize their performance breakthroughs, while also briefly outlining our future research.




2. Related Work


The handover procedure of wireless networks is an important issue. The processing flow of the handover procedure is shown in Figure 1. Before the handover process is executed, the system will enter the detection phase to start. In this process, the AP will detect the signal strength of the connection with the UE that it is currently connected to. If the signal quality of the connection between the UE and the AP is poor, the AP will notify the UE to start looking for nearby APs that it can hand over the right of network service provision to. After that, it will enter the second phase of the handover: the discovery and scanning phase. The UE will start to actively search for beacons sent by nearby APs, and further measure the signal strength of these connectable APs as a basis for the UE to select the best handover AP. The last stage is the effective handover. At this stage, after the UE selects the target AP for handover, it will verify and connect/reconnect with the AP. The handover procedure will be completed when all three of the above handover phases are completed.



Handover is divided into soft handover and hard handover [4]. In soft handover, the UE can still connect to the currently connected AP before the new connection with the target handover AP is established, which is usually performed via IEEE 802.11 wireless local area network (WLAN). In hard handover, which is used by 4G [5] mobile phone mobile communication technology, the UE must disconnect from the currently connected AP before the connection with the target handover AP can be established. In addition, handover can also be separated into vertical handover [6] and horizontal handover [4]. Vertical handover is also known as heterogeneous network handover; it refers to the behavior of the UE switching the connection between APs under two different network communication technologies. Horizontal handover is also known as homogeneous network handover. This handover method refers to when the UE switches between two APs with the same network communication technology. The goal of our research is to achieve optimized handovers between APs based on homogeneous networks.



In recent years, there have been many papers focusing on the design of handover algorithms. When designing handover methods, the handover threshold must be precisely designed, otherwise the connection between the UE and the AP will become unstable. There are three main handover decision methods: the received signal strength indicator (RSSI) threshold method, the dwell timer method, and the time prediction for staying method. The RSSI threshold method [7] is the most commonly used and the simplest goal for designing this kind of handover decision. It involves setting a threshold as the criterion for judging whether to perform the handover, which is called the “single-threshold handover judgment method” [8]. Although this method is easily applicable to various handover algorithms, it may cause frequent ping-pong effects and make wireless network connections unstable. The dwell timer method [9] adds a countdown timer on the basis of the “single-threshold handover judgment method”. When the signal strength between the nearby AP and the UE is stronger than the signal strength between the AP to which the UE is currently connected and the UE, the system will start a countdown timer (the countdown timer can be set by the user). When the countdown timer ends, it means that the signal fluctuation effect caused by an unstable signal between the UE and the nearby APs that can be handed over to is eliminated, meaning that the handover procedure can be executed. This method can reduce the probability of unnecessary handovers, but if the handover decisions of multiple connections are executed at the same time, multiple countdown timers will start at the same time, resulting in a high computational burden of the system. The time prediction for staying method [10] calculates the distance that the UE travels from the preset AP coverage boundary to the coverage boundary of the single handover threshold when the UE moves at a constant speed, to calculate the time that the UE travels within the coverage of the target handover AP. If the movement time of the UE calculated by the aforementioned method is higher than the right to delay time of the handover, the network service provision right will be transferred to the target handover AP. Although this method can reduce the generation of the ping-pong effect, like the dwell countdown timer method, the time estimation for staying needs to continue calculating, resulting in a high computational burden of the system. In addition to the design of a handover algorithm with a fixed threshold, the “dynamic threshold” approach was proposed [11]. In this approach, the available spectrum is allocated to the UE newly connected to the AP by setting dynamic thresholds. The “dynamic threshold” changes its value as the environment changes, so it can be considered the best solution in a changing environment. In this way, the flexibility of the system and its applicability to various environments will be further improved. Although this method should have good performance, it should be dynamically adjusted to the best handover parameters according to the environment; otherwise, it will still cause a ping-pong effect and reduce the stability of the user’s network service.



In order to alleviate the ping-pong effect, in [12], the “time prediction for staying method” was used, and whether the target handover AP could provide users with sufficient throughput was used as a handover decision indicator to reduce the overall number of handovers and improve network service efficiency. In [13], the author decided whether an AP could be selected as the target handover AP by checking whether the UE was facing it. After all nearby APs that can be handed over to are included in the target handover candidate list, one of the APs with the best signal strength between it and the UE will be selected as the target handover AP. At the same time, the signal strength between the selected target handover AP and the UE must be greater than the handover threshold to ensure that this AP can truly provide good network services to the UE.



Another way to deal with ping-pong effects is to use hysteresis margins (HMs) [14]. HMs are like a buffer space added to the handover threshold, so that the new handover threshold will increase the value of HMs to the original threshold. After adding this parameter to the handover algorithm, if the signal strength between the UE and the currently connected AP is lower than the original threshold, the handover that should have been performed before the HM was added will not be performed, because the signal strength between the UE and its currently connected AP is not bad enough. The handover procedure will only be executed after the handover condition is met. Therefore, when considering the long-term disconnection caused by the ping-pong effect, which results from the user’s wandering between two APs and further causing the UE to continuously switch service providers between APs, the use of HMs can greatly reduce the probability of the ping-pong effect and reduce network service interruption. In [14], a handover algorithm based on a double threshold and a double hysteresis margin was proposed. From the experimental results, although the method proposed by the author can achieve 100% PDR, more than double the expected number of handovers occurred in the experiment. It was found that the value of certain parameters in the handover algorithm, such as the handover threshold and HM, must be accurately designed; otherwise, this may cause unnecessary handovers and is not conducive to providing high-QoS network services.



In addition, in the handover process of a wireless network, it is also important to consider the factors of QoS to meet the needs of users. QoS [15] refers to the way that a network can use various basic technologies to provide better network service capabilities for specific network users, and is also a technology used to solve problems such as network delay and congestion. QoS is a control mechanism that provides different priority levels for different users or different data traffic, or according to the requirements of the application, to ensure that the performance of data traffic can reach a certain level. The measurement indicators of QoS include [16]: bandwidth, packet loss rate, error, delay, jitter (the delay difference may seriously affect the quality of streaming video and audio), and so on. QoS can also be prioritized for application data traffic to ensure that applications with high QoS requirements can receive enough QoS. In [17], a scoring criterion for the handover decision, Q-score, is proposed. The Q-score is obtained by multiplying the set network service-quality-related parameters (such as RSSI, bandwidth, etc.) by the individual weights. After that, the nearby AP with the highest Q-score will be selected as the UE target handover AP. However, in the handover algorithm proposed, there is a handover condition: if the application currently being used by the UE has a demand for real-time data transmission, the connection will immediately switch to the target handover AP. However, from another point of view, if the above conditions continue to be met, they will continue to hand over. As a result, the PDR of the overall network service will drop significantly. Therefore, according to the goal that we want to achieve, of reducing the number of handovers, the immediacy of the application will not be included in the judgment condition of the handover decision to reduce the number of disconnections. However, if the user has high QoS requirements, the system will try to achieve the QoS required by the user as much as possible, regardless of the cost caused by frequent handovers. In [18], an SDN-based RSSI handover mechanism and an SDN-based AP load-balancing handover algorithm are proposed. The former, as the station is associated with the AP providing the strongest signal, may result in reduced QoS when the AP is overloaded. The latter balances the load when the AP is in an overlapping area, thereby ensuring good QoS for all stations. From the experimental results, it can be seen that the AP load-balancing handover algorithm performed better in terms of transmission, bandwidth, jitter, and packet loss. In [19], a QoS-aware flexible mobility management scheme for software-defined networking (SDN)-based mobile networks is proposed. It classifies flows into four classes based on the QoS requirements of the service in terms of latency and loss tolerance. According to the priority of flow classification, a QoS-based differential handover process is provided for each class. Performance analysis shows that the proposed scheme can realize the flexible utilization of network resources and can effectively meet the QoS requirements of each class.




3. User QoS-Based Optimized Handover Algorithm


In this section, the optimized handover algorithm (OHA, also called Algorithm 1) and the optimized handover algorithm with QoS requirement (OHAQR, called Algorithm 2) are proposed. The former algorithm helps the UE to perform the minimum number of handovers and the latter prevents the AP from making the throughput and PLR lower than the user’s requirements. The details of these two handover algorithms are explained in the following subsections.



3.1. Optimized Handover Algorithm


An improved handover algorithm referenced in [14] was proposed to further help the system to select the best nearby handover AP and avoid unnecessary handovers. For the “single-threshold handover judgment method”, when the RSSI between the UE and the currently connected AP is inferior to the RSSI between the UE and the nearby connectable APs with the best RSSI between the UE, the connection with the currently connected AP will be transferred to the AP with the best RSSI with the UE among the nearby APs. The definition of RSSI is as follows [20]:


  R S S I =  P r  −  P L     d 0    − 10 n   l o g 10    d i  /  d 0    +  X 0   



(1)







   P r    represents the transmission power of the signal.    P L     d 0      represents the path loss of the signal per unit distance    d 0    due to environmental factors.    d i    is the distance between the actual position of the UE and the set reference point.    d 0    is the mentioned unit distance.  n  is the attenuation factor of the signal.    X 0    is a random value of Gaussian distribution.



The algorithm of the OHA is described in Algorithm 1. When the system is started, the UE will start to search for nearby APs, start to collect the relevant information of these APs, and exclude the data of the AP that the UE is currently connected to from the collected data. Afterward, the UE will start to test the maximum throughput capability, and the severity of the packet loss problem between the server and itself will be the basis for further handover decisions. If the system finds that there are other APs nearby that can be handed over, it will start to check the current signal strength (RSSIC) of the connection between the UE and the AP. If the measured signal strength is greater than or equal to the threshold (T) set by the user, it means that it is in the “good signal condition range”, which means that its current connection signal quality is good and there is no urgent need to hand over (as shown in Figure 2a, and lines 3 to 7 of Algorithm 1). Note that the two curves in Figure 2a represent the RSSIs of AP1 and AP2, respectively. In this sense, the handover decision tends to reduce the probability of triggering the handover procedure. Conversely, if the measured signal strength is less than or equal to the threshold set by the user, this means that when it is in the “bad signal condition range”, we set an increased basis for decision-making for handover than in the good signal condition range, to prevent the UE from encountering poor connection or low service throughput (as shown in Figure 2a, and lines 9 to 13 of Algorithm 1).



Regardless of whether the current signal connection quality is in the range of good or bad signal conditions, the system will first make a rigorous “overstep AP handover” judgment to decide whether to directly hand over to the AP that can provide the second-best service quality. The method is that when we find the farthest AP in the direction that the UE is moving, the system will ensure that the UE can receive stable network services after connecting with it, to prevent the service instability problem caused by frequent handovers when the UE is handed over to the AP that can provide the best signal quality, and when it is about to leave the signal coverage of this AP, the UE then needs to switch the connection to another AP that can provide the best signal. Therefore, by judging the “signal strength of the second-best nearby AP” and the “UE heading direction”, to determine whether the user will move to the coverage of the nearby AP with the second-best service quality, and only when the following judgment conditions are met at the same time, will the handover procedure be triggered. First, when the signal strength of the second-best AP (RSSI2nd-best) is greater than the handover threshold of nearby AP with the second-best signal strength (T2nd-best) minus the handover HM of nearby AP with the second-best signal strength (HM2nd-best), it means that the nearby AP with the second-best signal strength can provide good enough signal quality. However, the HM used in this article is the upper/lower limit range of the tolerable signal strength variation based on a signal strength RSSI value, so the “subtract with HM” method is not a direct subtraction of the two signal strength levels. Second, when the UE moves towards the AP with the second-best service quality nearby, if the conditions for the overstep AP handover have not been established, which means that there is no AP that meets the second-best quality and can be handed over to, then the following more detailed and accurate handover judgment is performed to avoid unnecessary handovers.



This method divides the signal strength of the currently connected AP into “good signal quality” and “bad signal quality” to optimize the performance of the handover algorithm. When the current signal connection quality is within the good signal conditions, the following four conditions need to be satisfied, and the connection of the UE will be handed over to the AP with the best signal quality nearby.



	
The signal strength quality of the AP near the UE is the best (RSSIMax) and better than the sum of the signal strength of the currently connected AP (RSSIC) and the HM with a good signal quality (HMGood). Since the signal strength quality of neighboring APs is excellent, the handover procedure can be performed (i.e., RSSIMax ≥ RSSIC + HMGood).



	
“The minimum signal quality threshold for should handover” (TS_HO) is better than the sum of the signal strength of the currently connected AP (RSSIC) and “the minimum signal quality HM for should handover” (HMS_HO). The handover process is not performed until the signal strength quality of the currently connected AP is in this condition, which can effectively reduce the occurrence of the ping-pong effect (i.e., TS_HO ≥ RSSIC + HMS_HO).



	
The signal strength quality of the AP near the UE is the best (RSSIMax) and better than the sum of the signal strength of the second-best AP (RSSI2nd-best) and the HM with the second-best signal strength in the good signal interval (HM2ndgood). This means that for the UE, the quality of service of the nearby AP with the best signal strength is much better than the service quality of the second-best nearby AP (i.e., RSSIMax ≥ RSSI2nd-best + HM2ndgood).



	
When selecting the best nearby AP for handover, the AP with the largest signal increment will be selected as the best handover AP; that is, the UE keeps moving to it (i.e., UE is moving toward RSSIMax AP).






If the current signal connection quality is in the bad signal condition range (as shown in Figure 2b, and lines 9 to 13 of Algorithm 1), the handover procedure will be triggered when the following five conditions are met.



	
The signal strength quality of the AP near the UE is the best (RSSIMax) and better than the sum of the signal strength of the currently connected AP (RSSIC) and the HM with a bad signal interval (HMBad). Since the signal strength quality of neighboring APs is excellent, the handover procedure can be performed (i.e., RSSIMax ≥ RSSIC + HMBad).



	
The minimum signal quality threshold for handover (TS_HO) is better than the sum of the signal strength of the currently connected AP (RSSIC) and “the minimum signal quality HM for should handover” (HMS_HO). The handover process is not performed until the signal strength and quality of the currently connected AP are in this condition, which can effectively reduce the occurrence of the ping-pong effect (i.e., TS_HO ≥ RSSIC + HMS_HO).



	
The signal strength quality of the AP near the UE is the best (RSSIMax) and better than the sum of the signal strength of the second-best AP (RSSI2nd-best) and the HM with the second-best signal strength in the bad signal quality (HM2ndbad). This means that for the UE, the quality of service of the nearby AP with the best signal strength is much better than the service quality of the second-best nearby AP (i.e., RSSIMax ≥ RSSI2nd-best + HM2ndbad).



	
When selecting the best nearby AP for handover, the AP with the largest signal increment will be selected as the best handover AP; that is, the UE keeps moving to it (i.e., UE is moving toward RSSIMax AP).



	
“The worst acceptable signal strength that urgently requires handover” (TU_HO) should be considered as a top priority when making handover decisions. If the signal strength between the UE and the currently connected AP is lower than the worst acceptable signal strength that urgently requires handover for the connection, this means that the signal quality of the current connection is extremely poor, and the UE must immediately initiate a handover procedure to connect to a nearby AP with better signal quality (i.e., TU_HO ≥ RSSIC).






In other connection situations, such as when the UE has not been connected to any AP, the algorithm proposed in this paper will require the UE to check whether there is an AP nearby that can be connected to. If there is, it will connect to the one with the strongest signal strength between it and the UE; if not, it will wait until the UE moves to a nearby AP that can be connected to, and then connect to the one with the strongest signal between it and the UE. A schematic diagram of its operation is shown in Figure 2b. The advantage of the proposed algorithm is that it enables the UE to connect to the most stable and most suitable AP for its connection. Assume that the number of all APs is n. The proposed OHA algorithm needs to calculate the difference in signal strength between the AP that the UE is currently connected to and other APs in the remaining nearby range, and take into account HM and T as the basis for whether to perform the handover procedure. The calculation of the difference in signal strength between APs is at most n − 1 times, so it can be deduced that the computational complexity of this algorithm is O(n).



	Algorithm 1 Optimized Handover Algorithm



	1:  Function HAND-OFF TRIGGERING



	2:   if (RSSIC ≥ T) then



	3:     if (RSSI2nd-best ≥ T 2nd-best−HM2nd-best) AND (UE is moving toward RSSI2nd-best AP) then



	4:        return True



	5:      else if (RSSIMax ≥ RSSIC + HMGood) AND (T S_HO ≥ RSSIC+ HMS_HO)

       AND (RSSIMax ≥ RSSI2nd-best + HM2ndgood) AND (UE is moving toward RSSIMax AP) then



	6:        return True



	7:     end if



	8:   else



	9:     if (RSSI2nd-best ≥ T 2nd-best−HM2nd-best) AND (UE is moving toward RSSI2nd-best AP) then



	10:       return True   



	11:     else if [(RSSIMax ≥ RSSIC + HMBad) AND (T S_HO ≥ RSSIC + HMS_HO)

       AND (RSSIMax ≥ RSSI2nd-best+ HM2ndbad) AND (UE is moving toward RSSIMax AP)]

       OR (T U_HO ≥ RSSIC) then



	12:      return True



	13:    end if



	14:   end if



	15:   return False



	16: end function









3.2. Optimized Handover Algorithm with QoS Requirements (OHAQR)


The proposed handover algorithm based on the user’s high QoS requirements is shown in Algorithm 2; the algorithm will perform the best handover according to the settings of the user’s service throughput and PLR requirement, and the trade-off results obtained after individual weighting of decisions are used as indicators for evaluation. The QoS metrics mentioned above have high priority in handover decisions. Combined with the “optimized handover algorithm” proposed in this paper, if the QoS-based handover conditions are satisfied, even if the three handover conditions mentioned in the optimized handover algorithm that need to be satisfied at the same time are not met, the handover procedure will still be triggered. The trigger conditions for the handover are as follows.



If the user enables the setting of high QoS requirements, the weight of handover decision parameters with high QoS requirements can also be set according to the attributes and requirements of the application used by the user. Through a weight-based handover decision such as that in [16], we designed a trade-off strategy between throughput and PLR based on user settings for different application scenarios. In the case of maintaining high throughput, if the current throughput (TPC) capacity between the UE and the currently connected AP is lower than the “minimum throughput requirement threshold (TQoS)” minus the “minimum throughput requirement HM (HMQoS)”, this will immediately trigger the handover procedure (as shown in Figure 3, and line 11 in Algorithm 2). At the same time, if a PLR handover decision parameter with a lower weight is set, the handover algorithm will also consider the PLR performance of the service network. If the low PLR exceeds the tolerable level according to the set weight, although the throughput performance is still within an acceptable range, the low PLR performance will further affect the user’s network experience. At this time, the handover procedure is also triggered to immediately alleviate the low PLR problem, thereby improving the user’s QoS. On the contrary, if the PLR is a network performance indicator that users attach more importance to, if the PLR is lower than the threshold set by the user, it will immediately hand over, and if the weight of throughput of the handover decision has been set, the throughput performance will also be considered, and the best execution timing for handover is determined based on its weight to ensure that the user can always have sufficient QoS during the use of the network. The Q-score curve in Figure 3 is the QoS score variation of each data sampling point obtained after the trade-off calculation of Equation (2).



In addition to considering throughput and PLR, the immediacy of the application is also considered. If the AP currently being used by the UE requires a low-latency network environment, the system will consider the immediacy when making a handover decision to provide a low-latency network experience at all times. In addition, signal interference between APs was found after experiments and, although it did not seriously affect the network experience, we still used the number of nearby APs that could be searched by the UE as the number of interference signal sources. If there are many nearby interference sources, the overall QoS score will be lowered. Based on the above parameters, the values, in the range of 0~1, obtained by the normalization algorithm are multiplied by the individual weights of each parameter. After these values are added up, the result obtained is used to define the Q-handover score of handover decisions. When the Q-handover score is lower than the “user-defined QoS threshold (TQoS)”, the handover procedure will be triggered. The definition of the Q-handover score (Q) is as follows:


  Q =  W  T P   × T  P s  +  W  P L   × P  L s  +  W  A T   × A  T s  +  W  R S S I   × R S S  I s   



(2)






  T  P s  =   T  P C  − T  P  M i n     T  P  M a x   − T  P  M i n      



(3)






  P  L s  = 1 −   P  L C  − P  L  M i n     P  L  M a x   − P  L  M i n        



(4)






  A  T s  =   A  T C  − A  T  M i n     A  T  M a x   − A  T  M i n      



(5)






  R S S  I s  = 1 −   R S S  I C  − R S S  I  M i n     R S S  I  M a x   − R S S  I  M i n      



(6)






   W  T P   +  W  P L   +  W  A T   +  W  R S S I   = 1  



(7)




where W represents the weight; WTP, WPL, WAT, and WRSSI represent the weights of throughput, packet loss rate, application type, and received signal strength gain, respectively; TP represents the throughput; and TPc, TPMin, and TPMax are the current, minimum, and maximum throughputs, respectively. Throughput is set between 0 and 150 Mbps. PL represents the packet loss rate, and PLc, PLMin, and PLMax are the current, minimum, and maximum packet loss rates, respectively. The packet loss rate can be set from 0 to 100%. AT represents the application types, and ATc, ATMin, and ATMax are the current, minimum, and maximum application types, respectively. The application types can be set from 1 to 10. The application type is used to indicate the priority level of the application service, and its value is 1~10: 1 indicates the lowest priority and 10 indicates the highest priority. RSSI represents the received signal strength indicator, and RSSIc, RSSIMin, and RSSIMax are the current, minimum, and maximum interference received signal strength indicators, respectively. The received signal strength indicator is expressed as the sum of all surrounding receivable signal strengths. Suppose RSSIMin is −90 dBm and RSSIMax is −1 dBm.



The proposed OHAQR is to add a QoS evaluation mechanism in the OHA to measure whether to perform the handover procedure. Since the calculation complexity of OHA is O(n), and the evaluation and judgment of QoS includes the QoS calculation of at most n APs, the calculation complexity is O(n). Since QoS calculation is required for each handover judgment, the overall computational complexity of the OHAQR algorithm is O(n2).



	Algorithm 2 Optimized Handover Algorithm with QoS Requirements



	1:  Function HAND-OFF TRIGGERING



	2:   if (RSSIC ≥ T) then



	3:     if (RSSI2nd-best ≥ T 2nd-best−HM2nd-best) AND (UE is moving toward RSSI2nd-best AP) then



	4:        return True



	5:      else if (RSSIMax ≥ RSSIC + HMGood) AND (T S_HO ≥ RSSIC + HMS_HO)

       AND (RSSIMax ≥ RSSI2nd-best + HM2ndgood) AND (UE is moving toward RSSIMax AP) then



	6:        return True



	7:     end if



	8:   else



	9:     if (RSSI2nd-best ≥ T 2nd-best−HM2nd-best) AND (UE is moving toward RSSI2nd-best AP) then



	10:       return True   



	11:     else if [(RSSIMax ≥ RSSIC + HMBad) AND (T S_HO ≥ RSSIC + HMS_HO)

       AND (RSSIMax ≥ RSSI2nd-best + HM2ndbad) AND (UE is moving toward RSSIMax AP)]

       OR (Q < TQoS)

       OR (T U_HO ≥ RSSIC) then



	12:      return True



	13:    end if



	14:   end if



	15:   return False



	16: end function










4. Experimental Results


The simulation experiments were performed using Mininet-WiFi [21,22], which is an open-source platform for simulating wireless scenarios, allowing high-fidelity experiments that replicate real network environments. Mininet-WiFi is a wireless network emulator extended from Mininet. It has native WiFi support, but can also emulate other wireless network technologies in experiments using it. Users can virtualize stations and access points, as well as use existing Mininet nodes, such as hosts and switches. The hardware used in the simulation experiment was a notebook, which was a Windows 10 laptop with a 15.60-inch display that had a resolution of 1366 × 768 pixels. It was powered by a Core i5-8250U processor and came with 4 GB of DDR4 RAM. The notebook had 1 TB of hard disk storage. The graphics were powered by NVIDIA GeForce MX150.



The experimental scenarios and parameters will be described in Section 4.1. In Section 4.2, the performance and QoS comparisons between the proposed method and the other two hand-off methods will be shown, to demonstrate the excellent performance of the proposed method.



4.1. Experimental Scenarios


Since the experimental environment focuses on the design of the handover algorithm and its experimental performance analysis, on the issue of security we will assume that the wireless network environment of this study is a secure environment. APs were properly secured throughout the experiment to avoid unauthorized access or malicious attacks. This experiment considered three experimental scenarios of high-density wireless network deployment, low-density wireless network deployment, and sparse wireless network deployment.



Scenario 1: High-density wireless network deployment. As shown in Figure 4a, a certain number of APs were deployed to cover a geographical area and any location in the area could receive at least two wireless network signals. This scenario was based on a large-scale environment, and the AP signal coverage distance was 125 m. An AP was placed on each of the two endpoints and the midpoint of a horizontal straight line with a length of 50 m (i.e., AP4, AP2, AP7, and the distance between adjacent APs was 25 m). Above the two endpoints perpendicular to the straight line, an AP was placed 25 m below each (that is, AP1, AP3, AP5, AP6, and the distance between adjacent APs was 25 m). The UE could receive signals from at least four APs at the same time and could receive signals from up to seven APs at the same time. In addition, a server could provide the data required by the UE. The signal coverage range of AP1~AP7 is the circle that covers each AP in the figure, with each color corresponding to a different AP.



Scenario 2: Low-density wireless network deployment, as shown in Figure 4b, deployed the minimum number of APs to cover a geographical area. This scenario was based on a large-scale environment, and the AP signal coverage distance was 125 m. One AP was placed at the center of the regular hexagon and six APs were placed at the six vertices of the regular hexagon. The distance between an AP and the adjacent AP was 100 m. The UE could receive signals from at least one AP at the same time and could receive signals from up to seven APs at the same time. In addition, a server could provide the data required by the UE. The signal coverage of AP1~AP7 is the circle that covers each AP in the figure, with each color corresponding to a different AP.



Scenario 3: Sparse wireless network deployment, as shown in Figure 4c, deploys APs only where there is a demand for wireless networks. This scenario was based on a small-scale environment, and the AP signal coverage distance was 25 m. AP1 and AP2 were placed horizontally at a distance of 40 m, and AP3 and AP2 were placed vertically at a distance of 30 m. The UE could receive signals from at least one AP at the same time and could receive signals from up to two APs at the same time. In addition, a server could provide the data required by the UE. The ranges of signal coverage of AP1~AP3 are the circles that cover each AP in the figure, with each color corresponding to a different AP.



The parameters of the experimental environments are shown in Table 1 and the parameters of the proposed handover algorithm are shown in Table 2. Note that in spare wireless network deployment, the signal coverage of the AP and the UE were both small, its HMGood was set as 5 dBm, and the HMBad was set as 3 dBm [14].




4.2. Performance Analysis


In the above three scenarios, we used the built-in handover algorithm of Mininet-WiFi, the dual HM handover algorithm used by DoTHa [14], and the proposed OHA and OHAQR methods to compare the performance of the system. The experimental results included number of handovers, handover processing time, network transmission performance, and average throughput. Furthermore, to further demonstrate our methods, time-stamp-based statistics were collected from the experiments on the aforementioned switching algorithms, and we employed results performed in high-density topologies to clearly indicate the statistical distribution during the experiments. In Scenario 1, the UE moved from the position of AP1 to the position of AP2 in a straight line at a walking speed, and then moved from the position of AP2 to the position of AP3 in a straight line at a walking speed. In Scenarios 2 and 3, the UE started to move within the coverage of the seven APs and moved in the direction randomly calculated by the “random direction” mobility model. In the mobility model, the connection mechanism we applied was strongest-signal-first (SSF), because it more actively switched the UE’s connection to the AP that provides its best connection to prevent the UE from continuously connecting to the least-loaded APs with poor signal quality [23]. The iperf network traffic generation tool [24] was used as a test tool for network transmission performance, and the type of data transmitted was user datagram protocol (UDP) [25] packets. The test period of a single transmission was 1 s, and the maximum throughput transmitted during every period was 150 Mbps.



In Scenario 1, four handover algorithms, Mininet-WiFi, DoTHa, OHA, and OHAQR, were used to observe the RSSI variation in UE during the experiment, as shown in Figure 5. Using the built-in handover algorithm of Mininet-WiFi in Scenario 1, it can be found in Figure 5a that the first connection was established at 8 s after the start of the experiment. During this period, the RSSI of the connection between the UE and the AP remained very stable because it was caused by connecting to the AP with the strongest RSSI. However, in Figure 5b, the handover algorithm of DoTHa was used. During the entire experiment period, a large number of cases of disconnection and reconnection occurred after the AP was disconnected. This is because in a high-density network environment, the signals affect each other, and the connected AP is frequently changed (causing the RSSI of the UE to be intermittent), resulting in the occurrence of the ping-pong effect. As shown in Figure 5c,d, the OHA and OHAQR algorithms proposed in this study made the RSSI of the UE remain stable most of the time.



In Scenario 1, considering the time when the UE is connected to a specific AP, the experimental results show that using the built-in handover algorithm of Mininet-WiFi stabilized the connection with a specific AP, resulting in 17 handovers (see Figure 6a). However, using DoTHa’s handover algorithm generated a large number of handover situations, resulting in 248 handovers (see Figure 6b). This result shows that this method can cause connection instability problems. The handover algorithms using OHA and OHAQR also provided a stable connection with a specific AP, resulting in 13 and 15 handovers, respectively (see Figure 6c,d).



Throughput is the rate at which a UE successfully sends or receives messages. Note that “actual throughput” refers to the amount of messages transmitted per second during the entire experiment period, including the time of disconnection or inability to transmit. The “average throughput” refers to the amount of messages transmitted per second during the entire experiment period, excluding the time of disconnection or inability to transmit. In Scenario 1, the experimental results considering the actual throughput and the average throughput of the UE show that the actual throughput and the average throughput using the built-in handover algorithm of Mininet-WiFi were 81 Mbps and 127 Mbps, respectively (see Figure 7a). The actual throughput and the average throughput of the handover algorithm using DoTHa were 106 Mbps and 134 Mbps, respectively (see Figure 7b). The actual throughputs and the average throughputs of the handover algorithms using OHA and OHAQR were 106 Mbps, 131 Mbps, 123 Mbps, and 135 Mbps, respectively (see Figure 7c,d). The results show that when the UE was connected to the AP, the average throughput of various handover algorithms could maintain more than 100 Mbps, but the actual throughput of the built-in handover algorithm of Mininet-WiFi was only 81 Mbps.



The experimental results on the average packet loss rate show that the average packet loss rate of the built-in handover algorithm using Mininet-WiFi was 8%, which was the worst among the four handover methods. The average packet loss rates of handover algorithms using DoTHa, OHA, and OHAQR were 5%, 7%, and 5%, respectively.



In Scenario 2 and Scenario 3, four handover algorithms were also used, and experiments were conducted on the number of handovers, average throughput, average packet loss rate, and actual throughput. The experimental results of the four handover algorithms in the three scenarios are summarized in Table 3.



In Scenario 1, the Avg. TP of the four algorithms was higher than 127 Mbps, and the PLR was lower than 8%. However, the number of handovers of the DoTHa algorithm was 248, which shows that its ping-pong effect was serious, and it was not suitable for this scenario. The proposed OHA algorithm was excellent in terms of the number of handovers and only handed over 13 times, which was 23.53% better than the Mininet-WiFi algorithm. The OHAQR algorithm required 15 handovers to ensure QoS requirements, but its Act. TP was 123 Mbps, Avg. TP was 135 Mbps, and PLR was 5%. The OHAQR algorithm had excellent performance and showed improvements over the Mininet-WiFi algorithm of 11.76%, 51.85%, 6.3%, and 37.5% in the number of handovers, Act. TP, Avg. TP, and PLR, respectively.



In Scenario 2, the Avg. TP of the four algorithms was higher than 125 Mbps, and the PLR was lower than 10%. However, the number of handovers of the DoTHa algorithm was still as many as 214, which shows that its ping-pong effect was serious. Although the Mininet-WiFi algorithm had the minimum number of handovers of 10 in this scenario, its Act. TP was 100 Mbps, Avg. TP was 125 Mbps, and PLR was 10%, which was worse than the other three algorithms. The number of handovers for the OHA algorithm was 17. The performance of the OHA algorithm was 119 Mbps for Act. TP and 133 Mbps for Avg. TP, which were 19% and 6.4% better than the Mininet-WiFi algorithm. In order to ensure the QoS requirements of the OHAQR algorithm, the number of handovers was 27. The performance of the OHAQR algorithm was 102 Mbps for Act. TP, 135 Mbps for Avg. TP, and 4% for PLR, which were 2%, 8%, and 60% better than the Mininet-WiFi algorithm.



In Scenario 3, the number of handovers of the four methods was less than or equal to two. The Mininet-WiFi algorithm had the smallest number of handovers, but it had the worst performance in Act.TP, Avg.TP, and PLR. The DoTHa algorithm had the best performance in avg. TP and PLR, showing that this is the most applicable scenario. The number of handovers of the OHA algorithm was two, its performance in Act. TP was 60 Mbps, and PLR was 12%, which were 33.33% and 7.69% better than the Mininet-WiFi algorithm, respectively. In order to ensure the QoS requirements, the OHAQR algorithm had two handovers, but its performance was 68 Mbps for Act. TP, 26 Mbps for Avg. TP, and 9% for PLR, which were better than the Mininet-WiFi algorithm by 51.11%, 5.88%, and 30.77%, respectively.



Based on the Mininet-WiFi algorithm, when the signal strength between the UE and the currently connected AP is lower than the minimum signal strength, the UE will automatically disconnect the connected AP. Then, the UE starts to search for nearby APs and performs a reconnection process to complete the handover process. This method will increase the number of handovers as the deployment density of APs in the scenario increases, resulting in poor performance in terms of throughput and packet loss rate.



The DoTHa handover algorithm only considers a single threshold T added to an HMGood or HMBad to prevent unnecessary handovers from being triggered. The design of DoTHa handover algorithm is simple and only suitable for sparse wireless network topology. As long as the signal strength of the AP near the UE is greater than or equal to the sum of the signal of the AP currently connected to the UE and the HM, the handover process will be triggered. Since the algorithm mainly considers the handover algorithm designed in the sparse wireless network environment, it had better performance in Scenario 3. However, since the UE could receive a large number of APs with high signal strength in Scenarios 1 and 2, there were frequent handovers.



The proposed OHA considers whether the signal is good or bad and its judgment considers various conditions such as HMGood, HMBad, TS_HO, TU_HO, etc., and so the performance of the number of handovers in Scenario 1 was the best. In Scenarios 2 and 3, because APs were deployed with a low density or sparsely, sometimes the UE could not obtain suitable candidate APs, resulting in a slight decrease in performance. OHAQR is an integrated algorithm based on the OHA algorithm and considering QoS requirements. Therefore, in order to meet the requirements of QoS, the performance of throughput and PLR will be maintained, and the number of handovers will increase slightly.





5. Conclusions


This paper proposes an optimized handover algorithm and an optimized handover algorithm with QoS requirements to improve the handover performance. The experimental results show that, in Scenario 1, the OHA algorithm and the OHAQR algorithm outperformed the Mininet-WiFi algorithm by 23.53% and 11.76%, respectively, in the number of handovers. The OHAQR algorithm had excellent performance and outperformed the Mininet-WiFi algorithm by 11.76%, 51.85%, 6.3%, and 37.5% in the number of handovers, Act. TP, Avg. TP, and PLR, respectively. Similarly, in Scenarios 2 and 3, the OHA algorithm and OHAQR algorithm were better than the Mininet-WiFi algorithm in terms of Act. TP, Avg. TP, and PLR. The DoTHa algorithm only had better Avg. TP and PLR in Scenario 3, but as there were more than 200 handovers in Scenarios 1 and 2, the ping-pong effect was serious. Since the OHAQR has to meet the requirements of QoS, the number of handovers was not the least, but it did have excellent performance in Act. TP, Avg. TP, and PLR.



In future work, we will continue to explore not only improving the system performance of the handover algorithm with QoS requirements, but also continue to explore the applicability of other network service quality indicators and handover algorithms. We expect to design a general handover algorithm suitable for various network service usage scenarios to provide an efficient and stable network usage environment.







Author Contributions


Conceptualization, H.-C.C., C.-E.W., W.-M.C., and H.-C.L.; methodology, H.-C.C., C.-E.W., and W.-M.C.; software, C.-E.W.; validation, H.-C.C., C.-E.W., and W.-M.C.; formal analysis, H.-C.C. and C.-E.W.; investigation, H.-C.C., C.-E.W., W.-M.C., and H.-C.L.; resources, H.-C.C. and C.-E.W.; data curation, H.-C.C., C.-E.W., W.-M.C., and H.-C.L.; writing—original draft preparation, H.-C.C., C.-E.W., and W.-M.C.; writing—review and editing, H.-C.C., C.-E.W., W.-M.C., and H.-C.L.; visualization, C.-E.W. and H.-C.L.; supervision, H.-C.C. and W.-M.C.; project administration, H.-C.C. and W.-M.C.; funding acquisition, H.-C.C. All authors have read and agreed to the published version of the manuscript.




Funding


This research was funded by the Ministry of Science and Technology, Taiwan, under grants MOST 110-2221-E-324-001.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


The datasets used in the current study are available from the corresponding author upon request.




Conflicts of Interest


The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.




References


	



Nahida, K.; Yin, C.; Hu, Y.; Arain, Z.A.; Pan, C.; Khan, I.; Zhang, Y.; Rahman, G.M.S. Handover based on AP load in software defined Wi-Fi systems. J. Commun. Netw. 2017, 19, 596–604. [Google Scholar] [CrossRef]

	



Choudhari, D.P.; Dorle, S.S. Maximization of packet delivery ratio for DADCQ protocol after removal of Eavesdropping and DDoS attacks in VANET. In Proceedings of the 2019 10th International Conference on Computing, Communication and Networking Technologies (ICCCNT), IEEE, Kanpur, India, 6–8 July 2019; pp. 1–8. [Google Scholar]

	



Shi, J.; Wang, Y.; Li, C.; Jiang, Y. Test method of power and packet loss rate in smart home. In Proceedings of the 2013 International Conference on Mechatronic Sciences, Electric Engineering and Computer (MEC), IEEE, Shenyang, China, 20–22 December 2013; pp. 729–732. [Google Scholar]

	



Neeraja, S.; Rao, G.S. A Comparative Study on Handoff Algorithms for GSM and CDMA Cellular Networks. Int. J. Electr. Comput. Eng. 2017, 7, 1219–1227. [Google Scholar] [CrossRef]

	



Shayea, I.; Ismail, M.; Nordin, R. Advanced handover techniques in LTE-Advanced system. In Proceedings of the 2012 International Conference on Computer and Communication Engineering (ICCCE), IEEE, Kuala Lumpur, Malaysia, 3–5 July 2012; pp. 74–79. [Google Scholar]

	



Rehman, A.U.; Roslee, M.B.; Jiat, T.J. A Survey of Handover Management in Mobile HetNets: Current Challenges and Future Directions. Appl. Sci. 2023, 13, 3367. [Google Scholar] [CrossRef]

	



Ahuja, K.; Singh, B.; Khanna, R. Network selection algorithm based on link quality parameters for heterogeneous wireless networks. Optik 2014, 125, 3657–3662. [Google Scholar] [CrossRef]

	



Yew, H.T.; Chekima, A.; Kiring, A.; Mbulwa, A.I.; Dargham, J.A.; Chung, S.K. RSS Based Vertical Handover Schemes in Heterogeneous Wireless Networks: Past, Present & Future. In Proceedings of the 2020 IEEE 2nd International Conference on Artificial Intelligence in Engineering and Technology (IICAIET), IEEE, Kota Kinabalu, Malaysia, 26–27 September 2020; pp. 1–5. [Google Scholar]

	



Dhar Roy, S.; Vamshidhar Reddy, S.R. Signal strength ratio based vertical handoff decision algorithms in integrated heterogeneous networks. Wirel. Pers. Commun. 2014, 77, 2565–2585. [Google Scholar] [CrossRef]

	



Bhatt, M.C.; Ahluwalia, H.S. Travelling distance prediction based handoff optimization in wireless networks. In Proceedings of the 2017 International Conference on Intelligent Computing and Control Systems (ICICCS), IEEE, Madurai, India, 15–16 June 2017; pp. 947–952. [Google Scholar]

	



Bhushan, S.; Bali, R.S.; Kaur, A. Spectrum hand off in cognitive radio network using dynamic threshold. In Proceedings of the 2015 International Conference on Green Computing and Internet of Things (ICGCIoT), IEEE, Greater Noida, India, 8–10 October 2015; pp. 1292–1297. [Google Scholar]

	



Chung, S.K.; Goh, M.I.; Yew, H.T.; Chua, B.L.; Husain, S.S.; Mbulwa, A.I. Enhanced Bandwidth Based Handover Decision Making Algorithm For Small Cell Wireless Networks. In Proceedings of the 2020 IEEE 2nd International Conference on Artificial Intelligence in Engineering and Technology (IICAIET), IEEE, Kota Kinabalu, Malaysia, 26–27 September 2020; pp. 1–6. [Google Scholar]

	



Jayarekha, P.; Masali, S.; Bhargavi, D.K. Effective algorithm to minimize target FAPs during hand-in and hand-off for 3GPP-LTE femtocell network. In Proceedings of the 2015 IEEE International Advance Computing Conference (IACC), Bangalore, India, 12–13 June 2015; pp. 211–216. [Google Scholar]

	



Aisa, J.; Fotouhi, H.; Almeida, L.; Villarroel, J.L. DoTHa-a Double-Threshold Hand-off algorithm for managing mobility in wireless mesh networks. In Proceedings of the 2016 IEEE 21st International Conference on Emerging Technologies and Factory Automation (ETFA), Berlin, Germany, 6–9 September 2016; pp. 1–8. [Google Scholar]

	



Kaur, A. An overview of quality of service computer network. Indian J. Comput. Sci. Eng. 2011, 2, 470–475. [Google Scholar]

	



Wishnu, A.; Sugiantoro, B. Analysis of Quality of Service (QoS) Youtube Streaming Video Service in Wireless Network in Faculty of Science and Technology UIN Sunan Kalijaga. Int. J. Inform. Dev. 2018, 7, 74–79. [Google Scholar] [CrossRef]

	



Rizkallah, J.; Akkari, N. SDN-based vertical handover decision scheme for 5G networks. In Proceedings of the 2018 IEEE Middle East and North Africa Communications Conference (MENACOMM), IEEE, Jounieh, Lebanon, 18–20 April 2018; pp. 1–6. [Google Scholar]

	



Munde, S.S.; Jadhav, V. Implementation of an Efficient Handover Algorithm on AP Using Software-Defined Wi-Fi Systems. In Recent Trends in Electronics and Communication, Lecture Notes in Electrical Engineering; Springer: Singapore, 2022; Volume 777, pp. 1213–1226. [Google Scholar]

	



Kyung, Y.; Kim, T.-K. QoS-Aware Flexible Handover Management in Software-Defined Mobile Networks. Appl. Sci. 2020, 10, 4264. [Google Scholar] [CrossRef]

	



Zhang, M.; Li, N.; Jing, Z.; Xing, Y. Research and application of 2.4 G wireless precise positioning in substation. In Proceedings of the 2017 IEEE Conference on Energy Internet and Energy System Integration (EI2), IEEE, Beijing, China, 26–28 November 2017; pp. 1–5. [Google Scholar]

	



Fontes, R.R.; Afzal, S.; Brito, S.H.; Santos, M.A.; Rothenberg, C.E. Mininet-WiFi: Emulating software-defined wireless networks. In Proceedings of the 2015 11th International Conference on Network and Service Management (CNSM), IEEE, Barcelona, Spain, 9–13 November 2015; pp. 384–389. [Google Scholar]

	



Rothenberg, C.; Fontes, R. Wireless Network Emulation with Mininet-WiFi; Christian Esteve Rothenberg: Campinas, Brazil, 2019. [Google Scholar]

	



Larasati, H.T.; Ilma, F.H.; Nuhamara, B.; Mustafa, A.; Hakimi, R.; Mulyana, E. Performance evaluation of handover association mechanisms in sdn-based wireless network. In Proceedings of the 2017 3rd International Conference on Wireless and Telematics (ICWT), IEEE, Palembang, Indonesia, 27–28 July 2017; pp. 103–108. [Google Scholar]

	



Iperf Network Traffic Generation Tool. Available online: https://iperf.fr/ (accessed on 12 March 2022).

	



Christensen, M.J.; Richter, T. Achieving reliable UDP transmission at 10 Gb/s using BSD socket for data acquisition systems. J. Instrum. 2020, 15, T09005. [Google Scholar] [CrossRef]








[image: Sensors 23 04877 g001 550] 





Figure 1. Wireless network handover procedure. 
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Figure 2. Optimized handover algorithm. (a) The overstep AP handover (taking AP1 and AP2 as an example); (b) the non-overstep AP handover (taking AP1, AP2, and AP3 as an example). 
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Figure 3. Schematic diagram of the operation of the optimized handover algorithm based on user QoS requirements. 
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Figure 4. Experimental scenarios. (a) High-density wireless network deployment; (b) low-density wireless network deployment; (c) sparse wireless network deployment. 
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Figure 5. The relationship between the current RSSI and time of the UE using different handover algorithms: (a) Mininet-WiFi; (b) DoTHa; (c) OHA; (d) OHAQR. 
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Figure 6. The relationship between the currently connected AP and time of the UE using different handover algorithms: (a) Mininet-WiFi; (b) DoTHa; (c) OHA; (d) OHAQR. 
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Figure 7. The relationship between the actual throughput and time of the UE using different handover algorithms: (a) Mininet-WiFi; (b) DoTHa; (c) OHA; (d) OHAQR. 
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Table 1. The settings of the simulation environment parameters.
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	Parameter
	Scenario 1
	Scenario 2
	Scenario 3





	Number of APs
	7
	7
	3



	AP Coverage
	125 m
	125 m
	25 m



	AP Operating Mode
	802.11 ac
	802.11 ac
	802.11 ac



	Channel Testbed
	5G Hz
	5G Hz
	5G Hz



	Testruns
	1000
	1000
	1000



	UE Mobility Model
	Random Direction
	Random Direction
	Random Direction



	UE Moving Velocity
	0.9~1.5 m/s
	0.9~1.5 m/s
	0.9~1.5 m/s
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Table 2. The parameter settings of the proposed algorithm.
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	Symbol
	Value
	Symbol
	Value





	T
	−70 dBm
	HM2ndgood
	40 dBm



	HMGood
	50 dBm
	HM2ndbad
	20 dBm



	HMBad
	30 dBm
	TQoS
	0.78



	TS_HO
	−70 dBm
	HMQoS
	10



	HMS_HO
	5 dBm
	RSSIMax
	−1 dBm



	TU_HO
	−88 dBm
	RSSIMin
	−90 dBm










[image: Table] 





Table 3. Summary of the experimental results of the four handover algorithms in three scenarios.
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Handover Algorithm

Experimental Results

	
Mininet-WiFi

	
DoTHa

	
OHA

	
OHAQR






	
Scenario 1

	
Number of Handovers

	
17

	
248

	
13

	
15




	
Act. TP (Mbps)

	
81

	
106

	
106

	
123




	
Avg. TP (Mbps)

	
127

	
134

	
131

	
135




	
Avg. PLR (%)

	
8

	
5

	
7

	
5




	
Scenario 2

	
Number of Handovers

	
10

	
214

	
17

	
27




	
Act. TP (Mbps)

	
100

	
101

	
119

	
102




	
Avg. TP (Mbps)

	
125

	
129

	
133

	
135




	
Avg. PLR (%)

	
10

	
7

	
6

	
4




	
Scenario 3

	
Number of Handovers

	
1

	
2

	
2

	
2




	
Act. TP (Mbps)

	
45

	
59

	
60

	
68




	
Avg. TP (Mbps)

	
119

	
132

	
119

	
126




	
Avg. PLR (%)

	
13

	
5

	
12

	
9








Note that Act. TP means actual throughput, Avg. TP means average throughput, and Avg. PLR means average packet loss rate.
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