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Abstract: Today’s environment and business is constantly changing on a rapid
pace. Models have to be adapted in order to fit the changing situations. In contrast,
the complexity of enterprise models is a huge problem wrt the management of such
complex models. High-performance computing technologies offer a great
opportunity to leverage increased computational power to cope with that
complexity. In this paper we will present an approach for determining the impact
of process changes using a semantic context model for BPM that enables semantic
querying on complex business process models. Based on this context models large
ontologies such as Cyc and process repositories such as the MIT process handbook
are queried in complex scenarios of our evaluation. In-memory databases such as
Couch DB and Hadoop serve as technological basis for this evaluation. The paper
concludes that such queries can be performed nearly in real-time.

1 Introduction

Today’s business world is rapidly changing. One cause for this trend is the established
correlation between economics and IT [SAE05]. This leads to growing enterprise models
and with the size of these models their complexity increases as well [AG04]. The
complexity of these models may also be too high to be understood by an employee who
is only responsible for order processing. In some cases such an employee may even not
be aware changes in the business model or strategy took place [GRC04]. That means
when the management of an enterprise changed the business model in a specific way that
affects operational processes, these changes have to be made accessible and
understandable for the employees who execute the business processes. Otherwise the
impact of these changes on the enterprise’s performance may fade. So as to handle and
communicate these changes properly, analytical data concerning the executed
operational processes has to be used for management information as well as for the
information of employees who work on a lower organizational level. To ensure that this
data is up-to-date the required analyses have to be made for every process in real-time.
This means that for example if an employee receives a customer order and starts to
process it, the system would have to display information about the customer, about the
product he or she ordered and what this order means in general for the enterprise. For
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example if the employee sees that the customer he or she has to deal with is a major
client of the enterprise and generates a major part of its turnover and that the ordered
product is only available in a limited number, the employee may suggest that it would be
better for the enterprise to satisfy the needs of the important client first. Additional
information could be the known behavior of every client who ordered the product when
it comes to delivery delays. Maybe there are clients that respond to such disappointments
by reducing their share-of-wallet for the enterprise whereas other clients do not change
their purchasing behavior at all. This information could assist the employee deciding
which client should be delivered the product immediately and which shall not.

These analyses need a lot of computational power and are therefore usually not available
in real-time [NTT05]. This power can be provided by High Performance Computing
(HPC)[Pl09] technologies. Using this technology, it is also feasible to simulate business
process changes to be made in real-time. The goal of this work is to provide the results
of the explained computations in less than one second to be able to present the
information fast enough to support the respective employees. Furthermore, a software
architecture is needed to enhance the speed of the necessary computations. In-memory
databases [Pl09] are one way to do so. With their ability to store data in the main
memory of the server, they can shorten data access very easy. Through such a high
performance system the impact on the business processes themselves or on related
resources can be assessed and the simulated changes can be approved. To provide the
relationships between artifacts the business logic has to be modeled and assessed
properly. Furthermore the data has to be stored in a way that ensures cross application
and even cross enterprise access. In order to enable this, the data structure has to be very
generic. Therefore a semantic context model for BPM is needed that is capable of
describing the relationships between resources and business processes in a generic way.
Moreover such a model could be used to map every interaction in the enterprise to an
ontology and by that ensure cross application and cross enterprise traceability of every
piece of information.

In this paper such a model is presented in section 3. Later the performance evaluations of
a test scenario that is supposed to show the feasibility of the computations in less than
one second are presented including a description of the prototype which is meant to run
representative queries on a data set that is large enough to simulate business reality such
as the MIT process handbook, the test design that describes the structure of the test and
the expected results in detail and the presentation of the evaluation results. Overall, the
paper should show, that semantic process change impact analysis can be performed
nearly in real-time, thus enabling real-time business intelligence scenarios.

2 Related Work

Because of the problem of fast changing and heterogeneous software landscapes in
today’s enterprises approaches that are able to deal with the upcoming complexity of
information flow are needed and developed [BH95]. Especially the traceability of
relevant information has to be ensured [PBM07]. This is trivial as long as the
information is passed in a structured way inside a single application. But it becomes
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more and more complex as media disruptions usually occur especially if the supply
chain partners try to integrate their applications [TP07].

Business Process Intelligence is another widely discussed method to address the problem
[MR06] [Gr04]. It not only analyses data that has been collected in the past but it also
tries to make conclusions about future process paths and issue spots using techniques
like data or process mining [AW04]. A real time status of running processes can be
computed harnessing the prediction of process paths.

All contemporary approaches are flawed by the fact that they are not able to put the
tracked information in a semantic context that would enable the system to not only clear
the provenance of the information but also provide the knowledge what processes could
need it afterwards and what OLAP queries will be affected by it. That is where the
Semantic Context Model for BPM as developed in the following section is needed.

To ensure the presence of current data at the start of every business process OnLine
Analytical Processing (OLAP) [CCS93] and OnLine Transaction Processing (OLTP)
have to be linked in order to trigger an OLAP query when a transaction starts. In that
way, every transaction can be enriched with relevant data in order to optimize the
business process. In addition to that, further analyses can be triggered that will support or
prepare transactions that follow the one that just started. Thereby it is possible to ensure
an optimal business process execution. Furthermore consequences of started transactions
can be forecasted ensuring the relevance to the current situation and the accuracy of later
analyses. Because of this accuracy the business process itself can be analyzed and
modified based on real-time information.

Another problem is the analysis of the already mentioned business process changes
which are also widely discussed [DHC04]. It is important to be able to measure the
success of these changes in terms of its impact on perceived productivity and the related
needs for information technology changes [Gr98]. To enhance the use of such changes it
is also necessary to analyze the business process itself in advance [Bi00]. For all these
analyses it is also important to model the business and its processes in a structured way
in order to detect relationships between resources. Moreover the simulation of changes is
useful to predict their impact in advance [Tu96]. In order to simulate changes properly
the concerned processes have to be modeled. Such a model has to be updated every time
a change to a process is applied in order to make sure to consider these changes for
further simulations and computations [LBS08]. In this paper the Semantic Context
Model for BPM (section 3) is used to solve this problem. Using this model it is possible
to model the relationship in a business properly and to generate information from
operational data and these relationships.

But in order to harness this information in an efficient way it is necessary to offer the
generated information in real-time [NST05]. Traditionally business analyses are made
monthly or yearly for marketing or finance departments. Therefore the data has to be
loaded into a data warehouse which aggregates operational data to enhance the speed
and the significance of queries that aim to generate relevant information [SR08]. The
obvious disadvantage of this procedure is the stale data base on which the queries are
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run. Decisions derived from such data could be wrong or at least not as efficient as they
could be if they used real-time data [Az06]. Another disadvantage of the traditional
approach is the long period between the computations. The cause for this is the
expensiveness of such queries in terms of runtime. But as already mentioned the impact
of the availability of such information could be maximized if every operational
transaction could be enriched with the resulting data of these queries in real-time.
Overall real-time business analyses have a huge impact on the enterprise’s success
[An04]. These analyses are mostly done by business intelligence (BI) systems. These
systems gather and store data and manage knowledge in order to present it in an edited
way to planners and decision makers [Ne04]. In general there are three scopes of BI:
strategic, tactical and operational. Strategic BI is used to plan and define an enterprise’s
goals over a long period such as months or years. These goals are specified to be
measured with certain Key Performance Indicators (KPIs). If these indicators do not
apply the right values, tactical BI has to come up with measures that will improve the
values of the KPIs. These measures are mostly planned over days or weeks or months.
The most relevant variant of BI for this paper is operational BI. It delivers business
analyses at right-time in order to support the daily business [Wh06]. BI can also be used
to avoid operational risks in an enterprise but for this purpose it is also more efficient to
use real-time business intelligence [Az06][Az07].

A related issue is the definition of the term “real-time”. There are several different
understandings of this term. For some systems it means that any latency within a process
should be avoided. Another point of view is that “real-time” means that information
should be accessible when it is needed. It could also be used to describe the requirement
for a process to provide information to the management on demand or the ability to
provide key performance indicators that reflect the current situation of the business
[Az06]. In this paper the term “real-time” is used to describe the necessity to provide the
result of every aggregating query in less than one second, i.e. to provide impact analysis
on process changes, once these occur. Thereby every definition of the term is satisfied to
some extent. The user will not experience any latency if the results to a specific query
are presented in below one second. When the computation is finished during this time
the information will always be available when it is needed. Because the repository
should be built with current data the results will show the as-is situation of the queried
section of the enterprise. This is also a requirement which is quite measureable and
which will expose the difference between traditional hardware systems and HPC
technology [Pl09]. By making data mining analyses available on a transactional level in
real-time business intelligence can be used as a tool for business management [GRC04].

3 Conceiving Impact Analysis through a Semantic Context
Model for BPM

This section describes the Semantic Context Model for BPM developed to save the
knowledge about connected resources in an enterprise in order to be able to compute and
forecast impacts of transactions or changes to the business processes on every related
resource. This Semantic Context Model has been developed to improve structured, semi-
structured and unstructured scenarios. It allows a formal, multi-view-enabled view on
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various aspects. In addition to that, search and recommendations as well as semantic
relationship discovery support less structured scenarios. The Semantic Context Model is
based on the EPC and tries to make conclusions about the connectedness of artifacts
using transitive relationships. This ability may also be used to trace structural
equivalences between processes and these equivalences can serve to simulate and
eventually adapt changes made to analyzed processes to similar ones.

The model consists of three layers: the meta layer, the model layer and the instance
layer. The meta layer describes process types, different kinds of documents and possible
user roles. The model layer describes concrete classes. As the name already suggests
concrete instances of these can be found on the instance layer.

Figure 1 in [Em10] shows the structure and the connection of the Semantic Context
Model to the EPC. The EPC is represented by elements of the instance layer of the
ontology. These elements are instances of the class level. In this case they are directly
assigned to the functional elements “Function”, “Connector”, “Organization” and
“Resources”.

Because this partition of the concept is very similar to the object oriented paradigm, it
can be realized with OWL. The meta layer is represented by the class level and the
instance layer can be displayed using the activities and peculiarities.

Because the ontology representation of business logic is already targeted by many
researches it is as desirable as hard to integrate them to the Semantic Context Model.
This can be done using the presented ontology as a wrapper ontology and connect it to
others using similarTo, subClass and superClass relationships to depict similar concepts
as well as subordinated and superordinated concepts.

Figure 2 from [Em10] explains how a connection of the developed ontology with an
external ontology, in this example the BMO [Je11], could look like in the scope of the
Semantic Context Model. In this manner, arbitrary aspects from the context can be
integrated with the semantic context model in a lightweight manner. This is especially
helpful in highly unstructured scenarios, where it is not feasible or efficient to model
relationships to external aspects.

For explicating, how this semantic context model can be used to enable real-time
semantic process change analysis, a sample business process is being reviewed. As an
EPC, it includes the basic events and functions of a business process, but also associated
stakeholders, risks, systems and documents. Each of these aspects can be interlinked
with external ontologies, e.g. describing the spatial and temporal characteristics of an
entity in the process.

4 Evaluation

In this chapter we evaluate the introduced model and the mechanism to detect changes
and their impact on the model by using different existing ontologies. To simulate the
impact of a change, a sufficient amount of data is needed which is similar to the amount
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used in a real world environment. At this stage of work we had to attach existing
sometimes not-business related ontologies to our proposed upper ontology to get the
information if we can provide results in a reasonable time.

In our prototypical environment we assume that concepts are highly interlinked with
other concepts trough subclass, object property, and datatype relations. This abstract
view refers to a business use-case where a business process or any artifact has several
connections to other processes and instances. We describe the impact of a change as
possible consequences to other connected artifacts. The connection is not only limited to
concepts and individuals connected to the source artifact where the change was initiated
but also to artifacts with a higher logical distance to it. We follow the impact of a change
by following all connections from the changed artifact itself. Our reasoner is able to
detect and eliminate cycles in the reasoning path and also to introduce heuristics to stop
after certain steps of following a too deep path.

4.1 Subjects of the evaluation

Is it feasible to get results (the impact of a certain change) in a certain amount of time
(real time or nealy real time) to handle tasks needed by the imitated change. Three
different classifications of time were considered:

• Short-term impact: Operational tasks and actions, e.g. the impact of a
sickness of an employee and subsequent delegation of work to other
employees.

• Medium-term impact: Tactical tasks and actions, e.g. changes in the supply
chain such as bankrupt of a supplier, etc.

• Long-term impact: Strategic tasks and actions, e.g. changed consumer
behaviour because of the financial crisis forces companies to rethink their
product and service portfolio.

Expected Results

For the given set of data we achieved good results in neraly real time but more business
related data set is needed as well as the forecasting itself must be researched. How does a
change and the impact in the context model really affect the real world?

In this scenario two major problems arise. The first problem is the high data size of the
used ontologies which either have to be saved on the disk or in an in-memory database.
The second problem is the complex reasoning process which needs strong process power
and good memory performance as several intermediate reasoning steps have to be saved.
We try to solve these challenges with a high-performance infrastructure provided by the
Hasso-Plattner Institut Future SOC Lab.
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4.2 Test Case Description

In order to check the performance of the architecture against a sufficiently large variety
of data the test is run over three different ontologies: The first ontology is the OWL
version of the MIT Process Handbook with a size of 16Mbytes and about 8000 artifacts
like resources and processes which are interlinked with each other. The second one is the
openCyc ontology with a size of 160Mbytes. It contains general knowledge and is
therefore not limited to business related topics. The third used ontology is the YAGO
ontology with a size of 20 Gbytes and nearly two million entities. These ontologies were
chosen because it is a goal of the whole test case to find the right technology and storage
method of an ontology to get query results which are (almost) real-time which means a
runtime shorter than one second. Therefore large datasets have to be queried during the
tests. The ontologies have to be loaded in the repository. Because it is interesting in
which amount the performance of In-Memory databases excels the performance of
traditional disk databases the two technologies will be compared. After the data is loaded
incoming events like changes and actions that affect a resource are analyzed. Affected
artifacts are highlighted and available to be used for further computations about the
process trail. Furthermore, simulations could be executed in order to determine how
changes to the resource would affect other artifacts. Sesame was used to create the
repository. It is possible to use file based storage layer as well as in-memory databases
and traditional relational database management systems.

4.3 Test Design

The test that targets the comparison of disk and In-Memory persistence is only run on
more than one ontology if the run on the first ontology will not deliver results that
expose a significant improvement when it comes to In-Memory databases. To minimize
the effort of this comparison it is run on the smallest data set. In order to check how the
use of HPC technology affects the runtime of the queries made on the databases, the tests
are run as well on an ordinary workstation with a dual core processor and 4Gbyte of
main memory as in an HPC environment. To build the repository in the main memory
the heapsize was increased to 3Gbytes on the workstation and 32Gbytes on the HPC
environment.

4.4 Evaluation Results

In order to evaluate the tests run as described in the previous sections the time has been
measured to check whether the runtime fulfills the criterion of being below one second.
Additionally this enables comparisons between the several test runs. Thereby it is
possible to show if the HPC approach is really able to increase performance significantly
in order to enable real-time analyses. In the following the results are explained textually
as well as graphically. The diagrams show the measured runtime for every executed test
run. For each test there is one diagram that compares the required time for writing access
and on that compares the required time for reading access. The time has been measured
in milliseconds which is why the scale goes up to 100,000. In order to make the graphs
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comparable and readable the diagrams are presented using a logarithmic scale. The first
important result is the difference between disk and In-Memory persistence.

Fig. 1. Comparison of disk and In-Memory persistence

As expected the performance of the In-Memory database was very fast. When it came to
write access it excelled the disk database in terms of speed by an average factor of three.
When it came to read access it was even nine times as fast as the disk database. Because
this confirmed our expectations there is no need for further comparisons of disk and In-
Memory persistence. Nevertheless these results prove that an In-memory database
should be used to achieve optimal results.

In the next step the In-Memory database was used to test the performance of queries all
the datasets.

Fig. 2. Performance Data HPC Cluster

Ten runs were triggered as well on the workstation as on the HPC environment but the
workstation was only able to create the repository once. After that the java virtual
machine crashed due to the limited capacity. Besides the workstation needed in average
80 seconds to query the whole dataset which is far too long to be considered as real-time.
Therefore, only the HPC environment with In-memory databases seems to capable of
processing such huge amounts of data.

5 Conclusion & Outlook

This paper presented an approach for semantics-enabled impact analysis of business
process changes to support business intelligence support in real-time. A semantic context
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model covers the basic BPM artifacts and enables the interlinking with other aspects in
the context. The evaluation based on large ontology sets and process repositories has
shown, that impact analysis can be performed very quickly for different use cases. High-
performance computing infrastructure helps to provide this near real-time. However, the
depicted data could be extended with simulation scenarios, also determining the costs of
different impacts, thus helping to assess different change management alternatives.
Moreover, structural workflow patterns could be used to support a structural automatic
analysis of large repositories.
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