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Obesity is a risk factor for heart failure and atrial fibrilla-
tion and is associated with left ventricular hypertrophy 

and myocardial fibrosis (1–6). Early, noninvasive tissue 
characterization using microstructural phenotyping of car-
diac remodeling may provide early risk stratification and 
improved clinical management and outcomes (5,6). Car-
diac diffusion-tensor MRI (DT-MRI) offers a noninvasive, 
contrast agent–free in vivo imaging approach that enables 
characterization of the myocardial microstructure and 
cardiomyocyte architecture. Recently, DT-MRI has been 
used to assess the myocardial microstructure in myocar-
dial infarction (7), heart failure (8), cardiomyopathy (9), 
and even myocardial regeneration (10,11), demonstrating 
distinct and complementary prognostic value in predicting 
maladaptive myocardial function remodeling. However, in 
vivo DT-MRI of the heart is a signal-to-noise ratio (SNR)–
constrained technique because the diffusion contrast relies 

on signal decay in addition to the short myocardial T2 re-
laxation time (12). This is especially challenging in patients 
with obesity because of the lack of proximity of the surface 
coil to the heart, which reduces the overall signal.

The use of signal averaging to improve SNR is inher-
ently inefficient and can result in impractically long scan 
times, limiting clinical translation. Alternatively, standard 
denoising techniques based on smoothing or low-pass fil-
tering can improve the SNR but involve an unacceptable 
loss in spatial resolution (13–16). An appealing alterna-
tive involves the use of neural networks, which have been 
used previously to improve medical imaging reconstruc-
tion of undersampled data to suppress high-frequency 
artifacts and noise (17–19). Classic image denoising 
approaches try to impose prior knowledge about the 
noise-free image through regularization within iterative 
reconstruction methods (13–16,20). More recently, deep 

This copy is for personal use only. To order printed copies, contact reprints@rsna.org

Purpose:  To develop and assess a residual deep learning algorithm to accelerate in vivo cardiac diffusion-tensor MRI (DT-MRI) by re-
ducing the number of averages while preserving image quality and DT-MRI parameters.

Materials and Methods:  In this prospective study, a denoising convolutional neural network (DnCNN) for DT-MRI was developed; a to-
tal of 26 participants, including 20 without obesity (body mass index [BMI] , 30 kg/m2; mean age, 28 years 6 3 [standard deviation]; 
11 women) and six with obesity (BMI  30 kg/m2; mean age, 48 years 6 11; five women), were recruited from June 19, 2019, to July 
29, 2020. DT-MRI data were constructed at four averages (4Av), two averages (2Av), and one average (1Av) without and with the ap-
plication of the DnCNN (4AvDnCNN, 2AvDnCNN, 1AvDnCNN). All data were compared against the reference DT-MRI data constructed at 
eight averages (8Av). Image quality, characterized by using the signal-to-noise ratio (SNR) and structural similarity index (SSIM), and 
the DT-MRI parameters of mean diffusivity (MD), fractional anisotropy (FA), and helix angle transmurality (HAT) were quantified.

Results:  No differences were found in image quality or DT-MRI parameters between the accelerated 4AvDnCNN DT-MRI and the refer-
ence 8Av DT-MRI data for the SNR (29.1 6 2.7 vs 30.5 6 2.9), SSIM (0.97 6 0.01), MD (1.3 µm2/msec 6 0.1 vs 1.31 µm2/msec 
6 0.11), FA (0.32 6 0.05 vs 0.30 6 0.04), or HAT (1.10°/% 6 0.13 vs 1.11°/% 6 0.09). The relationship of a higher MD and lower 
FA and HAT in individuals with obesity compared with individuals without obesity in reference 8Av DT-MRI measurements was re-
tained in 4AvDnCNN and 2AvDnCNN DT-MRI measurements but was not retained in 4Av or 2Av DT-MRI measurements.

Conclusion:  Cardiac DT-MRI can be performed at an at least twofold-accelerated rate by using DnCNN to preserve image quality and 
DT-MRI parameter quantification.

Supplemental material is available for this article.
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potentially preserving key image features and quantification of 
DT-MRI parameters. Therefore, we compared DT-MRI data ac-
quired at various averages with and without DnCNN with refer-
ence images acquired at eight averages (8Av) with a second-order 
motion-compensated DT-MRI (23–25) technique to determine 
the optimal achievable time reduction. For this comparison, the 
trade-off between scan acceleration and image quality and accu-
rate quantification of DT-MRI parameters, including the mean 
diffusivity (MD), fractional anisotropy (FA), helix angle (HA), 
and HA transmurality (HAT), were evaluated.

Materials and Methods
Informed written consent was obtained from all participants 
in compliance with the Health Insurance Portability and Ac-
countability Act and the hospital’s internal review boards 
(2015P002346 and 2016P00674).

Study Participants
The prospectively recruited study population consisted of two 
groups: 20 participants without obesity (body mass index 
[BMI] , 30 kg/m2) (10 for training data [seven women] and 
10 for evaluation [six men]) and six participants with obesity 
(BMI  30 kg/m2; five women). Recruitment was performed 
on a volunteer basis from June 19, 2019, to July 29, 2020, in 
a consecutive series. Eligibility criteria included age older than 
18 years, obesity (BMI  30 kg/m2; for obesity or bariatric 
surgery group) and nonobesity (BMI , 30 kg/m2; for con-
trol group), and provision of written informed consent. Major 
exclusion criteria included pregnancy, claustrophobia, contra-
indication to MRI, and prior cardiovascular disease, hyperten-
sion, or diabetes. An additional participant with obesity (BMI 
of 32.8 kg/m2) and chronic myocardial infarction was later in-
cluded to test the DnCNN’s ability in participants with cardiac 
morphologic characteristics (Fig E1 [supplement]).

In Vivo Cardiac DT-MRI
In vivo second-order motion-compensated cardiac DT-MR 
spin-echo planar imaging of the whole left ventricle (repeti-
tion time, 12–R-R interval; echo time, 75 msec; 2.5 3 2.5 
3 8 mm3; 12 sections; b = 50, 500 sec/mm2; 12 directions; 
8Av [approximately 20 minutes], four averages [4Av; ap-
proximately 10 minutes], two averages [2Av; approximately 5 
minutes], and one average [1Av; approximately 2.5 minutes] 
[23,24]) was performed on all 20 participants without obesity 
and the six participants with obesity by using a clinical 3-T 
system (Prisma; Siemens). Participants were scanned under 
free-breathing conditions, with electrocardiographic triggering 
coupled with multitasking-based motion correction to com-
pensate for respiratory shifts (26). In addition, standard clinical 
cine imaging (True FISP two-dimensional sequence [Siemens]; 
repetition time, 43.16 msec; echo time, 1.46 msec; flip angle, 
60°; 1.5 3 1.5 3 8 mm3) was performed in the participant 
groups with and without obesity to estimate cardiac function 
by using Segment version 3.0 software. Noise was identified 
with DnCNN and extracted from each single image and then 
combined into 2AvDnCNN, 4AvDnCNN, and 8AvDnCNN images. 

learning methods have been designed to enable the incorpora-
tion of previously learned information from other collections 
of data and noise. These methods use regular residual networks 
(convolutional neural networks [CNNs]) to learn properties of 
the images to be denoised (21). To extend and combine these 
concepts, we further developed and rigorously tested a residual 
deep learning denoising CNN (DnCNN) (22) designed to 
identify the spatial distribution of noise from the diffusion-
weighted images to denoise in vivo cardiac DT-MRI data. Al-
though this proposed DnCNN was originally developed for 
color photography, we hypothesized that it could be success-
fully applied to cardiac diffusion-weighted images to improve 
the SNR by removing non-Gaussian noise while preserving de-
tailed image features, such as edges and contrast. Furthermore, 
because this DnCNN was trained on acquired noise images 
as opposed to high-SNR or denoised images, it can more eas-
ily be acquired at reasonable scale (.1000 images) for robust 
machine learning.

We hypothesized that denoising in vivo DT-MRI acquisi-
tions with DnCNN (DnCNN DT-MRI) would result in fewer 
needed signal averages, which would reduce scan time while 

Abbreviations
Av = average, AvDnCNN = Av with application of the DnCNN, 
BMI = body mass index, CNN = convolutional neural network, 
DnCNN = denoising CNN, DT-MRI = diffusion-tensor MRI, FA 
= fractional anisotropy, HA = helix angle, HAT = HA transmurality, 
ICC = intraclass correlation coefficient, LoA = limits of agreement, 
MD = mean diffusivity, PSNR = peak SNR, SNR = signal-to-noise 
ratio, SSIM = structural similarity index

Summary
A deep learning denoising algorithm was developed to accelerate 
diffusion-tensor MRI (DT-MRI) data acquisition to preserve image 
quality and cardiac DT-MRI parameter quantification.

Key Points
	n In vivo cardiac diffusion-tensor MRI (DT-MRI) using a residual 

deep learning denoising convolutional neural network (DnCNN) 
yielded image quality (in terms of signal-to-noise ratio [SNR] and 
structural similarity index measures) and DT-MRI parameters 
(mean diffusivity [MD], fractional anisotropy [FA], and helix 
angle transmurality [HAT]) that were comparable with those of 
standard cardiac DT-MRI but were achieved in half the scan time.

	n Twofold-accelerated cardiac DT-MRI using a DnCNN preserved 
differences between participant groups with and without obe-
sity for MD (1.73 mm2/msec 6 0.4 vs 1.3 mm2/msec 6 0.1; P 
= .046), FA (0.26 6 0.03 vs 0.32 6 0.05; P = .02), and HAT 
(0.95°/% 6 0.1 vs 1.1°/% 6 0.1; P = .03), while also preserving 
the image quality of standard DT-MRI at eight averages (8Av).

	n Fourfold-accelerated cardiac DT-MRI using a DnCNN preserved 
differences between participant groups with and without obe-
sity for MD (1.82 mm2/msec 6 0.3 vs 1.3 mm2/msec 6 0.15; 
P = .01), FA (0.26 6 0.02 vs 0.32 6 0.06; P = .02), and HAT 
(0.96°/% 6 0.1 vs 1.1°/% 6 0.1; P = .04); however, there was a 
reduction in the SNR compared with 8Av DT-MRI data (20.3 6 
2.1 vs 30.5 6 2.9; P , .001).

Keywords
Adults, Cardiac, Obesity, Technology Assessment, MR-Diffusion 
Tensor Imaging, Heart, Tissue Characterization
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ing data set as the test data, to which the proposed DnCNN was 
completely blinded, and that were used purely for evaluation. 
The peak SNR (PSNR) was calculated at each iteration and ep-
och to quantify the improvement of the DnCNN throughout 
the training process and check for potential overfitting with 
the cross-validation test data set. Overfitting was determined to 
have occurred if the PSNR stopped monotonically increasing 
in the cross-validation curve (ie, a decrease in the PSNR after a 
steady monotonic increase). PSNR was calculated by using the 
following equation:

( ) ( ) 2
1 2,
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where M and N are the number of rows and columns of the in-
put image, I1 and I2 are the ground truth image and the current 
image at a given iteration, respectively, and R is the maximum 
variation in the input image data type (eg, the unsigned integer 
is 255). Processing a single image took 32 msec when using 
a graphics processing unit and 80 msec when using a central 
processing unit, resulting in 74 seconds for 4Av data.

Quantification of the SNR and SSIM.— SNR maps were cre-
ated from the 2304 noise images for each participant group 
by normalizing their corresponding 8Av, b = 50 diffusion-
weighted image with the standard deviation of the noise 

Furthermore, an additional noise image was acquired for each 
participant by using a DT-MRI acquisition with both b = 50 
and b = 500 weighting and the radiofrequency turned off (ie, 
no spin excitation, but diffusion and imaging gradients were 
played), resulting in 2304 noise-image pairs (12 sections 3 12 
directions 3 8Av).

Architecture and Training of the DnCNN
The DnCNN was trained to identify and output the residual 
noise image from acquired diffusion-weighted images from the 
scanner. Afterward, this output noise image was subtracted 
from the original input image, resulting in the desired denoised 
image (Fig 1). For training on images in 10 participants with-
out obesity, high-SNR, diffusion-weighted images acquired at 
8Av at 12 different section locations from 12 different diffu-
sion directions using b = 50 and b = 500 weighting were used 
as reference signal images with magnitude r and phase f. Ac-
quired complex noise data (nreal and nimag) were added to the 
reference signal images by using the following equation:

( ) ( )22cos cosreal imagz r n r n= + + +� � ,

which resulted in a total of 23 040 input training images 
(|z|). The magnitude of the aforementioned noise images 

( ( ) ( )22
real imagn n n= + ) was then paired with the input training im-

ages to create a final 23 040-image data set to train the DnCNN 
with a cross-validation ratio of 80%–20% (20 epochs, momen-
tum = 0.9, learning rate = 0.1, L2 regularization = 1024). The 
cross-validation method used 20% of the 23 040-image train-

Figure 1:  (A) The data set of 23 040 input and output images used for training and testing the proposed denoising convolutional neural network (DnCNN) comprises 
10 reference eight-average diffusion-weighted image (DWI) data sets (12 sections, 12 directions [Dir], b = 50, and b = 500) and 2304 complex noise input-output pairs. 
Complex noise images were acquired using the same diffusion-tensor MRI (DT-MRI) sequence but with radiofrequency excitation turned off. (B) Architecture of the proposed 
residual deep learning DnCNN consisting of a series of 56 layers of convolution (Conv), batch normalization (Batch Norm), and rectified linear unit (ReLU) operations. Stride 
and padding parameters were set to [1 1] and [1 1 1 1], respectively. The purpose of the DnCNN is to estimate the residual error (or unwanted noise) from a noisy signal 
by employing convolutional layers and subsequently using Batch Norm for fast and stable training that may arise from ill-poised initialization and changes in distributions of 
internal nonlinearity. The resulting output residual image in the denoising context is the “noise image,” which can be removed subsequently by simple subtraction. Thus, for this 
application of the DnCNN to in vivo cardiac DT-MRI, the input of the DnCNN is acquired single-average (signal + noise) DWIs, and the output results in estimated noise 
images. (C) Representative example of showing a single average raw DWI b = 50 image being denoised with a comparison with a reference eight-average DWI. First, the 
input single-average data are fed into the DnCNN to estimate the output residual noise. This output noise is then subtracted from the input single-average image to derive 
the desired denoised single-average image. Noise images in this figure are windowed to better visualize the underlying spatial pattern (20% increased brightness and 20% 
decreased contrast). (D) Cross-validation plot during training of the DnCNN-54 using 2304 test denoised DWI data sets (ie, not used for training). The peak signal-to-noise 
ratio leveled off at about 10 epochs.
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DT-MRI data and 4AvDCNN, 2AvDCNN, and 1AvDCNN DT-MRI 
data. Biases were reported with the 95% CIs (median bias 
[95% CI]; P value). To validate agreement, intraclass correla-
tion coefficient (ICC) and Bland-Altman analyses were per-
formed, with biases and outliers reported with 95% limits of 
agreement (LoA). Wilcoxon signed-rank test was performed 
to determine differences at a significance level of P less than 
.05.

Results

Participant Characteristics
Among participants in the test data set (n = 10 without obesity 
and n = 6 with obesity), participants with obesity had a higher 
BMI than participants without obesity (25.6 kg/m26 3.1 vs 
47.1 kg/m2 6 14.5; P = .001); age (28 years 6 3 vs 48 years 6 
11; P = .07) and sex distributions (P = .20) were not different 
between the two groups.

SNR and SSIM quantification.— SSIM maps for DnCNN 
DT-MRI data demonstrated improved homogeneity and 
higher SSIM values across all averages (Fig 2A). The SNR 
of the DnCNN DT-MRI data was increased compared with 
that of standard DT-MRI data (29.1 6 2.7 [4AvDnCNN] vs 
20.5 6 2.4 [4Av]; 20.3 6 2.1 [2AvDnCNN] vs 15.8 6 1.7 
[2Av]; and 15.2 6 1.7 [1AvDnCNN] vs 11.5 6 1.4 [1Av]; P 
, .001 for comparisons; Fig 2B). The 4AvDnCNN DT-MRI 

images at each voxel. Furthermore, the structural similarity 
index (SSIM) maps were generated and compared with the 
8Av reference data by calculating the local means (mx, my), 
standard deviations (sx, sy, sxy), and cross-covariances (C1, 
C2) of the comparison image on the basis of the following 
equation (27):

( )( )
( )( )

1 2

2 2 2 2
1 2

2 2x y xy
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C C
SSIM

C C

+ +
=

+ + + +

� � �
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Reported estimates of the SNR and SSIM for each participant 
were calculated from the whole left ventricular myocardium by 
using a mask.

Quantification of cardiac DT-MRI parameters.— Cardiac 
DT-MRI parameters, including MD, FA, and HAT, were 
compared between 8Av, 4Av, 2Av, and 1Av DT-MRI data 
without and with the application of the DnCNN (4AvDCNN, 
2AvDCNN, and 1AvDCNN) (23,28–30). These parameters were 
calculated by using open source diffusion MRI processing 
software in Python (DIPY; www.dipy.org) (31), and global 
values were determined from the entire left ventricle.

Statistical Analysis
Statistical analysis was performed to identify significant dif-
ferences and similarities between 8Av, 4Av, 2Av, and 1Av 

Figure 2:  (A) Representative magnitude and structural similarity index (SSIM) masked images at four average(s) (Avg), two averages, and one average with and without 
the application of the denoising convolutional neural network (DnCNN) compared with the reference eight-average diffusion-weighted b = 500 image. Note that magnitude 
images were windowed to better visualize the underlying spatial pattern of noise (40% increased brightness and 20% decreased contrast). (B) The signal-to-noise ratio (SNR) 
is not different between four-average DnCNN data and the reference eight-average data (29.1 ± 2.7 vs 30.5 ± 2.9, respectively; P = .37). SNR is different for all other 
comparisons (P < .001). (C) SSIM is higher after DnCNN is applied for four- two-, and one-average data (P < .001).
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Cardiac DT-MRI Parameter 
Quantification

MD quantification.— The MD 
(Fig 5) data from 8Av DT-MRI 
were comparable with those 
of 4AvDnCNN (20.015 [95% 
CI: 20.09, 0.08]; P = .73), 
2AvDnCNN (0.025 [95% CI: 
20.06, 0.13]; P = .26), and 
4Av (0.005 [95% CI: 20.1, 
0.04]; P = .76) (Table, Fig 3A). 
The MD data from 4AvDnCNN 
DT-MRI showed a stronger 
correlation with the MD data 
from reference 8Av DT-MRI 
than with the MD data from 
DT-MRI without DnCNN 
application (ICC, 0.863; P 
= .001 [with DnCNN] and 
ICC, 0.804; P = .004 [with-
out DnCNN]) (Fig 3B), with 
only a small negative bias being 
shown (0.008 mm2/msec [95% 
LoA: 20.150, 0.134] and 
0.008 mm2/msec [95% LoA: 
20.171, 0.155], respectively) 
according to the Bland-Altman 
plot (Fig 4).

Although the MD data from 
2Av and 2AvDnCNN DT-MRI 
showed a positive correlation 
with that data from reference 
8Av DT-MRI (ICC, 0.765; P = 
.005 and ICC, 0.591; P = .001, 
respectively) (Fig 4B) and re-
sulted in positive biases of 0.034 
mm2/msec (95% LoA: 20.143, 
0.211) and 0.118 mm2/msec 
(95% LoA: 20.098, 0.334), re-
spectively (Fig 4), the conven-
tional 2Av DT-MRI did result 
in a significantly increased MD 
(Table). The MD data from both 
the 1Av and 1AvDnCNN DT-MRI 
showed no correlation with the 

MD data from reference 8Av DT-MRI (ICC, 0.050; P = .49 
and ICC, 20.380; P = .44 respectively) (Fig 3B).

FA quantification.— For FA (Fig 5), the 8Av DT-MRI data were 
not different from the 4Av (0.017 [95% CI: 20.026, 0.046]; P = 
.27), 4AvDnCNN (0.019 [95% CI: 20.018, 0.042]; P = .29), 2Av 
(0.027 [95% CI: 20.034, 0.08]; P = .30), or 2AvDnCNN (0.01 
[95% CI: 20.017, 0.053]; P = .19) DT-MRI data (Table, Fig 3A).

The FA data from both 4Av and 4AvDnCNN DT-MRI cor-
related with that from reference 8Av DT-MRI (ICC, 0.745; P 

data demonstrated no difference in the SNR compared with 
the reference 8Av data (30.5 6 2.9, P = .37). However, 
2AvDCNN and 1AvDCNN DT-MRI data and 4Av, 2Av, and 1Av 
DT-MRI data showed decreased SNRs compared with 8Av 
reference data (P , .001). The SSIMs of the DnCNN DT-
MRI data were higher than those of conventional DT-MRI 
data (0.968 6 0.01 [4AvDNCC] vs 0.927 6 0.02 [4Av]; 0.909 
6 0.01 [2AvDnCNN] vs 0.852 6 0.01 [2Av]; and 0.875 6 
0.02 [1AvDnCNN] vs 0.823 6 0.02 [1Av]; P , .001 for all; 
Fig 2C).

Parameter Quantification of Study Participants

Parameter Without Obesity With Obesity P Value*

Mean diffusivity (µm2/msec)
  Reference
    8Av 1.31 6 0.11 1.75 6 0.36 .04
  Conventional
    4Av 1.3 6 0.14 1.67 6 0.35 .05
    2Av 1.43 6 0.2† 1.58 6 0.39 .38
    1Av 1.1 6 0.24† 1.54 6 0.3 .02
  Denoising
    4AvDnCNN 1.3 6 0.1 1.73 6 0.4 .046
    2AvDnCNN 1.34 6 0.15 1.82 6 0.3 .01
    1AvDnCNN 1.15 6 0.24 1.45 6 0.26 .04
Fractional anisotropy
  Reference
    8Av 0.3 6 0.04 0.25 6 0.04 .04
  Conventional
    4Av 0.32 6 0.07 0.28 6 0.03 .16
    2Av 0.31 6 0.07 0.28 6 0.03 .19
    1Av 0.41 6 0.17 0.29 6 0.09 .09
  Denoising
    4AvDnCNN 0.32 6 0.05 0.26 6 0.03 .02
    2AvDnCNN 0.32 6 0.06 0.26 6 0.02 .02
    1AvDnCNN 0.38 6 0.11 0.29 6 0.07 .08
Helix angle transmurality (°/%)
  Reference
    8Av 1.11 6 0.09 0.97 6 0.1 .02
  Conventional
    4Av 1.06 6 0.2 1.02 6 0.1 .63
    2Av 0.96 6 0.2 1.04 6 0.11 .39
    1Av 0.72 6 0.25† 1.06 6 0.12 .001
  Denoising
    4AvDnCNN 1.1 6 0.1 0.95 6 0.1 .03
    2AvDnCNN 1.1 6 0.1 0.96 6 0.1 .04
    1AvDnCNN 0.79 6 0.29† 1.03 6 0.11 .04

Note.—Av = average, AvDnCNN = Av with application of the DnCNN, DnCNN = denoising convo-
lutional neural network.
* P values less than .05 indicate a significant difference between participants with obesity and 
participants without obesity.
† P values less than .05 compared with the 8Av reference.
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Figure 3:  (A) Comparison of the diffusion-tensor MRI (DT-MRI) parameters shows that the mean diffusivity (MD), fractional anisotropy (FA), and helix angle transmurality 
(HAT) have nonsignificant (NS) mean differences for four- and two-average (Avg) DT-MRI parameters with DnCNN denoising and without denoising compared with eight-
average data, whereas the one-average data are significantly reduced with and without the application of the DnCNN for both MD and HAT and are increased for FA. (B) 
The interclass correlation plots show significant agreement between the reference eight-average data and four-average DT-MRI data with and without the application of the 
DnCNN, but significant agreement is not shown for two-average data, and no agreement is shown between the reference data and one-average data with or without the 
application of the DnCNN. DnCNN = denoising convolutional neural network, ICC = intraclass correlation coefficient.
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Figure 4:  Bland-Altman plots of four-, two-, and one-average (Avg) diffusion-tensor MRI (DT-MRI) and denoising convolutional neural network 
(DnCNN) DT-MRI data for mean diffusivity, fractional anisotropy, and helix angle transmurality. SD = standard deviation.
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= .01 and ICC, 0.771; P = .002, respectively) (Fig 4B). Fur-
thermore, the 4Av and 4AvDnCNN FA results showed a homosce-
dastic distribution and bias of 0.012 mm2/msec (95% LoA: 
20.057, 0.081) and 0.015 mm2/msec (95% LoA: 20.063, 
0.093), respectively, according to the Bland-Altman plots (Fig 
4). The FA data from 1Av and 2Av DT-MRI showed no cor-
relation with the FA data from reference 8Av DT-MRI (ICC, 
20.051; P = .64 and ICC, 0.177; P = .65); however, the FA 
data from 2AvDnCNN DT-MRI data did correlate (ICC, 0.655; 
P = .02) (Fig 3B).

HAT quantification.— For HAT (Fig 5), the data from refer-
ence 8Av DT-MRI were not different from HAT data from 
4Av (20.015 [95% CI: 20.18, 0.08]; P = .27), 2Av (20.125 
[95% CI: 20.29, 0.02]; P = .05), 4AvDnCNN (0.005 [95% CI: 
20.07 to 0.05]; P = .45), or 2AvDnCNN (20.025 [95% CI: 
20.1 to 0.06]; P = .43) (Table, Fig 3A). HAT values from the 
4Av and 4AvDnCNN DT-MRI were correlated with the HAT 
values from reference 8Av DT-MRI (ICC, 0.881 and 0.613, 
respectively; P = .001 for both) (Fig 3B). The additional Bland-
Altman plots revealed a homoscedastic distribution with a 

Figure 5:  (A) Representative diffusion-tensor MRI (DT-MRI) parameter maps (mean diffusivity [MD], fractional anisotropy 
[FA], and helix angle transmurality [HAT]) comparing four-, two-, and one-average (avg) data with reference eight-average 
data. (B) Representative DT-MRI parameter maps (MD, FA, HA) comparing DnCNN-denoised four-, two-, and one-aver-
age data with the reference eight-average data.
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small negative bias of 0.014°/% (95% LoA: 20.124, 0.096) 
for 4Av DT-MRI and 0.053°/% (95% LoA: 20.332, 0.226) 
for 4AvDnCNN DT-MRI (Fig 4). The HAT values from the 1Av 
and 2Av DT-MRI data showed only poor correlation with the 
reference 8Av DT-MRI data (ICC, 20.588; P = .43 and ICC, 
0.183; P = .12, respectively); the 2AvDnCNN DT-MRI data did 
correlate with the 8Av DT-MRI data (ICC, 0.786; P = .005), 
with a small bias of 20.019°/% (20.161, 0.123) being shown 
(Figs 3B, 4).

DT-MRI difference between the groups with and without 
obesity.— A comparison of the DT-MRI parameters from 
the reference 8Av DT-MRI between the participants in the 
groups with and without obesity is shown in Table and Figure 
6. Compared with the group without obesity, the group with 
obesity had a higher MD (1.31 6 0.11 vs 1.75 6 0.36; P 
= .04), lower FA (0.3 6 0.04 vs 0.25 6 0.04; P = .04), and 
lower HAT (1.11 6 0.09 vs 0.97 6 0.1; P = .02). These 
differences in the MD, FA, and HAT between the groups 
with and without obesity were conserved and found to be 
significant for 2AvDnCNN and 4AvDnCNN DT-MRI but were not 
conserved or found to be significant for 2Av or 4Av DT-MRI. 
For both 1Av and 1AvDnCNN DT-MRI, differences between 

the two groups were conserved for MD and HAT but were 
not found to be conserved for FA.

Discussion
DT-MRI of the heart is an SNR-constrained technique that re-
quires multiple signal averages to fully characterize myocardial 
anisotropy. The proposed application of a residual deep learn-
ing DnCNN to in vivo cardiac DT-MRI data enables a twofold 
reduction in scan time while faithfully preserving image qual-
ity and DT-MRI parameter quantification, even in participants 
with obesity. The use of 4AvDnCNN DT-MRI preserved the SNR 
and SSIM as well as the MD, FA, and HAT of participants in 
the groups with and without obesity when compared with refer-
ence 8Av DT-MRI. Significant differences in the MD, FA, and 
HAT between populations with and without obesity revealed 
by reference 8Av DT-MRI were also maintained with 4AvDnCNN 
and 2AvDnCNN DT-MRI. Despite preserving the aforementioned 
significant differences between the groups with and without obe-
sity, 2AvDnCNN DT-MRI exhibited reduced SNR and SSIM val-
ues compared with reference 8Av DT-MRI in participants with-
out obesity (20.3 6 2 vs 30.5 6 3; P , .001 [SNR] and 0.91 
6 0.01 [SSIM]). Taken together, these data demonstrated the 
feasibility of accelerating in vivo cardiac DT-MRI with the ap-

Figure 6:  (A) Representative diffusion-tensor MRI (DT-MRI) parameter maps (mean diffusivity [MD], fractional anisotropy [FA], and helix angle [HA]) from a participant 
within the group with obesity comparing denoised (denoising convolutional neural network [DnCNN]) four- and two-average (avg) data with the reference eight-average 
data. The four-average data without denoising are shown to demonstrate an effect on the parameter quantification. (B) Significant differences are found for MD, FA, and 
HA transmurality between participants in the groups with and without obesity for reference eight-average data and DnCNN-denoised four- and two-average data. Conven-
tional four-average data without the application of the DnCNN yield nonsignificant (NS) differences, which is also the case for two-average data without the application of 
the DnCNN. For one-average data without and with the application of the DnCNN, differences are conserved between groups with and without obesity for MD and HA 
transmurality but are not conserved for FA. * indicates statistical significance P , .05.
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plication of a DnCNN by reducing scan time from 20 minutes 
(assuming 60 beats per minute) to 10 minutes while conserv-
ing both image quality and DT-MRI parameter quantification, 
increasing its clinical applicability. If SNR and SSIM values are 
allowed to decrease by approximately 33% and approximately 
5%, respectively, then DnCNN DT-MRI could be further accel-
erated by a fourfold decrease in the scan time from 20 minutes 
to 5 minutes.

There were several limitations of this study. First, there were 
a small number of participants, and the study was performed at 
a single center. The sex and age ratios between the participants 
within the groups with and without obesity varied substan-
tially, which could influence the differences revealed by cardiac 
DT-MRI. Despite these limitations, we demonstrated that the 
DnCNN faithfully preserves differences found between groups 
with and without obesity in half the scan time. This will al-
low us to more easily scan patients with obesity who have ad-
ditional conditions, such as a chronic myocardial conditions, 
given the accelerated DT-MRI acquisition (Fig E1 [supple-
ment]). This will enable the swift collection of further data to 
support these findings.

Another limitation of the application of the DnCNN is that 
the input noise images will depend on the acquired imaging tech-
nique and scan parameters that directly affect SNR levels (eg, coil 
sensitivity, field strength). In this study, the DnCNN was trained 
on in vivo cardiac DT-MRI data, and expanding its direct appli-
cation to other MRI techniques will depend on how closely the 
noise distribution matches with the proposed cardiac DT-MRI 
sequence. However, even if retraining of the DnCNN is required 
for another application, acquiring noise images is less challenging 
at a large scale than acquiring high-fidelity and pathophysiologi-
cally relevant images. Furthermore, the outputted noise image 
can easily be analyzed to check for failure modes, because the 
expected noise output should be uncorrelated and unstructured. 
It is also important to consider the limitation of the DnCNN 
in estimating possible structured noise. Because the DnCNN 
is trained to only recognize unstructured noise from acquired 
noise images, any structured noise would not be recognized by 
the DnCNN and would thus still be present in the image. How-
ever, this possible limitation could be overcome by training the 
DnCNN to additionally recognize structured noise, such as sig-
nal fallout or aliasing, if a sufficient number of training data sets 
could be provided. A final potential limitation is the ability to dis-
tinguish myocardial pathophysiologic conditions that are highly 
diffuse and present as noise, in which case there is a potential 
for the DnCNN to remove such diffuse features. However, in 
our study, participants with obesity presented with patch-like and 
diffuse patterns of elevated MD and decreased FA, which were 
conserved by both twofold-accelerated (4AvDnCNN) and fourfold-
accelerated (2AvDnCNN) DnCNN DT-MRI. Further studies will 
be needed to determine the feasibility of DnCNN DT-MRI de-
tecting cardiomyopathies with more diffuse presentations, such as 
hypertrophic and dilated variations.

We demonstrated that applying a DnCNN to in vivo cardiac 
DT-MRI data can result in a twofold scan acceleration while 
preserving both image quality and DT-MRI parameter quantifi-
cation. DnCNN DT-MRI could potentially be used to further 

accelerate in vivo cardiac DT-MRI by a factor of four, while 
maintaining accurate DT-MRI parameters if image quality can 
be reduced. Furthermore, the accelerated DnCNN DT-MRI 
technique conserved the ability to detect microstructural differ-
ences between groups of participants with and without obesity 
when compared with the conventional DT-MRI technique.
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