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Cardiac MRI plays a prominent role in managing patients 
with various cardiovascular diseases (1,2). Artificial in-

telligence (AI) is transforming the entire field of cardiac 
imaging and is ubiquitous in cardiac MRI (3) (Fig 1). Of 
520 AI medical algorithms cleared by the U.S. Food and 
Drug Administration as of October 2023, 454 were in ra-
diology and cardiology (4). AI is already integrated into 
daily cardiac MRI workflow in terms of facilitating image 
analysis. The use of AI can improve cardiac MRI, includ-
ing patient selection, protocoling, scanning, accelerated 
data acquisition and reconstruction, and automated and 
inline image analysis. It can also improve the integration 
of cardiac MRI data with other clinical, genetic, “omics” 
(genomics, transcriptomics, etc), and biomarker data to 
improve patient management and thus outcomes. AI could 
also change how image readers extract relevant information 
from cardiac MRI data by learning from images to auto-
matically extract the most important information instead 
of requiring human input to select the parameters before-
hand. AI techniques based on machine learning (ML) and 
deep learning (DL) are frequently used in cardiac MRI 
with great success. Herein, we present an in-depth review 
of the current and future impact of AI on cardiac MRI.

AI Fundamentals
AI models require training on a large data set to “learn” a 
relationship of interest and then generalize this relation-
ship to new data. The architecture defines the computa-
tional steps between inputs and outputs, while the learning 
strategy and loss function set the criteria used to penalize 
mistakes during training (Fig 2). In AI, particularly DL, 
the choice of architecture and learning strategy and the 

availability of data are among the most critical aspects of 
developing a successful model. Several architectures have 
been used in cardiac MRI, including convolutional neu-
ral networks (CNNs), recurrent neural networks, U-Net 
(a type of CNN) (5), generative adversarial networks (6), 
and transformers (7). Many factors impact the optimal 
choice of network architecture, including the specific task 
(eg, reconstruction, segmentation, or prediction), data set 
size and structure (eg, numerical, static image, time series, 
or k-space), computational needs, and practical clinical 
deployment. The strategies to train AI models include 
supervised, semisupervised, transfer, and ensemble learn-
ing strategies (Fig 3). Common successful applications 
use multiple approaches combined together in various 
ways. A supervised strategy depends on ground-truth 
data with well-defined input and output pairs. It is the 
main strategy if enough unbiased ground-truth data ex-
ist. A semi supervised model is a hybrid model based on 
a desired output that is auxiliary to the main task or only 
partly known. Transfer learning (8) offers a way to adapt 
a trained network to new but related data, settings, or 
tasks. For instance, models can be pretrained with pub-
licly available cardiac MRI data sets, such as those listed in 
Table S1, with further training based on images relevant 
for specific applications. Ensemble learning (9) combines 
the outputs from many models with various designs to 
improve overall performance. Irrespective of the strategy, 
AI training involves an iterative optimization of model 
parameters using a prespecified loss function that directly 
assesses the model performance for a specific task. Thus, 
selecting the loss function is important in training robust, 
high-performance AI models (10).

Cardiac MRI is used to diagnose and treat patients with a multitude of cardiovascular diseases. Despite the growth of clinical 
cardiac MRI, complicated image prescriptions and long acquisition protocols limit the specialty and restrain its impact on the 
practice of medicine. Artificial intelligence (AI)—the ability to mimic human intelligence in learning and performing tasks—will 
impact nearly all aspects of MRI. Deep learning (DL) primarily uses an artificial neural network to learn a specific task from 
example data sets. Self-driving scanners are increasingly available, where AI automatically controls cardiac image prescriptions. 
These scanners offer faster image collection with higher spatial and temporal resolution, eliminating the need for cardiac triggering 
or breath holding. In the future, fully automated inline image analysis will most likely provide all contour drawings and initial 
measurements to the reader. Advanced analysis using radiomic or DL features may provide new insights and information not 
typically extracted in the current analysis workflow. AI may further help integrate these features with clinical, genetic, wearable-
device, and “omics” data to improve patient outcomes. This article presents an overview of AI and its application in cardiac MRI, 
including in image acquisition, reconstruction, and processing, and opportunities for more personalized cardiovascular care through 
extraction of novel imaging markers.
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One of the crucial aspects of building a robust AI model is data 
availability for development (ie, training and testing) and rigorous 
validation. Development data sets include all data used to train and 
optimize the model. The data used for development should repre-
sent the setting where the AI model will ultimately be deployed. 
Independent validation (also called “external testing”) data sets are 
essential to investigate model performance and robustness. There 
are different levels of “independence,” involving location, imaging 
equipment, patient population, and timing. Ideally, the develop-
ment data set should include a broad spectrum of scenarios that 
the model will encounter during independent testing. However, 
this is not always possible, resulting in diminished model perfor-
mance (11). Additionally, several other factors may impact model 
performance. For example, expert labeling does not always repre-
sent truth, and “experts” from different institutions do not always 
agree, even when measuring simple cardiac MRI parameters such 
as myocardial wall thickness (12). These “uncertainties” will im-
pact model performance and robustness. With the limited train-
ing data available in cardiac MRI, AI models are more susceptible 
to race, sex, ethnicity, body size, and referral bias. Furthermore, 
many current AI models for cardiac MRI segmentation are based 
on images collected in population health–based studies, which do 
not represent clinical patient populations, diminishing their clini-
cal robustness. Therefore, when evaluating the generalizability and 
robustness of an AI model, one should consider the characteristics 
of the patient and imaging data used for model development, how 
the model was trained, and its robustness in independent data sets. 
Guidelines and recommendations will be needed to highlight best 
practices for model development and evaluation, including data 
collection and curation documentation.

Applications of AI in Cardiac MRI

Self-driving Scanning
Despite the rapid growth of clinical cardiac MRI over the 
past 2 decades, its availability remains largely limited to major 

Abbreviations
AI = artificial intelligence, CNN = convolutional neural network,  
DL = deep learning, LGE = late gadolinium enhancement, ML = 
machine learning, SNR = signal-to-noise ratio

Summary
Artificial intelligence is increasingly used to make cardiac MRI faster 
and easier, with the potential to improve patient care through learning 
and with the imager role shifting to one of oversight.

Essentials
 ■ Advances in rapid imaging with artificial intelligence (AI) can 
reduce MRI scan time, increase temporal and spatial resolution, 
and improve patient cooperation regarding repeated breath holds.

 ■ Automated AI postprocessing applications are starting to become 
available, reducing the analysis burden on cardiac imagers and 
shifting their role from one of drawing regions of interest to 
quality control and clinical image interpretation.

 ■ The use of AI in cardiac MRI may provide a new paradigm for 
gaining insights into images; combined with clinical, genetic, 
wearable-device, and “omics” data, AI will enable deep phenotyping 
of patients with known or suspected cardiovascular disease.

academic centers. One of the challenges in making this imaging 
available in smaller health care systems is complicated image pre-
scription. There have been efforts to develop automated or semi-
automated image prescription in cardiac MRI (13). However, 
these approaches need to be more clinically robust. For instance, 
DL-based prescriptions eliminate manual contouring and do 
not require the collection of extra images beyond what is already 
included in the clinical protocol (14). Therefore, a DL frame-
work can automate the entire scanning procedure, with auto-
mated section prescription and parameter optimization, shifting 
the role of the MRI technologists to one of quality control (14). 
A DL model can calculate imaging parameters automatically to 
automate the scan further (15) or annotate anatomic landmarks 
(16). AI-assisted scanning could also improve throughput, yield-
ing shorter scan times, higher consistency, and enhanced image 
quality (17). Nevertheless, there will always be a need for active 
supervision and correction strategists, as AI-assisted scanning 
will be prone to errors. With advances in AI, growth in cardiac 
MRI, and the economic pressure for improved throughput, 
scanning will undoubtedly be nearly fully automated in the fu-
ture. However, how technologists will adapt to such automation 
for routine clinical scanning remains to be determined.

Image Reconstruction
Cardiac MRI protocols are long, with a 45–60-minute examina-
tion time requiring repeated breath holds. Therefore, reducing 
scan time and breath holding is desirable. AI-based image re-
construction has been proposed to improve imaging efficiency 
(18). It can be generally classified into four strategies: (a) image 
reconstruction, (b) image enhancement, (c) denoising, and (d) 
quantitative myocardial tissue characterization.

Figure 1: Diagram shows the progress, opportunities, and current challenges in 
the use of artificial intelligence in cardiac MRI.
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Figure 2: Diagram of supervised learning strategy for an artificial intelligence model. An architectural layer performs computational operations on data passing through 
it, with skip connections linking nonsequential layers. A forward pass transforms input into output. The output is compared with an ideal or correct ground truth. The task of the 
model (eg, image reconstruction, automated analysis, or clinical diagnosis) dictates the form of “ground truth,” which could be high-quality images, expert annotations, or 
patient records. The loss function quantifies the discrepancy between the output and the ground truth, converting the disagreement into an error signal. The backward pass 
propagates the error back through the model. This is accomplished by calculating gradients, which represent the direction and rate of change of the error, and selecting an 
optimizer, which determines how the architecture parameters are updated based on these gradients. This process reduces the error over time. An epoch is one full pass over 
the training data set, with the architecture trained across many epochs until error convergence is achieved.

Figure 3: Diagram of common learning strategies for artificial intelligence 
models. Supervised learning trains models on input-output relationships using 
“ground truth” as a reference to guide the learning process. Semisupervised learn-
ing, with partial or imperfect ground truth, is effective where only partial supervision 
is feasible. Transfer learning refines a preexisting model using related data or tasks, 
saving time and computational resources compared with starting from scratch. En-
semble learning combines outputs from multiple uniquely trained models, reducing 
error risks and enhancing model robustness for more reliable, accurate predictions.

Figure 4: Diagram of accelerated cardiac MRI reconstruction techniques. 
Accelerated imaging shortens scan time by collecting only partial k-space data 
instead of a complete set. The traditional reconstruction uses inverse fast Fourier 
transform (ifft) for k-space-to-image transformation, causing aliasing artifacts in ac-
celerated imaging. K-space-agnostic artificial intelligence (AI) methods transform 
aliased images (input) into clean, high-quality images (output) without detailed 
knowledge of the acquisition process. Conversely, k-space-aware AI methods use 
information of the acquisition process as prior knowledge, integrating image-to-im-
age models with alternating k-space data consistency (DC) steps to better handle 
incomplete k-space data. Alternatively, AI models can convert partial k-space 
inputs into a complete set, aiding in generating cleaner, higher-quality images. fft = 
fast Fourier transform.

Image reconstruction.—In MRI, k-space data are the raw data 
obtained from the MRI signal, with “fully sampled” data ad-
hering to the Nyquist theorem for complete image information. 
“Undersampling” occurs when the data points collected are 
fewer than what is prescribed with this theorem. Undersampling 
reduces the signal-to-noise ratio (SNR) and results in “aliasing 
artifacts,” where the final images display distortions. Using AI-
accelerated cardiac MRI techniques can remove such artifacts. 
These techniques are broadly divided into k-space-agnostic 
and -aware approaches (Fig 4). In k-space-agnostic models, an  
image-to-image network, such as a U-Net CNN (19–23), is 
trained to convert images reconstructed from undersampled 

k-space data to match images created from fully sampled k-
space. Only reconstructed images are used during training for 
k-space-agnostic models, but in some contexts generating realis-
tic input-output image pairs could require k-space data and ac-
cess to reconstruction pipelines. K-space-aware models (24–27) 
include prior knowledge of the acquisition process and k-space 
consistency terms. For example, traditional regularization func-
tions, which prevent overfitting or enforce prior knowledge, 
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are learned using CNNs. In variational networks (28), iterative 
steps of a reconstruction algorithm are unrolled and replaced 
with CNNs, although unrolling is not always used (29). K-
space-aware approaches offer some guarantees about the recon-
structed images because of the mathematical formulation and 
the enforced k-space data consistencies. However, a direct head-
to-head comparison of different AI-accelerated cardiac MRI 
techniques is challenging, and it is unlikely that one method will 
always be superior to the other. Many factors should be consid-
ered, including the training set size, k-space sampling trajectory 
(Fig 5), availability of a fully sampled data set, practical deploy-
ment, and reconstruction latency.

Most published AI literature in rapid cardiac MRI focuses 
on cine imaging using k-space-agnostic (19,22,23) or k-space-
aware approaches (26,27,30). U-Net models (Fig 6A) trained us-
ing relatively modest training sets with typical sizes of 250–500 
healthy subjects and patients have been widely used (19,23). Im-
ages reconstructed with compressed sensing have been used as a 
reference standard when only undersampled data are available 
(27). Although this approach can reduce reconstruction time, 
it limits data quality to that of current algorithms. The k-space-
aware models have been trained on smaller cohorts, typically 
fewer than 100 healthy subjects and patients (26,27). The mo-
tion-compensation step may also be recast as a DL approach and 
combined with unrolled reconstruction networks (31). Numer-
ous recent studies have applied DL to accelerate cardiac MRI. 
These studies include U-Net models that have also been pro-
posed for rapid MRI angiography (32). AI-accelerated coronary 

MRI has shown good quality and good diagnostic performance 
(33), while AI-accelerated two-dimensional or four-dimensional 
phase-contrast MRI using U-Net (Fig 6B) or unrolled networks 
(24,25,34) is also available. Despite the need to accelerate myo-
cardial perfusion and late gadolinium enhancement (LGE) im-
age acquisition, few studies have focused on AI acceleration of 
these sequences (20,21,35,36).

Image enhancement.—In image resolution enhancement or res-
toration (also called superresolution techniques), AI models are 
trained to “recover” the spatial resolution of images acquired with 
a lower resolution (37,38). Acquiring images with lower resolu-
tion reduces scan time since fewer data are acquired. In that case, 
the acquired k-space data become truncated or cropped relative 
to higher-resolution images. Synthetic lower-resolution images 
for training can be generated by retrospectively cropping the raw 
k-space data before applying the inverse fast Fourier transform. 
In generative adversarial network–based models for resolution 
enhancement, the discriminator training can be modified. Spe-
cifically, the discriminator estimates the probability that an im-
age based on complete k-space data appears “more realistic” than 
the resolution-enhanced image produced by the generator. This 
generative adversarial network approach aims to achieve more 
than just training the discriminator to differentiate between 
the two images. Instead, it aims to produce generated images 
that mimic those from the target data set and possess sharper 
details and edges, bringing them closer in quality to true high-
resolution images. In addition to the adversarial loss function, 

Figure 5: Diagram of artificial intelligence (AI)–based image reconstruction (recon) and enhancement. The sampling trajectory dictates the k-space data collection 
path; a Cartesian trajectory is a grid-like path. Reconstruction latency is the delay from data collection to viewing the image. K-space data are collected over multiple 
heartbeats via electrocardiogram (ECG)–segmented imaging, usually using a fully sampled Cartesian trajectory, which aids in functional imaging and minimizes motion 
artifacts at the cost of longer scan time. Accelerated imaging, employing undersampled Cartesian, radial, or spiral sampling, reduces scan time by acquiring partial k-space 
data. However, utilizing a simple inverse fast Fourier transform (iFFT) for frequency (ie, k-space)–to-image domain conversion causes artifacts like incoherence, streaking, 
and swirling in images. Various AI reconstruction models mitigate these artifacts, improving image clarity and quality. Another method to reduce scan time is truncating the k-
space data, which yields lower-resolution images without aliasing artifacts. AI enhancement is used in this context to restore the lost spatial resolution.
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Figure 6: Artificial intelligence (AI)–based image reconstruction. Free-breathing electrocardiogram-free real-time cardiac MRI scans collected with highly accelerated 
imaging sequences have substantial aliasing artifacts. Convolutional U-Net models are trained using paired high-quality and aliased images to remove such artifacts.  
(A) A single U-Net model can remove artifacts from balanced steady-state free precession real-time cine images, as shown in these diastolic and systolic cardiac phase 
MRI scans in the short-axis plane. (B) Gradient-recalled echo real-time phase-contrast flow imaging acquires velocity-compensated and velocity-encoded images, as 
shown in these aortic outflow tract plane MRI scans. Two separate U-Net models were used to remove the artifacts while preserving the phase-contrast information.

there is a perceptual loss function for resolution enhancement 
that compares the features extracted from true high-resolution 
and resolution-enhanced images. This enables the production 
of resolution-enhanced images that are perceptually similar to 
those acquired with higher resolutions. Resolution enhancement 
models can reduce scan time in various sequences, including cine 
(37,39,40), coronary (41), and cardiac diffusion (42).

The advantages of resolution enhancement techniques in-
clude ease of deployment, flexibility for different sequences, and 
there being no need for sequence modifications. For instance, a 
recently proposed inline resolution enhancement technique pre-
trained with cine data (40) (Fig 7A) can be readily used without 
any modifications to reconstruct real-time tagging images (Fig 
7B) or to reduce the scan time of LGE imaging (Fig 8). However, 
there are concerns that such models can hallucinate and create 
realistic-looking images that are not true. A certain threshold of 
k-space data and spatial resolution is likely essential to guarantee 
the capture of crucial anatomic details in low-resolution images, 
where the function of the AI model is primarily to refine the 
sharpness of existing structures. Thus, rigorous evaluation is nec-
essary before the clinical adoption of these models.

Image denoising.—Image denoising in MRI can improve the 
SNR and is frequently accomplished using image filtering dur-
ing image reconstruction. However, traditional denoising meth-
ods could also result in image blurring. In recent years, there have 
been substantial improvements in natural image denoising using 
AI (43), which could be adopted in MRI (44,45). AI denoising 

could achieve higher denoising capability with reduced image 
blurring (46). In supervised learning image denoising, a pair of 
noisy and noise-free images are used to train a DL model, such as 
a CNN (47) or a generative adversarial network (45). A trained 
model can generate the denoised image from acquired images. 
However, in vivo acquisition of noise-free MRI scans is not fea-
sible; therefore, simulated noise is often added to generate syn-
thetic paired images for training. The denoising technique has 
several applications in cardiac MRI. It can enhance image SNR 
when images have intrinsically low SNR, such as when they are 
acquired with a low magnetic field or in low-SNR sequences 
(eg, LGE). It can also be combined with imaging acceleration 
to recover the SNR intrinsically lost because of the imaging ac-
celeration. Image denoising could also improve the precision of 
myocardial tissue characterization techniques. Finally, AI-based 
denoising algorithms can also reduce the number of signal aver-
ages. Signal averaging is a technique commonly used in cardiac 
diffusion imaging that improves the SNR by running multiple 
acquisitions (48).

Despite the progress, there are many practical challenges in 
AI-based denoising of cardiac MRI scans. The current pipeline 
for data collection using multicoil arrays and nonlinear image 
reconstruction impacts the noise characteristics of images. Re-
moving spatially varying noise is more complicated than denois-
ing natural images. Furthermore, each cardiac MRI examination 
generates thousands of images; therefore, the speed of image de-
noising will be an important factor in the clinical feasibility of 
AI-based denoising in cardiac MRI. Further developments and 
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rigorous evaluation are still needed to demonstrate the clinical 
utility of AI-based denoising of cardiac MRI scans.

Quantitative myocardial tissue characterization.—In myocar-
dial tissue characterization sequences (eg, T1 mapping), images 
with different weighting across multiple heartbeats are collected 
to estimate the tissue parameters (eg, native T1) using pixel-wise 
numerical fitting. Therefore, reducing the scan time of each im-
age does not reduce the total scan time, which is governed by 
the number of collected images and the recovery time needed 
between images. AI-based models can reduce scan time by esti-
mating quantitative values (eg, T1) from fewer images collected 
with different contrasts (49,50). A model can then be trained 
to estimate the tissue parameters using a simple neural network 
to replace numerical fitting based on the Bloch equation (49). 
The use of CNNs can exploit spatial information in images to 
improve the precision of tissue parameters (51). Further refine-
ments, including training using simulated data or scanner infor-
mation, have improved the robustness of such models (52,53). 
Cardiac MR fingerprinting–based myocardial tissue character-
ization, in which images acquired with different weighting are 
used to estimate different tissue properties simultaneously, can 
also benefit from using AI to speed up dictionary generation, 
matching, and image reconstruction (54).

Despite considerable growth in research in AI-based acceler-
ated cardiac MRI techniques, many challenges remain. Irrespec-
tive of which architecture or imaging acceleration strategy, the 
quality of the training data and how they are synthesized will 

have an immense impact on the performance of imaging accel-
eration. Researchers must rely on carefully synthesized training 
data from original single-coil raw k-space data, mimicking rapid 
imaging. In addition, loss functions and metrics used to quanti-
tatively evaluate the performance of image reconstruction meth-
ods, such as mean square error or structural similarity index, do 
not always reflect diagnostic image quality. AI reconstruction 
methods that do not consider these issues will provide overly 
optimistic results that will have little practical value. Therefore, 
there is always a need for rigorous subjective assessment by 
clinical imaging readers to evaluate the performance of AI-based 
cardiac MRI reconstruction algorithms tested in rigorous pro-
spectively collected imaging experiments.

Image Analysis
AI can reduce the analysis burden on imagers at multiple stages 
(Fig 9). For instance, image segmentation remains one of the 
most time-consuming and least desired tasks in cardiac MRI. 
Research has steadily increased in automated AI-based cardiac 
MRI segmentation tools (55), which has resulted in improved 
performance compared with traditional non-DL approaches 
(56). U-Net has been a widely used DL architecture for cardiac 
MRI segmentation (Fig 10). A model based on U-Net achieved 
the highest performance in a competition of automated segmen-
tation of short-axis cine images (57). In a similar competition, 
all proposed models were based on U-Net architectures (58). U-
Net models also achieved the highest performance in a recent 
challenge in segmentation of the right ventricle across multiple 

Figure 7: Artificial intelligence (AI)–based resolution enhancement. Collecting balanced steady-state free precession cardiac MRI scans with lower resolution reduces 
scan time since fewer data are acquired. Acceleration reduces the breath-hold time needed in breath-hold electrocardiogram (ECG)–gated sequences or enables free-
breathing real-time imaging with high temporal resolution. (A) Cine images in the short-axis plane show enhancement of spatial resolution using a generative adversarial 
network. (B) Tagging images in the short-axis plane show enhancement of spatial resolution using a pretrained model based on cine images.
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anatomic views (59). Indeed, the majority of the models in the 
challenge were based on a self-configuring method that selected 
the optimal U-Net configuration based on the specific biomedi-
cal image segmentation task (60).

The Sørensen-Dice coefficient is the most used metric in 
validating medical segmentations (61). However, the accuracy of 
relevant clinical parameters, such as structural and functional pa-
rameters measured on cine images, should also be considered. For 
instance, automated AI cine segmentation software can provide 
functional and anatomic quantitative parameters with good cor-
relation with parameters acquired using manual methods. How-
ever, in many cases, there can be substantial errors, and the ability 
of automated measurements to classify functions for treatment 
decision-making is limited (62). Therefore, the value of AI seg-
mentation algorithms for diagnosis or prognostication should also 
be considered and arguably is more clinically relevant than seg-
mentation metrics. Indeed, while AI-based segmentation has been 
relatively successful, there is often a need for manual adjustments 
and quality control (63), and such human adjustments can im-
prove AI model segmentation performance and robustness (64).

Nearly all vendors provide AI-based solutions for calculating 
functional and volumetric parameters from cine images. A fully 
automated AI model outperformed human readers in speed and 
precision in measuring left ventricular structure and function (65). 
Automating image analysis for cardiac MRI sequences beyond 
cine has been more challenging due to lower data availability and 
lower contrast-to-noise ratio and SNR. Recent studies have inves-
tigated automating the processing of four-dimensional flow data 
(66–68), a very time-consuming process hindering the clinical 
application of four-dimensional flow MRI. Automated inline AI 
segmentation of myocardial perfusion images for pixel-wise quan-
tification has been shown to provide measures of myocardial blood 

flow comparable to manually obtained measures (69). Automated 
analysis of T1 mapping also provides T1 measures with good cor-
relation with manual analysis (70). Ensemble learning techniques 
for on-the-fly quality control of T1 mapping can minimize the 
need for manual adjustments (71). Further, pretrained AI models 
for T1 mapping along with transfer learning techniques can be 
leveraged for T2 quantification (72). LGE imaging is a corner-
stone of cardiac MRI examinations and is part of most clinical car-
diac MRI protocols. However, LGE scar quantification remains 
challenging, and evaluation remains mostly subjective, limited to 
assessing presence and location. Automating LGE quantification 
using DL techniques such as two-dimensional or three-dimen-
sional U-Net is promising; however, such models are currently not 
commercially available (73–76).

There are many remaining challenges in robust cardiac MRI 
segmentation, particularly access to large training data sets from 
diverse patient populations, imaging equipment, and sequences. 
Integration of automated AI analysis algorithms into commer-
cial analysis software remains challenging, and inline implemen-
tation could be limited to academic research centers. In addition, 
adjustments and quality control of inline segmentation tools are 
challenging; there is also no standardized format for contours in 
MRI, resulting in the incompatibility of contours among differ-
ent analysis systems. These practical but important issues hinder 
the potential use of AI-based tools in cardiac MRI analysis. Due 
to the increasing use of cardiac MRI for clinical purposes, auto-
mated analysis will be the most desired and impactful applica-
tion of AI in cardiac MRI in the immediate future.

AI and Precision Cardiovascular Medicine
In cardiac MRI, researchers are moving from imaging to clini-
cal end points impacting patient diagnosis, prognosis, and 

Figure 8: Artificial intelligence (AI)–based resolution enhancement. A pretrained AI-based resolution enhancement model based on balanced steady-state free preces-
sion cardiac MRI cine data can be used to accelerate inversion recovery late gadolinium enhancement imaging, as shown in images in the short-axis plane. For instance, 
current existing sequences require a 16-second breath hold (BH) for imaging, with one breath hold for each section. The imaging time can be reduced to 10 seconds or 
even 6 seconds at the expense of diminished spatial resolution. The AI model is used to enhance the spatial resolution in images with shorter imaging time.



Present and Future Innovations in AI and Cardiac MRI

8 radiology.rsna.org ■ Radiology: Volume 310: Number 1—January 2024

management. The bar is substantially higher than in other appli-
cations to demonstrate “AI value” and demands rigorous study 
design (77). Despite the successful application of AI in cardiac 
MRI scan acquisition and analysis, researchers are only in the 
early phase of developing AI tools that could impact care for an 
individual patient. AI could impact diagnostic and prognostic 
accuracy in cardiac MRI in two different ways, through (a) the 
extraction of new imaging features that image readers do not 
typically extract or that are not apparent to even expert readers 
and (b) the ability to combine existing imaging, clinical, genet-
ics, and omics data (Fig 11). In this section, we will review the 
potential use of AI in diagnosis and prognosis of patients under-
going cardiac MRI.

In current practice, imaging measurements (eg, functional 
left ventricular ejection fraction), collected manually or auto-
matically, are selected based on a prior assumption of their clini-
cal relevance. A simple application of AI could be to automate 

image analysis to extract these imaging-derived parameters. Al-
ternatively, AI could challenge this presumption by providing 
knowledge and insight that would otherwise not be possible us-
ing traditional image interpretation. There are two approaches to 
extracting novel imaging markers, involving radiomic signatures 
and DL feature extraction.

Radiomic Signatures
With radiomic signatures (78), one extracts and analyzes many 
quantitative predefined image features (eg, myocardial texture) 
with high throughput. The hypothesis is that mining many 
quantitative features yields useful features with diagnostic or 
prognostic value not commonly obtained with conventional 
image analysis. A comprehensive review of radiomic analysis 
methods is available (79). Texture analysis of nonenhanced cine 
MRI enables the diagnosis of subacute and chronic myocardial 
infarction with high accuracy (80). Radiomic analysis of native 

Figure 9: Diagram shows artificial intelligence (AI)–enabled cardiac MRI analysis, interpretation, and reporting. In cardiac MRI, images are collected to characterize 
function (ie, cine and tagging images), flow, tissue properties and fibrosis (ie, T1 and T2 maps and T1-weighted, T2-weighted, and extracellular volume [ECV] images), and 
scarring (ie, late gadolinium enhancement [LGE] images). AI can substantially impact the analysis workflow after imaging. The clinical reading includes quantification (eg, 
function on cine images) and clinical interpretation of individual sequences (eg, presence and location of scarring on LGE images). AI can assist in both the analysis and 
interpretation of clinical readings and can change the role of imagers to oversight.

Figure 10: Automated segmentation using convolutional U-Net convolutional neural networks. Automated segmentation based on U-Net architectures has been  
demonstrated across many cardiac MRI sequences, including cine, T1 and T2 mapping, late gadolinium enhancement (LGE), and perfusion images.
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T1 images can discriminate between hypertrophic and hy-
pertensive cardiomyopathies (81). Radiomic features of LGE 
images distinguish between myocardial infarction and myocar-
ditis (82). Radiomic features of LGE and cine images, relevant 
clinical information, and conventional MRI parameters can 
help predict major adverse cardiac events in patients with ST-
segment elevation myocardial infarction (83). Texture analysis 
of myocardial T1 and T2 maps delivers quantitative imaging 
parameters for diagnosing acute or chronic heart failure–like 
myocarditis (84). Radiomic analysis of extracellular volume 
could help discriminate reversible from irreversible myocardial 
injury (85). Radiomic analysis of noncontrast MRI scans can 
also provide hints about the presence of scarring (80,86–88). 
Radiomic analysis of LGE images also provides prognostic 
value beyond traditional scar burden assessment (89).

While there is growing interest in applying radiomics in car-
diac MRI, the field is in its infancy. There are many challenges 
regarding appropriate methodology, reproducibility, sensitivity, 
and generalizability that need addressing before using radiomic 
analysis in a clinical setting. Radiomic features are calculated 
using predefined mathematical operations, making the extrac-
tion step reproducible. However, the extracted features will 
vary based on the input images. For example, shape features 
depend highly on the region of interest where the radiomic fea-
tures are calculated; therefore, if there is variability in the draw-
ing of the region of interest, this will impact radiomic features. 
Similarly, imaging filters applied to original images impact the 
radiomic features. Radiomic features extracted from cardiac 
MRI scans acquired with different contrast weightings (eg, T1 
or T2 weighting) have different sensitivity and reproducibility 
(90). Furthermore, sequence parameters and processing impact 
radiomic feature values (91,92).

However, these issues are not fundamentally differ-
ent from any quantification in cardiac MRI. For example, 

it is well established that myocardial T1 imaging is sensi-
tive to field strength and sequence. Similarly, radiomic fea-
tures extracted from different sequences, with different field 
strengths, or on equipment from different vendors will differ. 
These limitations should be considered when interpreting ra-
diomic studies. Additional efforts are warranted to develop 
standardized approaches to implementing radiomic analysis 
and promoting accurate reporting of methodology and more 
insightful interpretation.

DL Feature Extraction
Unlike radiomics-based analysis, DL models automatically 
extract features from input images such that the prediction 
of an outcome is successfully achieved. DL models for ex-
tracting deep imaging features are mainly based on CNNs. 
The hypothesis is that deep features, extracted after applying 
a large number of convolutional layers, have incremental di-
agnostic or prognostic value beyond established clinical and 
imaging parameters. DL models applied to medical imaging 
data have been widely used in other diseases and imaging mo-
dalities (93). However, fewer studies have explored their po-
tential in cardiac MRI. A DL analysis of cardiac cine motion 
can predict survival in patients with pulmonary arterial hy-
pertension (94). A DL analysis of LGE images from patients 
with ischemic heart disease can also predict survival (95). In 
both studies (94,95), the input and output images of a U-
Net CNN were set to be identical. In such approaches, the 
imaging features are obtained from the halfway “bottleneck” 
features between the encoder and the decoder, rather than 
from the output of the decoder. Transfer learning has also 
been used for diagnosis (96). In one study, a semisupervised 
model was trained on the auxiliary task of classifying image 
type, and transfer learning was then applied to fine-tune the 
model for diagnosing cardiac amyloidosis (96).

Figure 11: The impact of artificial intelligence (AI)–enabled cardiac MRI on the patient care pipeline. The diagram shows how AI impacts information extraction and 
flow at different steps. (A) AI facilitates and improves the analysis and interpretation of images by extracting standard cardiac MRI parameters. This reduces the analysis 
burden and improves the accuracy, precision, and reproducibility of analysis and interpretation. AI may also provide a new paradigm for gaining insights into cardiac MRI 
scans by extracting radiomic or deep imaging signatures of cardiac disease not currently being extracted. (B) AI enables the efficient combination of clinical, imaging, 
wearable device, biomarker, genetics, and “omics” data to provide clinically actionable information to improve patient care. LGE = late gadolinium enhancement.
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Comparing Radiomic and DL Models and Their Real-World 
Potential
While both radiomic and DL models can extract features from 
images, to our knowledge a direct head-to-head comparison of 
these two methods in cardiac MRI has not been conducted. 
The jury is still out on whether there has been a rigorous dem-
onstration of the potential of radiomic or DL models to extract 
novel imaging features beyond current metrics. In addition, it 
is necessary to develop approaches to understand what fea-
tures contribute to model performance. While there are exist-
ing techniques for explaining model behavior (97), such as 
saliency maps, their practical utility and trustworthiness have 
recently been questioned (98). One could argue that cardi-
ologists sometimes use medications for which the underlying 
mechanism of action is not completely understood and that 
researchers should treat AI models similarly. But AI research-
ers need to acknowledge that the efficacy of these medications 
has been investigated in rigorous prospective clinical trials. 
AI models should likewise be tested in rigorous multicenter 
prospective clinical trials to demonstrate accuracy and efficacy 
and thereby gain trust.

Statistical Modeling versus ML to Describe Data
After extracting all relevant clinical and imaging markers from 
patient data, the next step is to use these rich data sets to an-
swer the relevant clinical question using statistical modeling or 
ML, each with its strengths and weaknesses. There are ongo-
ing misconceptions and controversies in distinguishing statis-
tical modeling from ML. In statistical modeling, the aim is to 
derive a mathematical model to describe the data. Statistical 
models are interpretable and can be readily used to investigate 
the effect of imaging or clinical variables and their uncertainty 
on outcomes of interest. With statistical modeling, estimat-
ing the effects of predictors on the outcome requires that the 
number of patients or observations be larger than the number 
of predictors. In ML, the machine learns the association from 
the presented data. The goal in ML is to learn the prediction 
by studying the data pattern, not necessarily to learn the ef-
fect of variables on the outcome; ML does not provide in-
formation about causality. An ML model typically results in 
a “black box” system and requires a much larger data set for 
the training process (99), which focuses on optimizing objec-
tive criteria rather than being based on statistical assumptions. 
ML models can handle high-dimensional data, as applies to 
cardiac disease involving multimodality images, clinical risk 
markers, serum biomarkers, genetic data, and omics data. 
However, one should not always assume that ML models 
outperform statistical modeling in cardiac care and should 
consider their strengths and limitations with caution. When 
dealing with numeric data such as cardiac MRI measurements 
or clinical variables, there are many advantages to using con-
ventional statistical modeling, including interpretability and 
generalizability. In recent years, ongoing efforts have focused 
on improving the interpretability of ML models to enhance 
their clinical adoption (97,100). These “explainable” models 
could provide confidence in ML modeling but will not com-
pletely overcome its limitations (100).

Conclusion and Future Perspectives
Advanced artificial intelligence (AI) methods will increasingly 
permeate all aspects of the cardiac MRI workspace, shortening 
scan acquisition, image reconstruction, and data analysis times. 
Unique insights from advanced analysis methods will likely 
lead to paradigm shifts in the diagnosis and management of a 
large spectrum of cardiovascular diseases. Just as in the case of 
adaptive cruise control and self-parking features in cars, which 
take some burdens off drivers, imagers should not fear these ad-
vances. Troubleshooting and analysis oversight will continue to 
be needed, and the knowledge of those trained in the “pre-AI” 
era will be increasingly valuable. Researchers should also rec-
ognize that AI models should learn cause and effect, and that 
learning only association and prediction will not be sufficient in 
cardiovascular care. In cardiovascular disease, clinicians will need 
AI models that enable deep phenotyping and understanding of 
patients such that the models can provide information about 
causation and actionable information for individual patients. 
We are embarking on the era of artificial general intelligence that 
uses and makes sense of the vast information from cardiac imag-
ing, clinical examination, wearable devices, genetic testing, and 
omics studies to improve patient care.
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