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Abstract. We derive asymptotic formulas for the number of integer partitions with given
sums of jth powers of the parts for j belonging to a finite, non-empty set J ⊂ N. The
method we use is based on the ‘principle of maximum entropy’ of Jaynes. This principle
leads to an intuitive variational formula for the asymptotics of the logarithm of the num-
ber of constrained partitions as the solution to a convex optimization problem over real-
valued functions. Finding the polynomial corrections and leading constant involves two
steps: quantifying the error in approximating a discrete optimization problem by a continu-
ous one and proving a multivariate local central limit theorem.
Keywords. Integer partitions, maximum entropy, asymptotic enumeration, local central
limit theorem, limit shape
Mathematics Subject Classifications. 05A17, 05A16, 60F05

1. Introduction

An integer partition is a finite multiset λ of positive integers. It is a partition of n if
∑

x∈λ x = n.
The partition number p(n) counts the number of different partitions of n. A classical result
of Hardy and Ramanujan [HR18], obtained using Euler’s generating function and the Hardy–
Littlewood circle method, gives the asymptotics of p(n):

p(n) =
1 + o(1)

4
√
3n

eπ
√

2
3

√
n (1.1)
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as n → ∞. Since then, partitions and partition numbers have been extensively studied, and
analytic, probabilistic, and combinatorial methods for analyzing partition numbers have been
developed and refined.

In this paper we prove asymptotic formulas for the number of partitions of a very general
type: those that prescribe the sums of the jth powers of the parts of the partition for j belonging
to some finite set of non-negative integers J . In doing so we also provide an intuitive explanation
for three factors that lead to (1.1) and other asymptotic formulas.

In particular, given such a set J , and a vector α ∈ RJ
+, and n ∈ N, let p̃n(α) denote the

number of integer partitions λ so that∑
x∈λ

xj = ⌊αjn
(j+1)/2⌋ for all j ∈ J . (1.2)

The scaling by n(j+1)/2 is chosen to allow the existence of non-trivial limit shapes, as we will
see below in Section 1.4.

A special case of this problem is the classical Hardy–Ramanujan case of J = {1} (prescrib-
ing the sum of the parts). In the same paper they stated asymptotics for partitions of n into kth
powers for each fixed k; this is the case J = {k} in the general formulation. These asymp-
totic formulas were proven rigorously by Wright in 1934 [Wri34]. The general problem also
includes that of partitioning n into a given number of parts [Sze53, Can97, Rom05] (obtained
by taking J = {0, 1}).

While including these long studied problems as special cases, the generalization we consider
here can also exhibit dramatically different behavior. When multiple sums of positive powers
are constrained several new wrinkles to the problem arise, and to the best of our knowledge
such cases have not been considered before. For one, a wide variety of exotic limit shapes can
be obtained, including those with multiple inflection points (Section 1.4). More broadly, the
generalization emphasizes and reveals connections with convex optimization and information
theory, in both the asymptotic formulas obtained and in the methods applied. In the next section
we outline the method we apply here, based on Jaynes’ ‘principle of maximum entropy’, and
discuss these connections.

1.1. Maximum entropy approach

Several different (and more elementary) proofs of the Hardy–Ramanujan formula have been
given since the original paper [Erd42, New62], but one can ask for an intuitive explanation of
the formula: why is the exponent π

√
2
3

√
n and why is the polynomial correction n−1? We give

an explanation here by following Jaynes’ principle of maximum entropy [Jay57]. Following this
approach cleanly separates partition numbers into three factors, each of which has an intuitive
explanation and whose asymptotics can be computed.

Jaynes’ principle of maximum entropy is a kind of axiom about probabilistic inference: given
some measurements of observed data, the best estimate for the generating distribution, in the
sense of making the fewest additional assumptions, is the distribution of maximum entropy con-
sistent with these measurements. More concretely, given the values of one or more statistics,
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the best estimate for the unknown distribution generating the data is the distribution of max-
imum entropy whose expectations match the observed statistics. Beyond statistical inference,
maximum entropy can be used to derive many important probability distributions (Gaussian,
geometric, exponential, etc.) as well as the probabilistic models that arise in statistical mechan-
ics. Due to its connection to convex optimization, maximum entropy has also proved very useful
in algorithmic settings.

Applied to our main topic, moment constrained integer partitions, the principle suggests one
should consider probability distributions on the countably infinite set of all integer partitions,
and in particular, one should consider the unique probability distribution on all partitions that
satisfies (1.2) in expectation and maximizes entropy over all such distributions. This maximum
entropy distribution µ will turn out to have some remarkable properties that will help us approx-
imate p̃n(α).

The first useful property of maximum entropy distributions is that there is an exact formula
for p̃n(α) in terms of µ. Let P denote the set of partitions that satisfy the constraints (1.2)
exactly. Then, as we prove below in Section 3,

p̃n(α) = eH(µ)µ(P), (1.3)

where H(µ) = −
∑

x µ(x) log µ(x) is the Shannon entropy of µ and µ(P) is the probability that
a partition drawn according to µ is a partition of n. This formula is a consequence of a much
more general fact about maximum entropy distributions (given in Lemmas 3.1 and 3.2 below)
and is inspired by the work of Barvinok and Hartigan [BH10, BH12, Bar17] on counting integer
points in polytopes.

The second useful property of constrained maximum entropy distributions is that they can
be determined via convex programming. This property has been used to great effect in sev-
eral recent results in theoretical computer science [SV14, AGM+17, AGV18] and is also used
in [BH10]. In the case of integer partitions, the description of µ is relatively explicit.

We now sketch a derivation of this distribution. A probability distribution on partitions is a
joint distribution of non-negative integer-valued random variables (Yk)k⩾1 indexed by the natural
numbers. The expectation constraints are that for each j ∈ J , the sum of the means of these
distributions times their indices to the jth power equals ⌊αjn

(j+1)/2⌋; that is,∑
k⩾1

kjηk = ⌊αjn
(j+1)/2⌋ for all j ∈ J (1.4)

where ηk = EYk is the expected number of parts of size k. The constraints are given entirely
in terms of the means ηk; nothing else about the joint distribution of the Yk’s enter in. Since
entropy is maximized by a product measure, and a geometric random variable has the greatest
entropy of any non-negative integer-valued random variable with a given mean, the maximizing
distribution must be a collection of independent geometric random variables. Their means can
be determined by solving a discrete convex program. To compute the asymptotics of H(µ), we
scale this discrete optimization problem and take a limit, obtaining a continuous convex program
((1.7) below) on real valued functions whose optimum determines the exponential growth rate
of p̃n(α). We then use Euler–Maclaurin summation to measure the approximation error.
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The final step is approximating the probability that µ yields a partition satisfying all con-
straints by proving a multivariate local central limit theorem. The generality of the types of
partitions we enumerate necessitates some new technical ideas here. As with many local cen-
tral limit theorems, we write a probability as an integral. The elimination of so-called minor
arcs—i.e. the portion of the integral that contributes an essentially negligible amount—requires
a quantitative equidistribution result of Green and Tao [GT12]. Establishing this multivariate
local central limit is perhaps the most technically challenging part of the proof; it appears in
Section 6.

1.2. Main results

We now define precisely the class of partitions we enumerate. Let J be a finite set of non-
negative integers containing at least one positive integer, and let N = (Nj)j∈J be a vector of
positive integers indexed by J . A partition λ has profile N if∑

x∈λ

xj = Nj for all j ∈ J.

We call J the profile set.
Let P(N) denote the set of partitions with profile N and let p(N) = |P(N)|. For instance,

with J = {1} and N1 = n, we have p(N) = p(n), the usual partition number. To study the
asymptotics of p(N) we normalize the profile. For α ∈ RJ

+ and n ∈ N, let

N(α, n) = (⌊αjn
(j+1)/2⌋)j∈J .

Then let p̃n(α) = p(N(α, n)). We will study the asymptotics of p̃n(α) as n → ∞. As men-
tioned above, this class of partition problems includes the classic case of partitions of n; parti-
tions of n into sums of kth powers; and partitions of n with a given number of parts. While these
cases are all covered by our main result, the cases in which J includes more than one positive
integer have not been considered before, and it is here that many of the interesting features in
the problem and our approach emerge.

One new feature is that certain profiles are impossible, either for number-theoretic reasons or
because the values in α are incompatible. For example, the constraints may violate the Cauchy–
Schwartz inequality. The compatibility of constraints depends on the vector α and can be ex-
pressed in terms of the Stieltjes moment problem [Sti94]; this is discussed further in Section 1.5.

Other profiles are impossible for number-theoretic reasons that depend on n. For instance,
since k2 ≡ k mod 2 for all integers k, we have that p(N) = 0 if N1 ̸≡ N2 mod 2. A concise
way of describing this particular constraint is that the polynomial 1

2
x2 + 1

2
x is integer-valued

meaning that 1
2
m2 + 1

2
m ∈ Z for all m ∈ Z. Thus a necessary condition for P(N) ̸= ∅ is

that 1
2
N2 +

1
2
N1 ∈ Z. It will turn out that all number-theoretic obstructions can be defined in

this way. Let

QJ =

{∑
j∈J

tjx
j : tj ∈ (−1/2, 1/2] and

∑
j∈J

tjm
j ∈ Z for all m ∈ Z

}
(1.5)
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be the set of integer-valued polynomials using only powers in J and having coefficients
in (−1/2, 1/2]. We subsequently define the set

NT := NT(J) =

{
(mj)j∈J ∈ ZJ : ajmj ∈ Z for all

∑
j∈J

ajx
j ∈ QJ

}
.

It follows from the definition that if N /∈ NT then p(N) = 0. We say α is n-feasible if
N(α, n) ∈ NT.

To connect p(N) to the principle of maximum entropy, we define µ to be the maximum
entropy distribution on the set of all partitions so that

Eλ∼µ

∑
x∈λ

xj = Nj

for all j ∈ J . We will see below that under one assumption, the maximum entropy distribu-
tion exists, is unique, and can be represented as a collection of independent geometric random
variables. We then prove the identity (1.3) relating p(N) to µ.

Equipped with (1.3), we pose a continuous convex program that determines the exponential
growth rate of p̃n(α) (in

√
n). Recall from above that the maximum entropy distribution will

consist of independent geometric random variables. The Shannon entropy of a geometric random
variable with mean η is

G(η) := (η + 1) log(η + 1)− η log η . (1.6)

We now define

M(α) = max
f∈F

∫ ∞

0

G(f(x)) dx (1.7)

subject to
∫ ∞

0

xjf(x) dx = αj for j ∈ J ,

where F is the set of all integrable functions f : [0,∞) → [0,∞). Note that the objective
function to be maximized is strictly concave, and the constraints linear, so we have a convex
program.

The assumption we make on α ensures feasibility of this continuous convex program and
the existence of an optimal solution.

Assumption 1. There exists β ∈ {R \ 0}J so that∫ ∞

0

xj

exp
(∑

ℓ∈J βℓxℓ
)
− 1

dx = αj for j ∈ J . (1.8)

In fact, for these integrals to converge, β must belong to a certain convex subset of RJ : those
vectors for which the polynomial

∑
j∈J βjx

j is positive on (0,∞). We discuss Assumption 1
and its connections to other problems in optimization and information theory in Section 1.5.
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Assumption 1 implies the optimization problem (1.7) is feasible; in fact via convex duality
the vector β is a certificate that the optimizer is

f ∗(x) :=
1

exp
(∑

j∈J βjxj
)
− 1

. (1.9)

The optimum M(α) determines the growth rate of the entropy of the maximum entropy distri-
bution µ from (1.3), and thus the growth rate of p̃n(α). We can now state our main result.

Theorem 1.1. For all profile sets J and all α ∈ RJ
+ satisfying Assumption 1,

p̃n(α) = (c(α) + o(1)) · e
√
nM(α)

nb(J)

when α is n-feasible (and 0 otherwise).

The constant b(J) is given by

b(J) =
j∗ + |J |

4
+

1

2

∑
j∈J

j ,

where j∗ := min J . The constant c(α) depends on α implicitly through the vector β guaranteed
by Assumption 1 and is given by

c(α) =
|QJ |

(2π)
j∗+|J|

2 (detΣ)1/2
· β

1j∗⩾1
2

j∗ · exp
(
1j∗=0

2

(
β0

eβ0 − 1
−G

(
1

eβ0 − 1

)))
where

Σ =

(∫ ∞

0

xi+j exp
(∑

ℓ∈J βℓx
ℓ
)(

exp
(∑

ℓ∈J βℓxℓ
)
− 1
)2 dx

)
i,j∈J

(1.10)

and QJ is defined in (1.5).
In Section 2 we make things more concrete by sketching the maximum-entropy-based proof

of Theorem 1.1 in the special case of J = {1} before proving the general result in the remaining
sections.

1.3. Related work

While maximizing entropy is implicit in other methods of enumerating partitions (including sad-
dlepoint and large deviations methods), our proof method is a direct application of maximum
entropy to counting (inspired by Barvinok and Hartigan [BH10] and presented in Section 3).
The maximum entropy method works by analyzing the maximum entropy distribution µ. Distri-
butions on partitions with independent coordinates have often arisen in the study of the structure
of typical integer partitions. Indeed Fristedt identified the distribution µ above from the form
of the generating function of p(n) [Fri93], though he did not connect it with maximum entropy.
Vershik [Ver96, Ver97] and Vershik and Yakubovich [VY01], in the context of finding limiting
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shapes of partitions, considered related distributions and noted that they can be interpreted as
grand canonical distributions from statistical physics. See also [DVZ00] in which large devia-
tions for limit shapes are approached via the same type of distribution.

Melczer, Panova, and Pemantle [MPP20] noted that while such distributions have been com-
monly used to determine limit shapes, they have only rarely been used to prove asymptotic
enumeration results (their results and Takács [Tak86] being the exceptions). The approach
of [MPP20] shares some important steps in common with our approach here: both are prob-
abilistic approaches to enumeration, and both solve a limiting variational problem. Melczer,
Panova, and Pemantle enumerate partitions by proving a local large deviation principle, which,
when solved, produces a probability distribution on partitions given by independent geomet-
ric random variables with specified means. In fact computing a large deviation rate function
in this setting is equivalent to minimizing the Kullback–Leibler divergence between probabil-
ity measures (as in Sanov’s Theorem [San58]), which is essentially an entropy maximization
problem (see the discussion in, e.g. [Csi75]). Where the maximum entropy and large deviation
approaches differ is that a large deviation approach requires a prior distribution on partitions
and thus is restricted to settings such as that of bounded Young diagrams, while the principle of
maximum entropy works in general, without a prior (and in fact this is an important motivation
for the principle itself: to be able to generate a prior when one does not exist). The identity (1.3)
provides a direct and very general link between enumeration and probability distributions on
partitions.

Finally, the last step of our approach is to prove a multivariate local central limit theorem;
the use of a local central limit theorems is a common step in many approaches to asymptotic
enumeration of partition numbers [Tak86, Fri93, Pit97, CCH01, Rom05, MPP20].

1.4. Limit Shapes

The scaling N(α, n) = (⌊αjn
(j+1)/2⌋)j∈J is chosen so that a typical partition λ in P(N) has

a limit shape. In particular, if we rescale the Young diagram of λ ∈ P(N) by
√
n in each

direction, then the area of the rescaled diagram will be of roughly constant order; indeed, in the
case that 1 ∈ J , the rescaled area will be exactly α1. Informally, we say that there is a limit
shape if the rescaled Young diagram of a uniformly random λ ∈ P(N) converges in distribution
(in an appropriate sense) to a constant shape. In the classical case of J = {1}, a limit shape
was shown to exist by Szalay and Turán [ST77a, ST77b] (see also [Ver96]). This shape is shown
in Figure 1.2. Similarly, a limit shape for partitions whose Young diagram fit in a rectangle of
constant aspect ratio was found by Petrov [Pet10].

We will show that there is a limit shape for all the cases covered by Theorem 1.1. In order
to state precisely what is meant by “limit shape” some preliminaries are required. Following
Vershik [Ver96], define the space D = {ϕ(t))} where ϕ : R+ → [0,∞) with

∫
ϕ(t) dt < ∞

and ϕ non-increasing. Endow D with the topology of uniform convergence on compact sets.
We will think of D as the space of scaled Young diagrams and their limits, where we consider
Young diagrams in French notation. For a partition λ and n ∈ N, define the function

ϕλ,n(t) = n−1/2
∣∣{a ∈ λ : a ⩾ t

√
n}
∣∣ .
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Figure 1.1: figure
The optimizer f ∗ = (e

π√
6
x − 1)−1 for partitions

of n.
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Figure 1.2: figure
The limit shape for partitions of n.

The function ϕλ,n(t) is simply the boundary of the Young diagram of λ in French notation,
rescaled by

√
n in each direction. Our goal is to identify the limit shape when λ is chosen

from P(N) uniformly at randomly; intuitively, the law of large numbers states that if λ is chosen
from the maximum entropy measure µn instead, then we have

n−1/2
∣∣{a ∈ λ : a ⩾ x

√
n}
∣∣ ≈ ∫ ∞

x

1

exp(
∑

j∈J βjsj)− 1
ds . (1.11)

With this in mind, the function ϕ∞(t) defined via

ϕ∞(t) =

∫ ∞

t

1

exp(
∑

j∈J βjsj)− 1
ds =

∫ ∞

t

f ∗(s) ds,

where f ∗ is as in (1.9), is a strong candidate for the limit shape. This will turn out to be the case.

Theorem 1.2. In the context of Theorem 1.1, let λ be an element of P(N(α, n)) chosen uni-
formly at random. Then ϕλ,n converges in distribution to ϕ∞ as n → ∞.

Note that the valueM(α)may be viewed as a functional of the limit shape ϕ∞ itself, since f ∗

can be obtained by differentiation. The relationship between the growth rate of exp(M(α)
√
n)

and the limit shape ϕ∞ is not new and has a long history in statistical mechanics and its ad-
jacent fields. For instance, in a survey on the limit shapes, Shlosman shows that the asymp-
totic log p(n) ∼ π

√
2/3

√
n follows from the shape theorem for partitions [Shl01]. The sur-

vey [Oko16] by Okounkov discusses many other examples of relationships—both heuristic and
rigorous—between limit shapes, asymptotic enumeration and large deviation principles (see
also, e.g., [CKP01]).

We now give two examples of limit shapes obtainable in Theorem 1.2. These examples were
obtained by choosing β first then calculating the corresponding α.

Example 1.3. Let J = {0, 1, 2, 3, 4} and let α = {12.8748, 6.698, 4.66192, 3.72617, 3.15877}.
Then β ≈ {.95,−10.1, 36.5,−49.5, 22.4}. The limit shape is given in Figure 1.4.
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Figure 1.3: The optimizer f ∗ for Example 1.3.
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Figure 1.4: The limit shape for Example 1.3.
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Figure 1.5: The optimizer f ∗ for Example 1.4.
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Figure 1.6: The limit shape for Example 1.4.

Example 1.4. Let J = {1, 2, 3} and let α = {4.31168, 3.86652, 3.65774}. Then
β ≈ {4.0,−8.5, 4.6}. The optimizer f ∗ is shown in Figure 1.5 and the limit shape is show
in Figure 1.6. Note that both have a vertical asymptote at 0 indicating that the typical number of
parts of such a partition is ω(

√
n).

These examples indicate some of the rich behavior possible in the setting of moment-cons-
trained integer partitions. By specifying k moments we can obtain a limit shape with up to k−1
inflection points. In fact, it is not hard to show that the set of limit shapes obtainable in the
framework of Theorem 1.1 is dense in the set of all integrable, non-negative and non-increasing
functions on [0,∞).

1.5. Remarks on Assumption 1

The Stieltjes moment problem [Sti94] is the problem of finding a density function of a continu-
ous random variable supported on [0,∞) given its moments. In other words, given a sequence of
positive numbersα1,α2, . . . , determine if there is a density f on [0,∞)with

∫
xkf(x) dx = αk,

k ⩾ 1, and if so, whether it is uniquely determined. The truncated or reduced Stieltjes mo-
ment problem is the same but with only the first d moments specified. The closely related
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Hausdorff and Hamburger moment problems are the analogous problems with support [0, 1]
and (−∞,∞) respectively. Stieltjes determined necessary and sufficient conditions on the se-
quence α1,α2, . . . for the existence of a solution to the moment problem. Let An and An be the
Hankel matrices generated from 1 = α0,α1, . . . ,αn andα1,α2, . . . ,αn respectively, where we
recall that the Hankel matrix generated by a sequence a1, a2, . . . , a2n−1 is (ai+j−1)

n
i,j=1. Then

the Stieltjes moment problem has a solution if and only if detAn > 0 and detAn > 0 for all n.
Note that by interlacing, this is equivalent to the matrices An and An being positive definite for
all n. The conditions for the truncated Stieltjes problem are the same but only constraining the
Hankel matrices formed using the specified moments. These conditions are equivalent to certain
matrices being positive semidefinite [Cur91] and thus the problem of determining feasibility can
be posed as a semidefinite program.

When the (truncated) moment problem is feasible there may be infinitely many solutions, and
so one can ask for a principled approach to select one distribution satisfying the given constraints.
Jaynes’ principle of maximum entropy suggests choosing the distribution with maximum entropy
subject to the constraints. Such a choice is very natural: many widely used distributions, both
discrete and continuous, are maximum entropy distributions subject to constraints on the sup-
port and a small number of moments, e.g. Gaussian, exponential, geometric, and uniform (see
e.g. [Cov99, Chapter 12]).

One can pose the maximum entropy Stieltjes moment problem as a continuous convex pro-
gram.

max
f∈F

−
∫ ∞

0

f(x) log f(x) dx (1.12)

subject to
∫ ∞

0

xjf(x) dx = αj for j = 0, . . . d ,

where we set α0 = 1 to ensure that f is a probability density function. The objective function
is the entropy of the distribution with density f . Note the similarity of the maximum entropy
moment program (1.12) to the program (1.7), which we will call the maximum geometric entropy
moment problem. The only difference is in the objective functions which are different strictly
concave functions (also in (1.7) we may only specify a subset of the first m moments, but we
could do the same in (1.12)). The two problems share essentially all of their qualitative features.
To describe these features, let us assume for now that J = {0, . . . , d} and that α0 = 1 (the
latter is simply a normalization). Then the feasible sets of (1.7) and (1.12) are identical and
non-empty if and only if the Stieltjes condition holds. Csiszár [Csi75] shows that if a maximum
entropy solution to (1.12) exists then it must be of the form f(x) = exp(−

∑d
j=0 βjx

j) for
some β ∈ Rd+1. Moreover, from any solution β to the system of equations∫ ∞

0

xj exp

(
−

d∑
ℓ=0

βℓx
ℓ

)
dx = αj for j = 0, . . . d (1.13)

we can generate an optimal solution to (1.12) via f(x) = exp
(
−
∑d

j=0 βjx
j
)

. We will show
below in Lemma 3.6 that from any solutionβ to the system (1.8) we can also generate an optimal
solution to (1.7).
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On the other hand, it can happen that α satisfies the Stieltjes condition for feasibility but no
solution to (1.13) exists [Jun00, Tag03]. A simple example isα = (α0,α1,α2) = (1, 1, 3). This
set of moments is feasible for the truncated Stieltjes problem since the matrices {{1, 1}, {1, 3}}
and {{1}} have positive determinants. In this case there is a least upper bound to the maximiza-
tion problem but it is not achieved by any density function.

Similarly, in the case of the maximum geometric entropy moment problem there are vec-
tors α feasible for the Stieltjes moment problem that nevertheless do not satisfy Assumption 1
and thus do not have an optimal solution to (1.7). It is straightforward to generate such an α.
First pick β = (β0,β1, . . .βd) so that

∑d
j=0 x

jβj is positive on (0,∞). Let α′
j , j = 0, . . . , d+1

be given by

α′
j =

∫ ∞

0

xj

exp
(∑d

ℓ=0 x
ℓβℓ

)
− 1

.

Then let αj = α′
j for j = 1, . . . , d and αd+1 = α′

d+1 + ε where ε > 0 is chosen small
enough so that the corresponding Hankel matrices have positive determinant (this mirrors the
construction in [Jun00]). This results in a feasible optimization problem without an optimal
solution. Such vectors α are not covered by our results and we ask if it is still possible to
determine the asymptotics of p̃n(α).
Question 1.5. Fix J and suppose α is feasible for the Stieltjes moment problem but no optimal
solution to (1.7) exists. What are the asymptotics of p̃n(α) as n → ∞?

One can also ask a computational question: given α satisfying Assumption 1, can we ef-
ficiently compute the corresponding β and thus the growth constant M(α)? Again essentially
all of the work devoted to solving the analogous maximum entropy moment problem can be
applied here, since both objective functions are strictly concave. We refer the reader to [Las10,
Chapter 12].

1.6. Organization and notation

In Section 3 we discuss the connection between maximum entropy distributions and counting and
prove a version of the exact formula (1.3). In Section 4 we compute the asymptotics of eH(µ)

by comparing a discrete optimization problem to the continuous optimization problem (1.7).
In Section 5 we prove Theorem 1.2 which shows the existence of a limit shape. In Section 6
we prove a multivariate local central limit theorem to estimate the factor µ(P(N)). Finally in
Section 7 we indicate some possible extensions and future directions related to the results and
methods of this paper.

All logarithms in this paper are base e. The Shannon entropy of a discrete random variableX
with probability mass function fX is H(X) = −

∑
x fX(x) log fX(x). A geometric random

variableX with parameter p ∈ (0, 1) has probability mass function fX(k) = p(1−p)k for k ⩾ 0.
Its mean is η = 1−p

p
and its entropy is (η + 1) log(η + 1) − η log η. We let P denote the set

of all partitions, which we identify with the set L0(N) :=
⊕∞

j=1 N0, i.e. the set of sequences
in N0 := N ∪ {0} that converge to 0 (in particular, P is a countable set). We let R+ = (0,∞).
We will use the convention that bold symbols (N,α,β, . . . ) denote vectors indexed by a profile
set J or by the integers {1, . . . , d}.
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2. An extended example: the Hardy–Ramanujan formula

To give a feel for the overall approach, we show how to derive (1.1) using the method outlined
in Section 1.1. Let Ω denote the set of all integer partitions λ, i.e. all finite multisets of natural
numbers; and for each n, let Pn = {λ ∈ Ω :

∑
x∈λ x = n} denote the set of partitions of n.

Now consider all probability measures µ on Ω that satisfy

Eλ∼µ

∑
x∈λ

x = n , (2.1)

i.e. distributions on partitions with expected size n. Define µn to be the probability measure
on Ω satisfying (2.1) that maximizes entropy among all such measures. We will establish in
Section 3 (Lemma 3.2) an exact identity relating µn to the size of Pn:

p(n) = |Pn| = eH(µn)µn(Pn) . (2.2)

Thus to deduce the asymptotics of p(n), it will be sufficient to analyze the entropy H(µn) as
well as the probability µn(Pn). To do this we need to understand the maximum entropy mea-
sure. In fact, we can describe µn explicitly following the two observations made above. Let λ
be a random partition chosen according to µn and let Yk denote the number of parts of λ of
size k. Then the constraint (2.1) is a linear constraint on the means (ηk)k⩾1 of the random
variables (Yk)k⩾1:

∑
k kηk = n. To maximize entropy, the Yk’s must be independent geometric

random variables. Then to compute H(µn) we solve the following convex optimization problem
with variables (ηk)k⩾1.

H(µn) = max
∑
k⩾1

G(ηk) dx (2.3)

subject to
∑
k⩾1

kηk = n .

To understand the asymptotics of H(µn), we scale by
√
n and approximate a Riemann sum

by an integral to obtain the following continuous convex optimization problem over real-valued
functions:

M = max
f

∫ ∞

0

G(f(x)) dx (2.4)

subject to
∫ ∞

0

xf(x) dx = 1 ,

over all integrable functions f : [0,∞) → [0,∞). The optimizer f ∗(x) = 1
eβx−1

with β = π√
6

can be found using Lagrange multipliers. This yields M = π
√

2
3
, the constant in the exponent of

the Hardy–Ramanujan formula. The solution to the discrete problem is also given by Lagrange
multipliers: for k ⩾ 1, ηk = 1

eβ̂k−1
, where the Lagrange multiplier β̂ satisfies

β̂ =
β√
n
− 1

4n
+O(n−3/2) . (2.5)
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We now can approximateµn(Pn). With the above description ofµn in place, this is a question
about the probability that a linear combination of independent (but not identically distributed)
geometric random variables equals its mean. Using the above expression for ηk and (2.5) we see
that

Var

(∑
k

kYk

)
∼ n3

∫ 1

0

x2eβx

(eβx − 1)2
dx = n3 · 2

√
6

π
. (2.6)

After proving a sufficiently strong local central limit theorem (Theorem 6.2), this implies

µn(Pn) ∼

(
2π · Var

(∑
k

kYk

))−1/2

∼ (96n3)−1/4 . (2.7)

This provides asymptotics for one of the two quantities in (2.2). We now need to estimate
the entropy H(µn) of the measure µn. By independence, we have H(µn) =

∑
H(Yk); using

the expression for G(·) in (1.6) we see that

H(µn) =
∑
k⩾1

G
(
(eβ̂k − 1)−1

)
. (2.8)

This is a Riemann sum, and since β̂ ∼ β/
√
n, the leading order of this sum is a corresponding

integral: ∑
k⩾1

G

(
1

eβ̂k − 1

)
∼

√
n

∫ ∞

0

G

(
1

eβx − 1

)
dx ∼ π

√
2

3

√
n . (2.9)

Already, this shows a weaker version of (1.1), namely

log p(n) = π

√
2

3

√
n(1 + o(1)) . (2.10)

Note that in order to prove (2.10) from (2.2) it was necessary to prove that µ(Pn) does not
decrease too quickly, as in (2.7).

To upgrade (2.10) up to the asymptotic formula (1.1), we need to upgrade our asymptotic
expression (2.9) beyond just the leading term; in particular, we will need asymptotics for H(µn)
up to an additive error of o(1). Using more careful Euler–Maclaurin summation (Lemma 4.1)
one can show

H(µn) = π

√
2

3

√
n− 1

4
log n− 1

2
log(2

√
6) + o(1) . (2.11)

Plugging in the asymptotic expressions (2.7) and (2.11) into (2.2) proves (1.1). Or in other
words, the formula (1.1) arises from three factors: a factor exponential in

√
n with constant M

in the exponent given by a continuous optimization problem; a polynomial factor (with specified
constant) arising from a local central limit theorem; and a factor arising from the approximation
of a Riemann sum by an integral.
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3. Maximum entropy distributions

In this section we derive the maximum entropy distribution on partitions given moment con-
straints and give an exact formula for p(N) in terms of this distribution.

We first give an elementary and completely general statement connecting counting to maxi-
mum entropy.

Lemma 3.1. Let Ω be a finite set and let f : Ω → Rd. For B ∈ Rd define
ΛB = {ω ∈ Ω : f(ω) = B} and suppose ΛB is finite and non-empty. Let µ be the maxi-
mum entropy distribution on Ω so that Eµf = B. Then

|ΛB| = eH(µ) · µ(ΛB) . (3.1)

This is inspired by, e.g. [BH10, Theorem 3.1], and is a simple consequence of the form of
maximum entropy distributions subject to mean constraints. The usefulness of convex duality
in constrained entropy maximization has appeared in several previous works, inclduing [CC75,
BTC77, BTTC88, BV04, SV14].

Proof. Let K ⊆ Rd be the convex hull of the set {f(ω) : ω ∈ Ω}. We have B ∈ K
since ΛB is non-empty. We may assume that B lies in the relative interior of K; otherwise
we can restrict ourselves to the proper face F of K in which B lies and consider distributions
onΩ′ = {ω ∈ Ω : f(ω) ∈ F}, since any distribution onΩ satisfyingEf = Bmust be supported
on Ω′. If F = {B} then the lemma follows from the fact that the maximum entropy distribution
on a finite set is the uniform distribution.

We can determine the maximum entropy distribution by solving the convex optimization
problem

max−
∑
ω∈Ω

µ(ω) log µ(ω)

subject to
∑
ω∈Ω

µ(ω)f(ω) = B∑
ω∈Ω

µ(ω) = 1

µ(ω) ⩾ 0 ∀ω ∈ Ω .

The convex dual to this program is

min b ·B+ log
∑
ω∈Ω

e−b·f(ω)

where b ∈ Rd .

Our assumption that B is in the relative interior of K means that the primal problem is strictly
feasible; i.e. there exists a strictly positive feasible solution µ > 0. Slater’s condition (see
e.g. [BV04]) then guarantees strong duality: the optima of the primal and dual are equal. This
gives an optimal primal solution

µ(ω) =
1

Z
e−b·f(ω)
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where b ∈ Rd andZ are chosen such that
∑

ω µ(ω) = 1 and
∑

µ(ω)f(ω) = B. The normalizing
constant Z is called the partition function in statistical mechanics. The existence of such a b
follows from strong duality.

We then compute

H(µ) = −
∑
ω∈Ω

µ(ω) log µ(ω)

=
1

Z

∑
ω∈Ω

e−b·f(ω) (logZ + b · f(ω))

= logZ + b ·B .

On the other hand, µ(ΛB) =
1
Z
|ΛB|e−b·B, and putting these together yields (3.1).

If the set Ω is countably infinite, a maximum entropy distribution subject to a given mean
constraint may not exist. See, e.g. [Csi75, Cen00], for some sufficient conditions. The following
lemma will suffice for our application.

Lemma 3.2. Let Ω be a countably infinite set and let f : Ω → Rd. For B ∈ Rd define
ΛB = {ω ∈ Ω : f(ω) = B} and suppose ΛB is finite and non-empty. Suppose further that
there exists some b ∈ Rd so that Z =

∑
ω∈Ω e−b·f(ω) < ∞, and with µ(ω) = 1

Z
e−b·f(ω), we

have Eµf = B. Then µ is the maximum entropy distribution on Ω so that Eµf = B, and

|ΛB| = eH(µ) · µ(ΛB) . (3.2)

Proof. The fact that µ is the maximum entropy distribution follows from the strict convexity of
the entropy function. The calculation of H(µ) and the verification of (3.2) then follow exactly
as in the proof of Lemma 3.1.

Before applying Lemma 3.2 to our setting, we need a lemma relating Assumption 1 to the
existence of a solution to a system of equations.

Lemma 3.3. Suppose there exists β = (βj)j∈J ∈ RJ so that∫ ∞

0

xj

exp
(∑

i∈J βixi
)
− 1

dx = αj

for all j ∈ J . Then for n sufficiently large, there exists β̂ = (β̂j)j∈J so that

∑
k⩾1

kj

exp
(∑

i∈J β̂iki
)
− 1

= ⌊αjn
(j+1)/2⌋ . (3.3)

Further, as n tends to infinity β̂jn
j/2 → βj for each j ∈ J .

To prove Lemma 3.3 we need the following basic calculus fact.
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Lemma 3.4. Let g :Rd → Rd be continuously differentiable with g(0)=0 and assume g′(0)=M
is invertible. Suppose there is a δ > 0 so that for ∥x∥ ⩽ δ we have ∥M−1∥ ·∥g′(x)−M∥ ⩽ 1/2.
Then for all y with ∥M−1∥ · ∥y∥ ⩽ δ/2 there is some ∥x∥ ⩽ δ so that g(x) = y.

Proof. Set x0 = 0 and xk = M−1 (Mxk−1 + y − g(xk−1)) for k ⩾ 1. Then we first note that
for any x with ∥x∥ ⩽ δ we have

∥M−1(Mx− g(x))∥ ⩽ ∥M−1∥ · ∥Mx−
∫ 1

0

g′(tx) · x dt∥

⩽ ∥M−1∥∥x∥ · max
t∈[0,1]

∥g′(tx)∥

⩽ δ/2 .

By induction, we claim that ∥xk∥ ⩽ δ. Indeed

∥xk∥ ⩽ ∥M−1(Mxk−1 − g(xk−1))∥+ ∥M−1∥∥y∥ ⩽ δ .

We now want to show that the sequence {xk} is Cauchy. By the mean-value theorem, we
have

∥xk − xk−1∥ ⩽ ∥M−1∥∥M(xk−1 − xk−2)− (g(xk−1)− g(xk−2)) ∥

= ∥M−1∥∥M(xk−1 − xk−2)−
∫ 1

0

g′(xk−2 + t(xk−1 − xk−2)) · (xk−1 − xk−2)∥

⩽ ∥M−1∥ max
t∈[0,1]

∥g′(xk−2 + t(xk−1 − xk−2))−M∥ · ∥xk−1 − xk−2∥ .

We claim that ∥xk − xk−1∥ ⩽ δ2−k+1 and prove so by induction. Since ∥xk∥ ⩽ δ and the ball
of radius δ is convex, we have ∥xk−2 + t(xk−1 − xk−2)∥ ⩽ δ and so by the above we may bound

∥xk − xk−1∥ ⩽
1

2
∥xk−1 − xk−2∥

completing the proof that ∥xk − xk−1∥ ⩽ δ2−k+1.
This shows that {xk} is Cauchy and thus converges to some x∞. Taking limits of both sides

of the definition of xk then shows that g(x∞) = y.

Now we prove Lemma 3.3.

Proof of Lemma 3.3. Rewrite our desired equality as

fj(β̂) := n−1/2
∑
k⩾1

(kn−1/2)j

exp
(∑

i∈J(β̂ini/2)(kn−1/2)i
)
− 1

= n−(j+1)/2⌊αjn
(j+1)/2⌋ .

Note that evaluating at β̂0 := (βjn
−j/2)j∈J gives

fj(β̂0) → αj
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as n → ∞. Further, if we define f = (fj)j∈J to be a function from RJ → RJ then observe that
as n → ∞ we have

(f ′(β̂0))i,j → −
∫ ∞

0

xj+i exp
(∑

i∈J βix
i
)(

exp
(∑

i∈J βixi
)
− 1
)2 dx = −Σi,j .

Since Σ is a Gram matrix of linearly independent entries, it is positive definite and thus
invertible. This means that we can find a δ so that for n sufficiently large we have
∥f ′(β̂0)

−1∥ · ∥f ′(β̂)− f ′(β̂0)∥ ⩽ 1/2 for ∥β̂ − β̂0∥ ⩽ δ. For n sufficiently large we have

∥f ′(β̂0)
−1∥ · ∥

(
n−(j+1)/2⌊αjn

(j+1)/2⌋
)
j∈J − (αj)j∈J∥ ⩽ δ/2 ,

and so we may apply Lemma 3.4 to find the desired solution. Noting that we may take δ → 0
slowly shows convergence.

As a corollary of Lemmas 3.2 and 3.3 we derive a formula for p(N).

Corollary 3.5. Let J be a profile set and suppose α ∈ RJ satisfies Assumption 1. Let
N = N(α, n). Then for large enough n,

p(N) = eH(µn)µn(P(N)) , (3.4)

where µn is the maximum entropy distribution on P so that

Eλ∼µn

∑
x∈λ

xj = Nj (3.5)

for all j ∈ J . In particular, µn is the product measure on NN
0 where the projection µk

n to coor-
dinate k is given by a geometric random variable with parameter pk := 1− exp(−

∑
j∈J β̂jk

j)

where β̂ is the solution to (3.3) guaranteed by Lemma 3.3.

Proof. Recall that the set of all integer partitions, P , is a countable set. Let f : P → RJ be
defined by fj(λ) =

∑
x∈λ x

j . Since α satisfies Assumption 1, there exists β solving (1.8), and
so by Lemma 3.3, there exists β̂ solving the system (3.3). Let µn be the distribution on NN

0

described in the last sentence of the statement of the lemma.
For a partition λ, let ak be the multiplicity of k in λ. We write fj(λ) =

∑
k⩾1 akk

j and
compute

log µn(λ) =
∑
k⩾1

log pk + ak log(1− pk)

=
∑
k⩾1

log

(
1− exp(−

∑
j∈J

β̂jk
j)

)
−
∑
k⩾1

ak
∑
j∈J

β̂jk
j

= − logZ −
∑
j∈J

β̂j

∑
k⩾1

akk
j (3.6)
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where we have defined logZ := −
∑

k⩾1 log
(
1− exp(−

∑
j∈J β̂jk

j)
)

. Exponentiating (3.6)
gives

µn(λ) =
1

Z
e−β̂·f(λ) ,

as required for Lemma 3.2. Moreover, since fj is additive over coordinates for each j ∈ J ,

Eλ∼µn [fj(λ)] =
∑
k⩾1

exp(−
∑

ℓ∈J β̂ℓk
ℓ)

1− exp(−
∑

ℓ∈J β̂ℓkℓ)
kj

=
∑
k⩾1

kj

exp(
∑

ℓ∈J β̂ℓkℓ)− 1
= Nj

by our assumption on β̂. Therefore by Lemma 3.2, µn is the maximum entropy distribution on P
such that Eλ∼µn

∑
x∈λ x

j = Nj for j ∈ J and p(N) = eH(µn)µn(P(N)).

Finally we determine the optimum and optimizer of the continuous convex program (1.7).

Lemma 3.6. Suppose α satisfies Assumption 1 and let β be a solution to (1.8). Let

f ∗(x) =
1

exp(
∑

j∈J βjxj)− 1
.

Then f ∗ is an optimal solution to (1.7), and thus

M(α) =

∫ ∞

0

G(f ∗(x)) dx .

Proof. This is a consequence of duality in infinite dimensional convex programming (see
e.g. [Roc74]). The program (1.7) is an infinite-dimensional convex program since the con-
straints are linear in f(x) and the objective function

∫∞
0

G(f(x)) dx is strictly concave (this
follows from the fact that G(η) is a strictly concave function of η). The Lagrangian associated
to this program is

L(f, y,β) =

∫ ∞

0

G(f(x)) dx−
∑
j∈J

βj

(∫
xjf(x) dx−αj

)
.

A sufficient condition for optimality of f ∗ is that f ∗ is feasible and the function derivative
of L(f, y,β) with respect to f vanishes at f ∗. This is the condition

0 = log

(
1 +

1

f(x)

)
−
∑
j∈J

βjx
j

for all x ∈ [0,∞). This is satisfied by f ∗(x) with β as given by Assumption 1 since
log
(
1 + 1

f(x)

)
=
∑

j∈J βjx
j , and so f ∗ is an optimal solution.
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4. Asymptotics of eH(µn)

In this section we compute the asymptotics of the first term in the formula (3.4). In what follows
we fix the profile set J and α ∈ RJ

+ satisfying Assumption 1. We let N = N(α, n) and let β
be the solution to (1.8) guaranteed by Assumption 1.

Lemma 4.1. With µn defined as in Corollary 3.5, we have

H(µn) =
√
nM(α) + b1(J) log n+ c1(α) + o(1) (4.1)

as n → ∞, where b1(J) = − j∗
4

and

c1(α) = −j∗
2
log(2π) +

1j∗=0

2

(
β0

eβ0 − 1
−G

(
1

eβ0 − 1

))
+

1j∗⩾1

2
log(βj∗) .

Let β̂ be as in Lemma 3.3. For x > 0 let f ∗(x) = (exp
(∑

j∈J βjx
j
)
− 1)−1 and for k ⩾ 1

let f̂(k) = (exp
(∑

j∈J β̂jk
j
)
− 1)−1. Then from Lemma 3.6 and Corollary 3.5, we have

M(α) =

∫ ∞

0

G(f ∗(x)) dx ,

H(µn) =
∑
k⩾1

G(f̂(k)) .

We start by relating the parameters β̂j to their analogues βj .

Lemma 4.2. Define ε via β̂jn
j/2 = βj + εj/

√
n. Then

ε = Σ−1

(
−vj=j∗

2

(
1j∗=0

eβ0 − 1
+

1j∗⩾1

βj∗

))T

+O(n−1/2)

where vj=j∗ is the vector with 1 in the j = j∗ coordinate and 0 in all other coordinates.

Proof. First write

αj = n−1/2
∑
k⩾1

(kn−1/2)j

exp
(∑

i∈J(β̂ini/2)(k/
√
n)i
)
− 1

= −1j=j∗

2
√
n

((
1j∗=0

eβ̂0 − 1

)
+

1j∗⩾1

β̂j∗n
j∗/2

)
+

∫ ∞

0

xj

exp
(∑

i∈J(β̂ini/2)xi
)
− 1

dx+O(1/n) .
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Taylor expanding the integrand at βi gives∫ ∞

0

xj

exp
(∑

i∈J(β̂ini/2)xi
)
− 1

dx

= αj −
∑
i∈J

εi√
n

∫ ∞

0

xi+j
exp

(∑
k∈J(β̂kn

k/2)xk
)

(
exp

(∑
k∈J(β̂knk/2)xk

)
− 1
)2 dx+O(1/n)

= αj −
∑
i∈J

(1 + o(1))
εi√
n
Σi,j +O(1/n)

and so

∑
i∈J

(1 + o(1))εiΣi,j = −1j=j∗

2

((
1j∗=0

eβ̂0 − 1

)
+

1j∗⩾1

β̂j∗n
j∗/2

)
+O(n−1/2)

= −1j=j∗

2

((
1j∗=0

eβ0 − 1

)
+

1j∗⩾1

βj∗

)
+O(n−1/2) .

Solving for ε completes the Lemma.

We need an Euler–Maclaurin summation calculation that we postpone to the Appendix A.

Lemma 4.3. For γ ∈ RJ with
∑

j∈J γjt
j ⩾ 0 for all t ⩾ 0 and γj∗ > 0, we have as t → 0+,

∑
k⩾1

G

(
1

exp(
∑

j∈J γj(tk)j)− 1

)
= t−1

∫ ∞

0

G

(
1

exp(
∑

j∈J γjxj)− 1

)
dx− j∗

2
log(2π/t)

− 1j∗=0

2
G

(
1

eγ0 − 1

)
+

1j∗⩾1

2
(log γj∗ − 1) + o(1)

where the error is uniform for γ in a compact set K ⊂ RJ satisfying the hypotheses.

Using this we compute the asymptotics of H(µn).

Proof of Lemma 4.1. Write

H(µn) =
∑
k⩾1

G

 1

exp
(∑

j∈J β̂jkj
)
− 1


=
∑
k⩾1

G

 1

exp
(∑

j∈J(β̂jnj/2)(kn−1/2)j
)
− 1


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and apply Lemma 4.3 to γ = (β̂jn
j/2)j∈J with t = n−1/2 to obtain

H(µn) =
√
n

∫ ∞

0

G

 1

exp
(∑

j∈J(β̂jnj/2)xj
)
− 1

 dx− j∗
2
log(2πn1/2) (4.2)

− 1j∗=0

2
G

(
1

eβ̂0 − 1

)
+

1j∗⩾1

2

(
log(β̂j∗n

j∗/2)− 1
)
+ o(1) .

Now recall β̂jn
j/2 = βj + εjn

−1/2, then Lemma 4.2 states

ε = Σ−1

(
−vj=j∗

2

(
1j∗=0

eβ0 − 1
+

1j∗⩾1

βj∗

))T

+O(n−1/2)

where vj=j∗ ∈ RJ is the vector with a 1 in the j = j∗ coordinate and zeros elsewhere, and Σ
given in (1.10). Then we have∫ ∞

0

G

 1

exp
(∑

j∈J(β̂jnj/2)xj
)
− 1

 dx

=

∫ ∞

0

G

 1

exp
(∑

j∈J(βj + εjn−1/2)xj
)
− 1

 dx (4.3)

= M(α)− n−1/2(εΣβ) + o(n−1/2) (4.4)

= M(α) +
1

2n1/2

(
1j∗=0

(
β0

eβ0 − 1

)
+ 1j∗⩾1

)
+ o(n−1/2) .

Putting (4.2) and (4.3) together gives the lemma.

5. Limit Shapes

In order to show convergence in distribution of {ϕλ,n} to {ϕ∞} we need to show that for each
0 < t1 < t2 < ∞ and ε > 0 we have

lim
n→∞

Pλ∼P(N(α,n))

(
max

t∈[t1,t2]
|ϕλ,n − ϕ∞| ⩾ ε

)
→ 0 (5.1)

where the probability takes λ uniformly from P(N(α, n)).
The main idea is that if we sample λ according to the maximum entropy measure µn and

condition on the profile of λ to be N(α, n), then this is the same as choosing λ uniformly from
P(N(α, n)). Lemma 6.1 will provide a polynomial lower bound for Pλ∼µn(λ ∈ P(N(α, n))).
As such, it is sufficient to show that if λ is chosen according µn, then the convergence in (5.1) is
exponentially small in

√
n.

Adopting the notation of Theorem 6.2, let {Xk}k⩾1 be independent geometric random vari-
ables where Xk has mean (exp(

∑
j∈J β̂k

j)− 1)−1 and recall that this is the number of parts of
size k of a partition λ chosen according to the maximum entropy measure µn.

The core of the proof is to show that the heuristic (1.11) holds on the scale of
√
n holds:
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Lemma 5.1. Let K ⊂ (0,∞) be a compact set. Then for each t ∈ K and ε > 0 there exists a
constant CK,ε so that

P

∣∣∣∣∣∣
∑

k⩾t
√
n

Xk −
∫ ∞

t

1

exp
(∑

j∈J βjxj
)
− 1

dx

∣∣∣∣∣∣ ⩾ ε
√
n

 ⩽ e−CK,ε
√
n .

Proof. Note that for n sufficiently large (uniformly in K) we have∣∣∣∣∣∣
∑

k⩾t
√
n

EXk −
∫ ∞

t

1

exp
(∑

j∈J βjxj
)
− 1

dx

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑

k⩾t
√
n

1

exp
(∑

j∈J β̂jkj
)
− 1

−
∫ ∞

t

1

exp
(∑

j∈J βjxj
)
− 1

dx

∣∣∣∣∣∣
⩽ ε

√
n/2

and so it is sufficient to show

P

∣∣∣∣∣∣
∑

k⩾t
√
n

(Xk − EXk)

∣∣∣∣∣∣ ⩾ ε
√
n/2

 ⩽ exp(−CK,ε

√
n) . (5.2)

This will follow from a standard Chernoff bound argument. By Lemma 6.18, for each k ⩾ t
√
n

there are constants C, c > 0 (depending on K) so that for |θ| ⩽ c we have

E exp(θ(Xk − EXk)) ⩽ exp(Cθ2Var(Xk)) .

This implies for |θ| ⩽ c we have

E exp

θ
∑

k⩾t
√
n

(Xk − EXk)

 ⩽ exp

Cθ2
∑

k⩾t
√
n

Var(Xk)

 ⩽ exp(C ′θ2
√
n) .

Applying this bound along with Markov’s inequality for θ ∈ (0, c] to be chosen small enough
with respect to ε

P

 ∑
k⩾t

√
n

(Xk − EXk) ⩾ ε
√
n/2

 = P

exp

θ
∑

k⩾t
√
n

(Xk − EXk)

 ⩾ exp(εθ
√
n/2)


⩽ exp(C ′θ2

√
n− εθ

√
n/2)

⩽ exp(−Cε

√
n) .

The corresponding lower bound follows by an identical argument.

We now show that (5.1) holds for λ chosen according to µn:
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Corollary 5.2. For 0 < t1 < t2 < ∞ and ε > 0, there is a constant c = c(t1, t2, ε) > 0 so that

Pλ∼µn

(
max

t∈[t1,t2]
|ϕλ,n(t)− ϕ∞(t)| ⩾ ε

)
⩽ e−c

√
n .

Proof. For each t ∈ [t1, t2] so that t
√
n ∈ Z, apply Lemma 5.1 to see

|ϕλ,n(t)− ϕ∞(t)| ⩾ ε ⩽ e−c
√
n .

Since there are O(
√
n) many such t, we may union bound

Pλ∼µn

(
max

t∈[t1,t2]
|ϕλ,n(t)− ϕ∞(t)| ⩾ ε

)
⩽ C

√
ne−c

√
n ⩽ e−c′

√
n .

Proof of Theorem 1.2. Recall that in order to show Theorem 1.2, it is sufficient to show (5.1);
let A denote the event in (5.1) and note

Pλ∼P(N)(A) = Pλ∼µn(A |λ ∈ P(N)) ⩽ µn(P(N))−1Pλ∼µn(A) = O(nCe−c
√
n) = o(1) .

6. The Local CLT

In the previous two sections, we gave an exact formula (3.4) for p(N) and computed the asymp-
totics of its first factor, eH(µn). In this section, we compute the asymptotics of the second fac-
tor, µn(P(N)), the probability a random partition generated by the entropy-maximizing distri-
bution µn has profile N.

Lemma 6.1. For all α satisfying Assumption 1 and n-feasible,

µn(P(N)) = (1 + o(1)) · |QJ |
(2π)|J |/2 det(Σ)1/2

· n−
∑

j∈J (j/2+1/4) (6.1)

as n → ∞, where N = (⌊αjn
(j+1)/2⌋)j∈J . Further, the error is uniform for α varying in a

compact set of RJ satisfying Assumption 1.

To prove Lemma 6.1 we prove a multivariate local central limit theorem. While the proof of
this local central limit theorem can be easily adapted to a broader setting—such as for random
variables other than geometrics—we state it for the random variables of interest.

Theorem 6.2. Fix a compact set K ⊂ RJ . Suppose {Yk}k⩾1 are independent geometric ran-
dom variables with parameters pk where pk = 1 − exp

(
−
∑

j∈J β̂jk
j
)

and β̂ = (β̂j)j∈J

with (β̂jn
j/2)j∈J ∈ K for all n. Define

X =

(∑
k⩾1

Ykk
j

)
j∈J
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and set S = Cov(X). Then

sup
a

∣∣∣∣∣P(X = a)− 1a∈NT|QJ |√
(2π)|J | det(S)

exp

(
−1

2
(a− EX)T (S)−1(a− EX)

)∣∣∣∣∣
= o(det(S)−1/2) = o(n−

∑
j∈J (j/2+1/4))

where the error term depends only on K and J .

Before discussing the proof of this theorem, we will attempt to give some intuition about
the statement itself. First, we may think of X as the profile of a random partition sampled
from the maximum entropy distribution µn (where Yk is the number of times k appears as a
part in the random partition). Our goal in this section is to estimate the probability that X is
equal to its mean, EX = N (Lemma 6.1). In fact, the theorem above estimates the probability
mass function P(X = a) for each possible profile a, and not only for a = N (although the
multiplicative error given by this estimate is large when a is far from N). We recover Lemma 6.1
by taking a = N and noting det(S) ∼ n

∑
j∈J (j/2+1/4) det(Σ) as n → ∞, as detailed below.

The conclusion of the theorem approximates the probability mass function P(X = a) in
terms of the density of a multivariate Gaussian. Indeed, the expression above is very nearly
the density of a |J |-dimensional Gaussian with mean EX and covariance matrix S; the only
difference is the factor 1a∈NT|QJ |.

We now explain the factor 1a∈NT|QJ |. The random variable X is constrained by number-
theoretic identities. For instance, for any integer k we have k2 ≡ k mod 2 and so if 1, 2 ∈ J
then we must have that X1 ≡ X2 mod 2. The set NT describes these constraints. While the
vector X is close to a Gaussian when centered and scaled, its support is a subset of this smaller
set NT; this means that the atoms of X must be assigned larger probability by some quantity
roughly reflecting the density of the set NT in ZJ . This density is precisely 1/|QJ |, thus giving
the factor |QJ |.

We will show that the rescaled random variable defined via

X̂ =

(
n−j/2−1/4

∑
k⩾1

(Yk − EYk)k
j

)
j∈J

converges in distribution to a centered multivariate Gaussian provided we have (βjn
j/2)j∈J →α.

This is a consequence of (6.9).
Before proving Theorem 6.2, we show that Lemma 6.1 follows from Theorem 6.2.

Proof of Lemma 6.1. Apply Theorem 6.2 with the β̂ guaranteed by Lemma 3.3. By hypothesis,
we have N = EX. Taking a = N then yields

µn(P(N)) = P(X = N) = (1 + o(1))
|QJ |

(2π)|J |/2 detS1/2
.
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since α is n-feasible. Recalling the definition of Σ from (1.10) and that β̂jn
j/2 → βj for each j,

the computation

Si,j =
∑
k⩾0

ki+j
exp

(∑
ℓ∈J β̂ℓk

ℓ
)

(
exp

(∑
ℓ∈J β̂ℓkℓ

)
− 1
)2

= n(i+j+1)/2

 1√
n

∑
k⩾0

(k/
√
n)i+j

exp
(∑

ℓ∈J β̂ℓn
ℓ/2(k/

√
n)ℓ
)

(
exp

(∑
ℓ∈J β̂ℓnℓ/2(k/

√
n)ℓ
)
− 1
)2


= n(i+j+1)/2Σi,j(1 + o(1))

shows detS = n
∑

j∈J (j+1/2) detΣ(1 + o(1)), which completes the proof.

6.1. Outline and Preliminaries

Theorem 6.2 is proved via Fourier analysis. Specifically, for t ∈ RJ and x ∈ R, define
Qt(x) :=

∑
j∈J tjx

j and set φk(t) := EeitYk .
The characteristic function φ(t) := Eei⟨t,X⟩ may then be written as

φ(2πt) =
∏
k⩾1

φk(2πQt(k)) . (6.2)

Fourier inversion (e.g. [Fel71, Theorem XV.3.4]) gives

P(X = a) =

∫
(−1/2,1/2]J

φ(2πt)e−i⟨2πt,a⟩ dt . (6.3)

Theorem 6.2 will be proven by analyzing the integral in (6.3). Our method is a variant on
the Hardy–Littlewood circle method. The set (−1/2, 1/2]J is broken up into major and minor
arcs: the major arcs are sets of small volume that contribute the bulk of the mass of the integral
in (6.3) while the minor arcs are the rest.

When proving a local central limit theorem, it is often the case that the only major arc is
a neighborhood of t = 0. In our problem, however, this does not occur; the number-theoretic
obstructions force P(X = a) = 0 for a /∈ NT. On the Fourier side, this means that there are
multiple major arcs, and in the case of a /∈ NT, the integral over them cancels out.

Before beginning the analysis, we give an outline of the proof of Theorem 6.2: the general
flow is that the size of the set we are integrating over decreases as the proof goes on. First, for
each δ > 0, we define the following small neighborhood around 0:

U = U(δ) = {t ∈ (−1/2, 1/2]J : |tj| ⩽ δn−j/2 for all j ∈ J}.

We then define

R(δ) = (−1/2, 1/2]J \

( ⋃
q∈QJ

(q + U)

)
,
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where for each polynomial q(z) ∈
∑

qjz
j ∈ QJ , we interpret q = (qj)j∈J as a vector

in (−1/2, 1/2]J . We show that for each R(δ), the integral on R(δ) is exponentially small. In the
language of the circle method, this states that the major arcs are exactly the neighborhoods q+U
for q ∈ QJ . This is carried out in Section 6.2, and a more detailed summary is given there, in-
cluding an intuitive description of how the polynomials in QJ arise.

Next, in Section 6.3 we show that the integral over each neighborhood q + U is equal pro-
vided a ∈ NT, and so we may combine the |QJ |-many integrals over

⋃
q∈QJ

(q + U) into |QJ |
times the integral over U .

Section 6.4 compares the integral of our characteristic function overU to the integral overRd

of the characteristic function of the corresponding Gaussian by showing upper and lower bounds
on the matrix S when viewed as a quadratic form (Lemma 6.16).

Section 6.5 reduces our integral even further to the set V = {t : |tj| ⩽ (log n)n−j/2−1/4} by
comparing the characteristic function of each geometric variable of bounded mean to the char-
acteristic function of the corresponding Gaussian (Lemma 6.18); while not all of our geometric
variables have bounded mean, the bulk of the contribution to the covariance matrix S comes
from the parameters Yk of bounded mean (Lemma 6.17), which is sufficient for this purpose.

Finally, 6.6 evaluates the integral over V ; this is equivalent to an ordinary multivariate central
limit theorem with more careful tracking of error terms.

6.2. Bounding the minor arcs: reducing to a neighborhood of QJ

Recall that our goal is to estimate the following integral

P(X = a) =

∫
(−1/2,1/2]J

(∏
k⩾1

φk(2πQt(k))

)
e−i⟨2πt,a⟩ dt

(obtained by combining (6.2) and (6.3)). To help identify the major arcs, we will see in
Lemma 6.5 we have that if t is not close to an integer, then |φk(2πt)| is uniformly bounded
away from 1. This shows that if there are many integer values k for which the polynomial Qt(k)
is not near an integer, then the integrand above is small.

This means that we have to understand when the polynomial Qt(x) =
∑

j∈J x
jtj is close

to an integer-valued polynomial, i.e. a polynomial q so that q(Z) ⊂ Z. Perhaps surprisingly,
there are many such polynomials, even if we omit those with integer coefficients; as an example,
the binomial coefficients

(
z
k

)
are integer-valued polynomials but do not have integer coefficients.

Motivated by this, for a given J , recall that we define

QJ =

{∑
j∈J

tjx
j :
∑
j∈J

tjm
j ∈ Z for all m ∈ Z, tj ∈ (−1/2, 1/2]

}

to be the set of integer-valued polynomials of interest.
Pólya [Pól15] showed that all integer-valued polynomials are integer linear combinations

of binomial coefficients; this may be proved by induction on the degree and examining finite
differences. This shows, for instance, that |QJ | is finite. To better understand QJ , we look at an
extreme case:
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Lemma 6.3. For each d ⩾ 1, |Q[d]| =
∏d

j=1(j!).

Proof. Since every element of R/Z has a unique representative in (−1/2, 1/2], it is sufficient to
count the number of polynomials of degree at most d in R/Z that are integer-valued. Each such
equivalent class is equal to

d∑
j=1

mj

(
z

j

)
for some choice of integersmj . For each selection of (m1, . . . ,md)with 1 ⩽ mj ⩽ j!we obtain a
distinct representative. Conversely, each integer polynomial may be written in the above form for
some integers (mj); further, for two integers n1 and n2, we have n1

(
z
j

)
≡ n2

(
z
j

)
as polynomials

with coefficients in R/Z if and only if n1 ≡ n2 mod j!. This means that we may uniquely
choose the representatives (mj) to satisfy 1 ⩽ mj ⩽ j! for each j.

Now, recall our definitions of U and R: for δ > 0, define

U = U(δ) = {t ∈ (−1/2, 1/2]J : |tj| ⩽ δn−j/2 for all j ∈ J}

and

R(δ) = (−1/2, 1/2]J \

( ⋃
q∈QJ

(q + U)

)
.

Thus R(δ) is the set of points that are far from the coefficients of any integer-valued polynomial.
Our goal for this section is to show that the contribution of R(δ) is negligible for any choice
of δ > 0.

Lemma 6.4. In the context of Theorem 6.2, for each δ > 0 there exists a constant c = c(δ,K)
so that ∫

R(δ)

|φ(2πt)| dt = O(e−c
√
n) .

Lemma 6.4 will be accomplished by a pointwise bound on |φ(2πt)| on the set R(δ). In
light of the infinite product in (6.2), in order to show that |φ(2πt)| is exponentially small in

√
n,

it is enough to show that on the order of
√
n many |φk(2πQt(k))| are uniformly less than 1.

The following elementary fact is a step in this direction. For a real number t ∈ R define
∥t∥R/Z = minz∈Z |t− z| to be the distance to the nearest integer. We want to show that for
if ∥t∥R/Z is large, then |EeitY | is bounded away from 1.

Lemma 6.5. Fix ε > 0, and let p ∈ [ε, 1− ε]. Suppose Y is a geometric variable with parame-
ter p. Then for each δ1 > 0 there exists a δ2 > 0 so that if ∥t∥R/Z ⩾ δ1 then |Eei2πtY | ⩽ 1− δ2.

Proof. SinceY is integer-valued, we may assume without loss of generality that t ∈ (−1/2, 1/2].
In each case we may uniformly bound the modulus of the characteristic function using compact-
ness and continuity.

From Lemma 6.5 we extract the following simple consequence, which is the engine behind
the proof of Lemma 6.4.
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Lemma 6.6. In the context of Theorem 6.2, for each ε1, ε2 > 0 there exists a c > 0 so that the
following holds: if t ∈ RJ satisfies

|{m ∈ [
√
n] : ∥Qt(m)∥R/Z ⩾ ε1}|√

n
⩾ ε2

then
|φ(2πt)| ⩽ e−c

√
n

where c may be chosen uniformly depending only on K, ε1 and ε2.

Proof. There exists an ε3 > 0 so that for k ∈ [ε2
√
n/2,

√
n], the geometric parameters pk lie in

the interval [ε3, 1− ε3]. Thus, for at least ε2
√
n/2 values of k ∈ [ε2

√
n/2,

√
n] we have

|φk(2πQt(k))| ⩽ 1− ε4

for some ε4 > 0 depending only on ε1 and ε3. We then may bound

|φ(2πt)| ⩽

√
n∏

k=ε2
√
n/2

|φk(2πQt(k))| ⩽ (1− ε4)
ε2

√
n/2 ⩽ e−ε2ε4

√
n/2 .

We now need a structural result which will say that either ∥Qt(x)∥R/Z is either bounded
below quite often, or Qt is close to an element of QJ . A quantitative equidistribution theorem
of Green and Tao [GT12, Proposition 4.3] will make explicit that these are the only two cases.

Theorem 6.7 (Green–Tao). Let d ⩾ 0 and suppose that g is a polynomial with real coefficients
of degree d. Suppose that δ ∈ (0, 1/2). Then either (g(x) mod Z)x∈[N ] is δ-equidistributed or
else there is an integer k satisfying 1 ⩽ k ≪ δ−Od(1) so that ∥kg mod Z∥C∞[N ] ≪ δ−Od(1).

Some definitions are in order.

Definition 6.8. Let g be a polynomial of degree d. Then there exist unique sj so that

g(m) = s0 + s1

(
m

1

)
+ · · ·+ sd

(
m

d

)
for each m. Define

∥g∥C∞(N) := sup
1⩽j⩽d

N j∥sj∥R/Z

where ∥x∥R/Z is the nearest distance from x to an integer.
Further, a sequence {g(m)}m∈[N ] is δ-equidistributed if for all Lipschitz functions

F : R/Z → C and arithmetic progressions P ⊂ [N ] with |P | ⩾ δN we have∣∣∣∣∣ 1

|P |
∑
m∈P

F (g(m))−
∫
R/Z

F (x) dx

∣∣∣∣∣ ⩽ δ∥F∥Lip .
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Theorem 6.7 is proven via an effective version of Weyl’s equidistribution theorem together
with iterating the van der Corpet difference trick. Anticipating an application of Theorem 6.7, we
first translate the two possibilities of its dichotomy into our setting, beginning with the structured
case:

Lemma 6.9. Let g(z) = t0+t1z+· · ·+tdz
d be of degree d and have coefficients in (−k/2, k/2].

There exists a constant C so that if ∥g∥C∞[N ] ⩽ R then there is an integer-valued polyno-
mial q(z) =

∑
qjz

j so that ∥tj − qj∥R/(kZ) ⩽ CRN−j for all j ∈ [d].

Proof. By assumption we have N j∥sj∥R/Z ⩽ R for all 1 ⩽ j ⩽ d where sj is defined
by g(n) =

∑
si
(
n
i

)
. Thus there are integers mj so that si = mj + εj where |εj| ⩽ N−jR.

Define the linear transformation T to be the map that takes as input (t0, . . . , td) and outputs
(s0, . . . , sd) defined by

d∑
j=0

tjz
j =

d∑
j=0

sj

(
z

j

)
.

Since T is linear and invertible, there is a constant C so that C−1 ⩽ ∥Tx∥
∥x∥ ⩽ C for all x ̸= 0.

For a given vector of integers (mj)
d
j=0, define qj to be T−1((mj)j) so that

d∑
j=0

qjz
j =

d∑
j=0

mj

(
z

j

)
,

and note that the above is an integer-valued polynomial. By linearity together with the fact that qj
depends only on sj, sj+1, . . . , sd, we have that

T−1{x : |xj −mj| ⩽ εj} ⊂ {y : |yj − qj| ⩽ C
d∑

i=j

εi} .

By taking the rational numbers qj modulo kZ and replacing | · | with ∥ · ∥R/(kZ), we have Thus,
we have that

∥tj − qj∥R/(kZ) ⩽ C
d∑

i=j

εi ⩽ 2CRN−j.

We now show that the Green–Tao definition of equidistributed is good enough for the case
at hand.

Lemma 6.10. If a sequence {g(m)}m∈[N ] is 1
32

-equidistributed then

|{m ∈ [N ] : ∥g(m)∥R/Z ⩾ 1/4}|
N

⩾
1

8
.
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Proof. Let F denote the Lipschitz function on R/Z that is piecewise linear with
F (0) = F (1/4) = F (3/4) = F (1) = 0 and F (1/2) = 1. Then

∫
R/Z F (x) dx = 1

4
, ∥F∥Lip = 4

and F (x) ⩽ 1∥x∥R/Z⩾1/4. By the definition of 1/32-equidistributed we have∣∣∣∣∣∣ 1N
∑

m∈[N ]

F (g(m))− 1

4

∣∣∣∣∣∣ ⩽ 1

8

implying
1

N

∑
m∈[N ]

1∥g(m)∥R/Z⩾1/4 ⩾
1

N

∑
m∈[N ]

F (g(m)) ⩾
1

8
.

We are now prepared to make use of Theorem 6.7; rather than proving Lemma 6.4 straight
away, it will show that Lemma 6.4 holds for some δ > 0 rather than all δ > 0:

Lemma 6.11. There exist constants c, C > 0 so that∫
R(C)

|φ(2πt)| dt = O(e−c
√
n) .

Proof. Let t ∈ R(C) for C ⩾ 1 to be determined later. Apply Theorem 6.7 and Lemma 6.9
with δ = 1/32 to obtain constants C2, C3 so that either (Qt(x) mod Z)x∈[√n] is 1/32-equidis-
tributed or there is a k with 1 ⩽ k ⩽ C2 so that

∥kQt∥C∞[
√
n] ⩽ C3 .

We have three cases that we address separately:

Case 1: Approximately equidistributed. If (Qt(x) mod Z)x∈[√n] is 1/32-equidistributed,
then

|{x ∈ [
√
n] : ∥Qt(x)∥R/Z ⩾ 1/4}|√

n
⩾

1

8

by Lemma 6.10. Lemma 6.6 shows |φ(2πt)| ⩽ e−c
√
n for some c depending only on K.

Case 2: Not equidistributed, but k = 1. In this case, Lemma 6.9 implies that there is an
integer-valued polynomial q so that ∥tj−qj∥R/Z ⩽ C4n

−j/2 for all j ∈ J . If we require C ⩾ C4,
then this would imply t /∈ R(C), thus completing this case.

Case 3: Not equidistributed, k > 1. Suppose that ∥kQt∥C∞[
√
n] ⩽ C3 for some k > 1 and

not k = 1. Then there is an integer-valued polynomial q so that Qt is close to q/k; further, since
we know that ∥Qt∥C∞[

√
n] > C3, we have that q is not integer-valued.

Since q is integer-valued but q/k is not, there exists some n and integer a so that q(n) = a
where a ̸≡ 0 mod k. Further, note that the polynomial (q(z)− a)/k cannot be integer-valued
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since it has non-zero constant term. Thus, there must be some m and other value b with b ̸≡ a
mod k so that q(m) = b. Write q(z)/k = 1

B

∑
j∈J ajz

j where B and each aj are integers. Then
note that for each integer r with r ≡ n mod B we have q(r)/k ≡ a/k mod Z; similarly,
if r ≡ m mod B then q(r)/k ≡ b/k mod Z. Moreover, ∥b − a∥R/(kZ) ⩾ 1

k
. Therefore for

each t0, we have that max{∥t0+b/k∥R/Z, ∥t0+a/k∥R/Z} ⩾ 1
2k

⩾ 1
C5

. Therefore, on some set of
positive density, Qt is uniformly bounded away from 0 on the torus R/Z. Applying Lemma 6.6
completes the proof.

We are now ready to prove the lemma.

Proof of Lemma 6.4. In light of Lemma 6.11, it is sufficient to find a constant c = c(δ,K) so
that ∫

R(δ)\R(C)

|φ(2πt)| dt = O(e−c
√
n) .

Write
R(δ) \R(C) =

⋃
q∈QJ

(q + U(C) \ U(δ)) .

Thus, it is sufficient to show the bound for each set in the above union. Fix some q ∈ QJ

and t ∈ q + U(C) \ U(δ). In the case where 0 /∈ J , simply set t0 = 0 so that the following two
cases make sense.

Case 1: ∥t0∥R/Z ⩾ δ. Then for m ⩽ δ
√
n/(2dC), we have∥∥∥∥∥∑

j∈J

tjm
j

∥∥∥∥∥
R/Z

=

∥∥∥∥∥∥t0 +
∑

j∈J\{0}

(tj − qj)m
j

∥∥∥∥∥∥
R/Z

⩾ δ − δ

2
= δ/2 .

Applying Lemma 6.6 completes this case.

Case 2: ∥t0∥R/Z < δ. The idea will be to look in the limiting setting and use a compactness
argument. Define the set of polynomials

T :=

{∑
j∈J

cjz
j : |ci| ⩽ C for all i and |ci| ⩾ δ for some i, |c0| < δ

}
.

Note that T is compact; further, for |z| ⩽ δ/(2C) and all p ∈ T we have

|p(z)| < δ + δ = 2δ .

Since R(δ) increases as δ decreases, we may assume without loss of generality that δ ⩽ 1/8;
in particular, this implies that |p(z)| ⩽ 1/4 for all |z| ⩽ δ/(2C).
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For each p ∈ T , p is not identically zero on [0, δ/(2C)] and so |p| must attain a non-zero
maximum M(p). Since p 7→ M(p) is a continuous function of the coefficients of p and T is
compact, we must have that there is a value M0 so that M(p) ⩾ M0 for all p ∈ S. Additionally,
let L(p) be the length of the maximum interval in [0, δ/(2C)] on which |p| ⩾ M0/2. Note that L
is non-zero on T and continuous, and so we must have |L(p)| ⩾ L0 for all p ∈ T .

For any t in the desired set, find sj ∈ (−1/2, 1/2] so that (tj − qj) ≡ sj mod Z. Then the
polynomial

p(z) :=
∑
j∈J

(sj · nj/2)zj

lies in the set T . Thus, there is an interval I ⊂ [0, δ/(2C)] of length at least L0 on
which |p(z)| ⩾ M0/2. For any x for which we have x/N ∈ I compute∥∥∥∥∥∑

j∈J

tjx
j

∥∥∥∥∥
R/Z

=

∥∥∥∥∥∑
j∈J

sjx
j

∥∥∥∥∥
R/Z

=

∥∥∥∥∥∑
j∈J

(sjn
j/2)(x/

√
n)j

∥∥∥∥∥
R/Z

=

∣∣∣∣∣∑
j∈J

(sjn
j/2)(x/

√
n)j

∣∣∣∣∣
⩾ M0/2

where in the last equality we used the fact that |p(z)| ⩽ 1/4 for |z| ⩽ δ/(2C). Since I is an
interval, we have that the number of x for which x/

√
n ∈ I is at least

√
n · |I| − 1. Since |I| is

bounded below by L0, the proof is complete after applying Lemma 6.6.

6.3. Combining the integrals

The primary goal of this section is to show the following lemma.

Lemma 6.12. For each δ > 0 there is a constant c = c(ε, δ, d) > 0 so that

sup
a

∣∣∣∣P(X = a)− 1a∈NT|QJ |
∫
U

φ(2πt)e−i⟨2πt,a⟩ dt

∣∣∣∣ = O(e−c
√
n) .

A first step is a simple lemma that changes coordinates to combine the integrals from the
previous section. For a polynomial q ∈ QJ , we write q ∈ RJ for the vector of coefficients of q.

Lemma 6.13. For n sufficiently large we have∫
∪q∈QJ

(q+U)

φ(2πt)e−i⟨2πt,a⟩ dt =

(∑
q∈QJ

e−i⟨2πq,a⟩

)∫
U

φ(2πt)e−i⟨2πt,a⟩ dt .
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Proof. For n sufficiently large, we have that the union is in fact disjoint. This means that we
may first write∫

∪q∈QJ
(q+U)

φ(2πt)e−i⟨2πt,a⟩ dt =
∑
q∈QJ

∫
q+U

φ(2πt)e−i⟨2πt,a⟩ dt .

For each q ∈ QJ , we have∫
q+U

φ(2πt)e−i⟨2πt,a⟩ dt =

∫
U

φ(2π(t+ q))e−i⟨2π(t+q),a⟩ dt

= e−i⟨2πq,a⟩
∫
U

∏
x⩾1

φx(2πi⟨t+ q,x⟩)e−i⟨2πt,a⟩ dt

= e−i⟨2πq,a⟩
∫
U

∏
x⩾1

φx(2πi⟨t,x⟩)e−i⟨2πt,a⟩ dt

= e−i⟨2πq,a⟩
∫
U

φ(2πt)e−i⟨2πt,a⟩ dt .

Lemma 6.14. For each vector of integers m = (mj)j∈J if m ∈ NT then we have∑
q∈QJ

e−2πi⟨q,m⟩ = |QJ | . (6.4)

Proof. Let q ∈ QJ . Then since m ∈ NT we have∑
j∈J

qjmj ≡ 0 mod Z

and so ∑
q∈QJ

e−2πi⟨q,m⟩ =
∑
q∈QJ

1 = |QJ | .

Proof of Lemma 6.12. Note that if a /∈ NT then P(X = a) = 0. We may thus write

P(X = a) = 1a∈NT

∫
(−1/2,1/2]J

φ(2πt)e−i⟨2πt,a⟩ dt

= 1a∈NT

∫
∪q∈QJ (q+U)

φ(2πt)e−i⟨2πt,a⟩ dt+O(e−c
√
n)

= 1a∈NT

(∑
q∈QJ

e−i⟨2πq,a⟩

)∫
U

φ(2πt)e−i⟨2πt,a⟩ dt+O(e−c
√
n)

= 1a∈NT|QJ |
∫
U

φ(2πt)e−i⟨2πt,a⟩ dt+O(e−c
√
n)

by applying (6.3) and then Lemmas 6.4, 6.13 and 6.14 in succession.
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6.4. Approximating the integral over U

With Lemma 6.12 established, we turn to the integral over U . First we show that an expression
in the statement of Theorem 6.2 can be written as a Gaussian integral.

Lemma 6.15. For any vectors t, a ∈ Rd and positive definite d× d matrix S we have

1

(2π)d

∫
Rd

exp

(
−i⟨t, a− EX⟩ − 1

2
tTSt

)
dt =

exp
(
−1

2
(a− EX)TS−1(a− EX)

)√
(2π)d det(S)

. (6.5)

Proof. Since S is positive definite, there is an invertible matrix M so that S = MTM . We may
thus write

−itT (a− EX)− 1

2
tTSt = −1

2
(Mt+ i(M−1)T (a− EX))T (Mt+ i(M−1)T (a− EX))

− 1

2
(a− EX)T (S)−1(a− EX) .

Setting s = Mt+ i(M−1)T (a− EX) and using Cauchy’s integral theorem shows∫
Rd

exp

(
−i⟨t, a− EX⟩ − 1

2
tTSt

)
dt

=
exp

(
−1

2
(a− EX)T (S)−1(a− EX)

)
det(M)

∫
Rd

exp(−1

2
∥s∥2) ds .

Evaluating the Gaussian integral as (2π)d/2 and recalling det(M) = det(S)1/2 completes
the proof of (6.5).

Recall that for a given δ > 0, we have defined U = U(δ) = {t : |tj| ⩽ δn−j/2}. With
Lemmas 6.12 and 6.15 in tow, it is sufficient to show that for some δ > 0, we have∫

RJ

∣∣∣∣φ(t) · 1{t∈U} − exp

(
i⟨t,EX⟩ − 1

2
tTSt

)∣∣∣∣ dt = o(n−
∑

j∈J (j/2+1/4)) . (6.6)

This bound will follow from showing the following estimates:∫
Uc

exp

(
−1

2
tTSt

)
dt = O(e−c

√
n) (6.7)

n−
∑

j∈J (j/2+1/4)

∫
U\V

∣∣∣∣φ(t)− exp

(
i⟨t,EX⟩ − 1

2
tTSt

)∣∣∣∣ dt = O(e−c′(logn)2) (6.8)

n−
∑

j∈J (j/2+1/4)

∫
V

∣∣∣∣φ(t)− exp

(
i⟨t,EX⟩ − 1

2
tTSt

)∣∣∣∣ dt = O

(
(log n)3

n1/8

)
(6.9)

where we have defined V := {t : |tj| ⩽ (log n)n−j/2−1/4}.
To show (6.7) along with the bound on det(S) stated in Theorem 6.2, we demonstrate

upper and lower bounds on S when viewed as a quadratic form. In what follows, we
set σ2

k = Var(Yk) = (1− pk)/p
2
k and Sk = Cov((Ykk

j)j∈J).
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Lemma 6.16. In the context of Theorem 6.2, define the matrix S̃ via S̃i,j = Si,j/n
(i+j+1)/2 for

all i, j ∈ J . Then there is a constant C = C(K) > 0 so that

C−1∥a∥2 ⩽ aT S̃a ⩽ C∥a∥2 (6.10)

for all a ∈ RJ . In particular, det(S) = Θ(n
∑

j∈J (j+1/2)).

Proof. By rescaling, assume without loss of generality that ∥a∥ = 1. Compute

aT S̃a =
1√
n

∞∑
k=1

σ2
k

(∑
j∈J

aj(k/
√
n)j

)2

(6.11)

where σ2
k = Var(Yk). If we define

fβ̃(t) =
exp

(
−
∑

j∈J β̃jt
j
)

(
1− exp

(
−
∑

j∈J β̃jtj
))2

then σ2
k = fβ̃(k/

√
n), where we have written β̃ = (β̂jn

j/2)j∈J . We then have

aT Σ̃a =
1√
n

∑
k⩾1

fβ̃(k/
√
n)

(∑
j∈J

aj(k/
√
n)j

)2

=

∫ ∞

0

fβ̃(x)

(∑
j∈J

ajx
j

)2

dx+ E (6.12)

where

E ⩽
1√
n
(gβ̃(1/

√
n) + g′

β̃
(1/

√
n) +

∫ 1/
√
n

0

gβ̃(x) dx+
1

n

∫ ∞

0

|g′′
β̃
(x)| dx

where gβ̃(x) = fβ̃(x)(
∑

j∈J ajx
j)2. Bounding each term in a straightforward manner

gives |E| = O(1/
√
n) where the error is uniform since β̃ varies in a compact set.

Since a and β̃ vary over compact sets, the integral on the right-hand-side of (6.12) is bounded
above and below away from 0; thus, for n sufficiently large, (6.12) demonstrates uniform bounds
above and below on aT Σ̃a. For each remaining small n, the sum

1√
n

∑
k⩾1

fλ̃(k/
√
n)

(∑
j∈J

aj(k/
√
n)j

)2

may be uniformly bounded above and below by compactness and continuity, thereby completing
the proof.

The bound (6.7) now follows easily from Lemma (6.16): for a given t define s
via sj = tjn

j/2+1/4; then∫
Uc

exp

(
−1

2
tTSt

)
dt ⩽

∫
RJ\[−δn1/4,δn1/4]J

exp
(
−c∥s∥2

)
ds

= O(e−c′
√
n)

for some constant c′ > 0. The next two sections show (6.8) and (6.9).
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6.5. Establishing (6.8)

To show (6.8), we will show that for a geometric variable Y with mean bounded above we
can compare the characteristic function of Y to that of a corresponding Gaussian with an error
depending Var(Y ) (this is Lemma 6.18 below). In the problem at hand, our geometric variables
actually have unbounded means; our first step is to show that while the means can be unbounded,
the bulk of the contribution to the variance S comes from variables of bounded mean. In this
direction, we alter the proof of Lemma 6.16 to show that the contribution of the variance from
the first ε

√
n terms can be made to be less than half provided ε is small enough:

Lemma 6.17. There exists an ε > 0 so that for all t ∈ U we have

tTSt ⩾
1

2
tTS(ε)t

where
S(ε) :=

∑
k⩾

√
nε

Sk .

Proof. Define s via sj = tjn
j/2+1/4. Then

tTSt = sT S̃s .

We then want to show
sT S̃s ⩾

1

2
sT S̃(ε)s

where S̃(ε) is defined in the analogous way. Since both sides are homogeneous in s, assume
without loss of generality that s is a unit vector.

The proof of Lemma 6.16 shows

sT S̃(ε)s =

∫ ∞

ε

(∑
j∈J

sjx
j

)2

σ2
x dx+O(1/

√
n)

where the error may be taken uniformly over ε. By compactness we have that for each ε > 0
that

max
∥s∥=1

∫ ε

0

(∑
j∈J

sjx
j

)2

σ2
x dx

is bounded above and tends to zero as ε → 0+. Similarly, we also have

min
∥s∥=1

∫ ∞

0

(∑
j∈J

sjx
j

)2

σ2
x dx =: c > 0 .

Choosing ε small enough then gives the desired bound.
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Seeking to show our characteristic function of X is close the characteristic function of the
corresponding Gaussian, we need a tail bound on the cumulant generating function logEeitY for
geometric random variables. This will allow us to approximate the characteristic function for
each Y with that of a Gaussian with mean EY and variance Var(Y ).

Lemma 6.18. Fix ε > 0. Let Y be a geometric random variable for some p ∈ [ε, 1). Then there
are constants C, c > 0 so that for all |t| ⩽ c, we have∣∣∣∣logEeitY −

(
itEY − t2

2
Var(Y )

)∣∣∣∣ ⩽ CVar(Y )|t|3 .

Proof. For convenience, write µ = EY and σ2 = Var(Y ) and set Ŷ = Y − µ. Then∣∣Eeit(Y−µ) − (1− σ2t2/2)
∣∣ ⩽ |t|3E |Y − µ|3 .

We bound

E|Y − µ|3 ⩽ 8(E|Y 3|+ µ3) = 8

(
(1− p)(p2 − 6p+ 6)

p3
+

(1− p)3

p3

)
⩽ Cε

1− p

p2
= Cεσ

2 .

Note EeitY = p
1+(1−p)eit

and so | argEeitY | = | arg(1+ (1− p)eit)| which is uniformly bounded
since 1− p is uniformly bounded away from 1. Write∣∣∣∣logEeit(Y−µ) +

t2

2
σ2

∣∣∣∣ = ∣∣∣log (Eeit(Y−µ)eσ
2t2/2

)∣∣∣
=

∣∣∣∣∣log
(
1−

(
e−t2σ2/2 − Eeit(Y−µ)

e−t2σ2/2

))∣∣∣∣∣
⩽ C

∣∣∣∣∣Eeit(Y−µ) − e−t2σ2/2

e−t2σ2/2

∣∣∣∣∣
⩽ C ′ ∣∣Eeit(Y−µ) − (1− t2σ2/2)

∣∣+O(|t|4σ4)

⩽ C ′′|t|3σ2 ,

where each inequality uses the fact that |t| and σ are uniformly bounded above.

In a similar vein to Lemma 6.16, we need the following simple bound whose proof is omitted
since it is essentially the same as that of Lemma 6.16.

Lemma 6.19.
1√
n

∑
k⩾1

σ2
k

(∑
j∈J

(k/
√
n)j

)3

= O(1) .

Now define Tk := {t : k ⩽ maxj n
j/2+1/4|tj| ⩽ k + 1} and note that U \ V =

⋃δn1/4

k=1 Tk.
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Lemma 6.20. There exist constants c, C so that for t ∈ Tk we have

tTSt ⩾ ck2

and ∑
x⩾ε

√
n

∣∣∣∣logφr(t)−
(
i⟨t, µr⟩ −

1

2
tTSt

)∣∣∣∣ ⩽ Cδk2 .

Proof. The first statement follows from (6.10). For the second, note that for t ∈ Tk we have∑
x⩾ε

√
n

∣∣∣∣logφx(t)−
(
i⟨t,EYx⟩ −

1

2
tTSxt

)∣∣∣∣ ⩽ C
∑

x⩾ε
√
n

σ2
x|Qt(x)|3

⩽ C
∑
x⩾1

n−3/4σ2
x

(∑
j∈J

(x/
√
n)j(k + 1)

)3

⩽ C ′k3n−3/4
∑
x⩾1

σ2
x

(∑
j∈J

(x/
√
n)j

)3

⩽ C ′δk2n−1/2
∑
x⩾1

σ2
x

(∑
j∈J

(x/
√
n)j

)3

⩽ C ′′δk2 ,

where the first bound is by Lemma 6.18 and the last bound is via Lemma 6.19.

As an immediate result, we see that if t ∈ Tk ∩ U for large k then |φ(t)| is quite small.

Corollary 6.21. For δ sufficiently small, there is a constant c > 0 so that for t ∈ Tk ∩ U we
have

|φ(t)| ⩽ e−ck2 .

Proof. Bound

|φ(t)| ⩽
∏

x⩾εn1/4

|φx(t)|

⩽ exp
(
−(c/4− Cδ)k2

)
⩽ exp(−c′k2) ,

where we have chosen δ sufficiently small and used Lemma 6.17.

Since the measure of the set {b : k ⩽ |bj| ⩽ k + 1} is equal to some polynomial p(k), the
measure of Tk is |Tk| = p(k)n−

∑
j∈J (j/2+1/4).

With these preliminaries in place, we are ready to tackle (6.8):
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Proof of (6.8). To begin with, bound

∫
U\V

∣∣∣∣φ(t)−exp(i⟨t,EX⟩− 1

2
tTSt)

∣∣∣∣ dt ⩽ ⌈δn1/4⌉∑
k=logn

|Tk|max
t∈Tk

∣∣∣∣φ(t)−exp(i⟨t,EX⟩− 1

2
tTSt)

∣∣∣∣ ,
then compute∑

logn⩽k⩽δn1/4

|Tk|max
t∈Tk

∣∣∣∣φ(t)− exp(−1

2
tTSt)

∣∣∣∣ ⩽ n−
∑

j∈J (j/2+1/4)
∑

k⩾logn

p(k) exp(−ck2)

= O
(
e−c′(log(n))2

)
.

6.6. Establishing (6.9)

Our proof of (6.9) can be viewed as an adaptation of the classical proof of the Lindeberg–Feller
central limit theorem with an explicit error bound; see, for instance, [Dur10, Chapter 3.4] for a
similar proof and discussion of the classic theorem.

We first bound contribution of the tail to the second moment of a geometric variable.

Lemma 6.22. Let X be a geometric random variable with parameter p. Then for each C > 0
we have

E
(
|X − EX|21{|X−EX|⩾C}

)
⩽

3Var(X)

Cp
.

Proof. By the Cauchy–Schwartz inequality we have

E
(
|X − EX|21{|X−EX|⩾C}

)
⩽
√
E (|X − EX|4)P(|X − EX| ⩾ C) .

Compute

E|X − EX|4 =
∑
k⩾0

(
k − 1− p

p

)4

p · (1− p)k =
(1− p)(9− 9p+ p2)

p4

⩽
9(1− p)

p4
=

9Var(X)

p2
.

By Chebyshev’s inequality, bound

P(|X − EX| ⩾ C) ⩽
Var(X)

C2
.

Putting the three equations together completes the proof.

We are now ready to show (6.9).
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Proof of (6.9). Fix t ∈ RJ with ∥t∥ ⩽ 1 and let ε > 0 to be chosen later. Consider the random
variables

Zk := Zk(t) := (Yk − EYk)
∑
j∈J

kjtjn
−j/2−1/4 .

Then for |θ| ⩽ log n note that

φX̂(θt) =
∏
k⩾1

EeiθZk

and so

∣∣φX̂(θt)− exp
(
−θ2tTSt/2

)∣∣ ⩽ ∣∣∣∣∣exp (−θ2tTSt/2
)
−
∏
k⩾1

(1− θ2EZ2
k/2)

∣∣∣∣∣
+
∑
k⩾1

∣∣E[eiθZk ]− (1− θ2EZ2
k/2)

∣∣ .
Note that

∏
k⩾1

(1− θ2EZ2
k/2) = exp

(∑
k⩾1

log(1− θ2EZ2
k/2)

)

= exp

(
−θ2tSt/2 +

∑
k⩾1

O(θ4(EZ2
k)

2)

)
= exp

(
−θ2tSt/2 +O(1/

√
n)
)

where the third line is obtained by comparing a sum to an integral as in the proof of Lemma 6.16.
It is thus sufficient to show

max
∥t∥⩽1,|θ|⩽logn

∑
k⩾1

∣∣E[eiθZk ]− (1− θ2EZ2
k/2)

∣∣ = O

(
(log n)3

n1/8

)
. (6.13)

Working towards this, recall that for any mean-zero variable X we have∣∣E[eitX ]− (1− t2EX2/2)
∣∣ ⩽ E

[
min{|tX|3, 2|tX|2}

]
. (6.14)

See, for instance, [Dur10, Equation (3.3.3)]. Applying this bound to Zk gives

∣∣E[eiθZk ]− (1− θ2EZ2
k/2)

∣∣ ⩽ E
[
min{|θZk|3, 2|θZk|2}

]
⩽ E

[
|θZk|31{|Zk| ⩽ ε}

]
+ E

[
2|θZk|21{|Zk| > ε}

]
⩽ |θ|3εE[|Zk|21{|Zk| ⩽ ε}] + 2θ2E[|Zk|21{|Zk| > ε}]
⩽ |θ|3εVar(Zk) + 2θ2E[|Zk|21{|Zk| > ε}] .
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Using (6.14) and Lemma 6.22, bound∑
k⩾1

∣∣E[eiθZk ]− (1− θ2EZ2
k/2)

∣∣ ⩽ ε|θ|3tT S̃t+ 2θ2
∑
k⩾1

E[|Zk|21{|Zk| > ε}]

⩽ ε|θ|3tT S̃t+ 6
θ2

n1/4ε
·

 1√
n

∑
k⩾1

(∑
j∈J

kjtjn
−j/2

)3
σ2
k

pk


= O

(
ε|θ|3 + θ2

n1/4ε

)
,

where in the last line we compared a sum to an integral to obtain this error term.
Choosing ε = n−1/8 and bounding |θ| ⩽ log n completes the proof.

Proof of Theorem 6.2. Chaining together Lemmas 6.12 and 6.15 with (6.6) completes the proof.

Theorem 1.1 follows immediately from Corollary 3.5, Lemma 4.1, and Lemma 6.1.

7. Extensions and future directions

There is a wealth of extensions and generalizations of the problem of enumerating integer par-
titions (see e.g. [And98]). Many of these extensions can be framed in the maximum entropy
framework, leading to continuous convex programs like (1.7) that express the exponential growth
rate of the partition number. Once we have such a program it is natural to modify it by adding
additional constraints or restricting the domain of the candidate functions. These new optimiza-
tion problems can be translated back to give new classes of integer partitions problems. Posing
the problems in the maximum entropy framework gives a natural, unifying explanation of many
methods and formulas in the literature, but also illuminates some new connections between inte-
ger partitions and infinite-dimensional convex programming. Below we indicate some possible
extensions of these methods to previously studied classes of integer partitions.

7.1. Distinct partitions: changing the objective function

One way to restrict a class of partitions is to insist that each part appear with one of a set of
prescribed multiplicities. The simplest such case is that of distinct partitions: partitions in which
each part occurs with multiplicity at most 1; equivalently a distinct partition is a subset of N (as
opposed to a multiset). Let q(n) denote the number of distinct partitions of n. The asymptotics
of q(n) have been studied in, e.g. [Mei54, Rom05].

Given a profile N indexed by the profile set J , let q(N) be the number of distinct partitions λ
so that

∑
x∈λ x

j = Nj for all j ∈ J , and for α ∈ RJ
+ let q̃n(α) = q(N(α, n)). Using the

methods of this paper, and making an assumption analogous to Assumption 1, we believe one
could show the exponential growth rate of q̃n(α) is again given by the optimum of a continuous



42 Gweneth McKinley et al.

convex program:

Mdist(α) = max
f∈F1

∫ ∞

0

H(f(x)) dx

subject to
∫ ∞

0

xjf(x) dx = αj for j ∈ J ,

where F1 is the set of all integrable functions f : [0,∞) → [0, 1] and H(p) = −p log p −
(1 − p) log(1 − p) is the entropy of a Bernoulli random variable with parameter p. This is
exactly the same optimization problem as in (1.7) but with a different objective function; both
objective functions are strictly concave, however, and so share essentially all the same qualitative
properties.

7.2. Bounded Young diagrams: restricting the support

Another class of restricted partitions is the class of partitions with bounded Young diagrams.
That is, partitions with restrictions on the size of the largest part and on the number of parts.
Asymptotic enumeration of partitions of n with largest part and number of parts both Θ(

√
n)

has been carried out in [JW19, MPP20].
One can follow the methods of this paper to enumerate partitions with a given profile and

largest part at most A
√
n. The continuous convex program giving the growth rate is the follow-

ing:

MA(α) = max
f

∫ A

0

G(f(x)) dx

subject to
∫ A

0

xjf(x) dx = αj for j ∈ J ,

In regards to the discussion in Section 1.5 about the existence of a solution, something different
happens in this setting. There are again feasibility conditions on the moments α; this time
related to the Hausdorff moment problem [Hau21] (that of finding a probability distribution on
a bounded interval with given moments). Because the interval [0, A] is compact, if a collection
of moments are feasible for the truncated Hausdorff moment problem, then a unique maximum
entropy distribution with the given moments always exists [MP84]. The same is true if we
maximize geometric entropy, and so the only assumption onα needed is feasibility: the situation
discussed in Section 1.5 cannot occur.

Question 7.1. Can Theorem 1.1 be shown for partitions in a rectangle under the weakened
assumption that α is feasible for the Stieltjes moment problem?

7.3. Plane Partitions and Higher Dimensions

The Young diagram of a partition gives us a two-dimensional representation of the partition n;
the natural generalization to dimension three — functions f : N3 → {0, 1} that are weakly de-
creasing in each coordinate—give the structures known as plane partitions. The asymptotics for
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the number of plane partitions of weight n was given by Wright [Wri31], although enumeration
of restricted plane partitions appears to not have been explored.

Question 7.2. What are the asymptotics for the number of plane partitions that fit in an appro-
priately scaled rectangular box?
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A. Proof of Lemma 4.3

We make use of the Euler–Maclaurin summation formula which allows us to compare a sum to
a corresponding integral with an explicit error term.

Lemma A.1. (Euler–Maclaurin Formula). Let f : [a, b] → C be a smooth function. Then

b∑
k=a

f(k) =

∫ b

a

f(x) dx+
f(a) + f(b)

2
+

f ′(b)− f ′(a)

12
−
∫ b

a

f ′′(x)
P2(x)

2
dx

where P2 is the second periodized Bernoulli polynomial

P2(x) = (x− ⌊x⌋)2 − (x− ⌊x⌋) + 1

6
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The following easy consequence of Stirling’s formula is closely related to the Wallis product.

Fact A.2. ∫ ∞

1

P2(x)

2x2
dx =

1

2
log(2π)− 11

12
.

Proof. Stirling’s formula states

N∑
k=1

log k = N(logN − 1) +
1

2
logN +

1

2
log(2π) + o(1) .

Applying Lemma A.1 to the left-hand side and taking N → ∞ completes the proof.

To prove Lemma 4.3, first note

G

(
1

ea − 1

)
=

a

ea − 1
− log(1− e−a) . (A.1)

We will set a =
∑

j∈J γj(tk)
j and will find asymptotics for each of these two terms. To simplify

notation in this section we will set

p(x) = pγ(x) =
∑
j∈J

γjx
j . (A.2)

Lemma A.3. As t → 0+ we have∑
k⩾1

p(tk)

ep(tk) − 1
= t−1

∫ ∞

0

p(x)

ep(x) − 1
dx− 1

2

(
1j∗⩾1 +

γ0

eγ0 − 1
1j∗=0

)
+ o(1) .

Proof. Set

fj(t, x) :=
dj

dxj

p(tx)

ep(tx) − 1

for j ∈ {1, 2} and

E := −f1(t, 1)

12
− 1

2

∫ ∞

1

f2(t, x)P2(x) dx .

By the Euler–Maclaurin formula (Lemma A.1) we have∑
k⩾1

p(tk)

ep(tk) − 1
=

∫ ∞

1

p(tx)

ep(tx) − 1
dx+

1

2

p(t)

ep(t) − 1
+ E

= t−1

∫ ∞

0

p(x)

ep(x) − 1
dx− 1

2

(
1j∗⩾1 +

γ0

eγ0 − 1
1j∗=0

)
+ o(1) + E .

To show E = o(1) note first that f1(t, 1) = O(t). Define g(s) := s
es−1

and compute directly that
g′ and g′′ decay exponentially as s → ∞ and are both uniformly bounded. We then see that

f2(t, x) = t2
(
g′′(p(tx))(p′(tx))2 + g′(p(tx))p′′(tx)

)
.
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Changing variables by setting s = tx we see∣∣∣∣∫ ∞

1

f2(t, x)P2(x) dx

∣∣∣∣ ⩽ t

∫ ∞

0

|g′′(p(s))(p′(s))2 + g′(p(s))p′′(s)| ds

= O(t) ,

since g′′ and g′ are uniformly bounded and decay exponentially.

Before dealing with the other term in (A.1), we need two lemmas.

Lemma A.4. We have

lim
t→0

∫ ∞

1

t2p′′(tx)

ep(tx) − 1
P2(x) dx = j∗(j∗ − 1)

∫ ∞

1

P2(x)

x2
dx .

Proof. We first claim that there is a constant M so that for all x > 0 we have

t2p′′(tx)

ep(tx) − 1
⩽

M

x2
.

Multiplying both sides by x2 and setting b = tx we need to show that the function

b2p′′(b)

ep(b) − 1

is uniformly bounded for all b > 0. For b near zero, the denominator is Ω(bj∗) and the numerator
is O(b2 · bj∗−2) = O(bj∗). This shows that the function is bounded for b in a neighborhood of 0.
Conversely, the function tends to zero as b tends to infinity, thus showing the desired inequality.

To prove the lemma, we apply the dominated convergence theorem along with the fact that
for each fixed x we have the desired limit.

By a similar argument, we see the following.

Lemma A.5. We have

lim
t→∞

∫ ∞

1

ep(tx)t2(p′(tx))2

(ep(tx) − 1)
2 P2(x) dx = j2∗

∫ ∞

1

P2(x)

x2
dx .

Lemma A.6. As t → 0+ we have∑
k⩾1

log(1− exp(−p(tk))) = t−1

∫ ∞

0

log(1− exp(−p(y))) dy − 1j∗=0

2
log(1− e−γ0)

+ 1j∗⩾1

(
j∗
2
log(2π)− 1

2
log(γj∗) +

j∗
2
log(1/t)

)
+ o(1) .
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Proof. Note that

d

dx
log
(
1− e−p(tx)

)
=

tp′(tx)

ep(tx) − 1
=: f1(t, x)

d2

dx2
log
(
1− e−p(tx)

)
=

t2p′′(tx)

ep(tx) − 1
− ep(tx)t2(p′(tx))2

(ep(tx) − 1)2

=: f2(t, x) .

By the Euler–Maclaurin formula, we then have∑
k⩾1

log(1− exp(−p(tk))) =

∫ ∞

1

log(1− exp(−p(tx))) dx+
1

2
log
(
1− e−p(t)

)
− 1

12
f1(t, 1)−

1

2

∫ ∞

1

f2(t, x)P2(x) dx .

Each piece will be dealt with separately. Write∫ ∞

1

log(1−exp(−p(tx))) dx = t−1

∫ ∞

0

log(1−exp(−p(y))) dy −
∫ 1

0

log(1−exp(−p(tx))) dx .

Note if j∗ = 0 then ∫ 1

0

log(1− exp(−p(tx))) dx = log(1− e−γ0) + o(1)

and if j∗ ⩾ 1 then∫ 1

0

log(1− exp(−p(tx))) dx =

∫ 1

0

log(p(tx)) dx+ o(1)

=

∫ 1

0

log(γj∗t
j∗xj∗) dx+ o(1)

= log(γj∗) + j∗ log t− j∗ + o(1) .

Now compute

1

2
log
(
1− e−p(t)

)
=

1j∗=0

2
log
(
1− e−γ0

)
+

1j∗⩾1

2
log(γj∗t

j∗) + o(1)

and
− 1

12
f1(t, 1) ∼ − 1

12
· j∗tγj∗t

j∗−1

γj∗t
j∗

= − j∗
12

.

Applying the previous two lemmas to deal with the P2 term finishes the proof.

Proof of Lemma 4.3. Combining (A.1) with Lemmas A.3 and A.6 completes the proof.
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