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Abstract
Physical side-channel analysis (SCA) operates on the foun-

dational assumption of access to known plaintext or ciphertext.
However, this assumption can be easily invalidated in various
scenarios, ranging from common encryption modes like Ci-
pher Block Chaining (CBC) to complex hardware implemen-
tations, where such data may be inaccessible. Blind SCA ad-
dresses this challenge by operating without the knowledge of
plaintext or ciphertext. Unfortunately, prior such approaches
have shown limited success in practical settings.

In this paper, we introduce the Deep Learning-based Blind
Side-channel Analysis (DL-BSCA) framework, which lever-
ages deep neural networks to recover secret keys in blind SCA
settings. In addition, we propose a novel labeling method,
Multi-point Cluster-based (MC) labeling, accounting for de-
pendencies between leakage variables by exploiting multiple
sample points for each variable, improving the accuracy of
trace labeling. We validate our approach across four datasets,
including symmetric key algorithms (AES and ASCON) and
a post-quantum cryptography algorithm, Kyber, with plat-
forms ranging from high-leakage 8-bit AVR XMEGA to
noisy 32-bit ARM STM32F4. Notably, previous methods
failed to recover the key on the same datasets. Furthermore,
we demonstrate the first successful blind SCA on a desyn-
chronization countermeasure enabled by DL-BSCA and MC
labeling. All experiments are validated with real-world SCA
measurements, highlighting the practicality and effectiveness
of our approach.

1 Introduction

While standard cryptographic algorithms are considered theo-
retically secure, they remain vulnerable to physical attacks,
such as side-channel analysis (SCA) [19]. In physical SCA, an
adversary observing physical leakages, such as power or elec-
tromagnetic emanation, can exploit those to learn sensitive
information like the secret key. SCA typically involves two
scenarios: non-profiled and profiled [9]. Profiled attacks, such

as template attacks [3,9], stochastic attacks [10,40], and more
recently, deep learning-based methods [23, 28], have demon-
strated remarkable effectiveness when a clone device is avail-
able. There, a training dataset is obtained from a clone device
to build a leakage profile or model. Traces from the target de-
vice (with an unknown key) but known plaintext or ciphertext
are then compared to this profiled model to extract informa-
tion about the secret key. In contrast, non-profiled attacks like
Correlation Power Analysis (CPA) [6] directly compute statis-
tical dependencies between SCA traces and an intermediate
value generated using known plaintext/ciphertext to recover
the key without requiring a profiling phase.

Physical SCAs are practical and demonstrated in real-world
settings [36]. Furthermore, deep learning-based SCAs are
becoming increasingly relevant and powerful [37]. Early
works on deep learning-based SCA focused on both pro-
filed [4, 22, 28] and non-profiled scenarios [39, 43], while
later studies extended this to more challenging settings, such
as weakly supervised attacks [45], leakage model-flexible
attacks [46], and collision attacks [42, 47]. Moreover, the
Federal Office for Information Security (BSI) in Germany
recently published a document describing the requirements
for machine learning-based SCA [7].1

A critical assumption underlying both profiled and non-
profiled attacks is that attackers have access to known data,
such as plaintext or ciphertext. This dependency on known
input or output is foundational to most SCA techniques but
is not always valid in real-world settings where access to
such data may be restricted. For example, common encryption
modes like Cipher Block Chaining (CBC) or Output Feedback
Mode (OFB) limit access to the input/output of the encryption
block, except for the initial block. These constraints present a
unique challenge for adversaries, leading to the emergence of
techniques targeting implementations where input/output data
is unknown—a scenario referred to as blind SCA [11, 21].

In blind SCA, attackers rely exclusively on side-channel

1This document is a part of the AIS 46 document (information regarding
the evaluation of cryptographic algorithms and additional information for the
evaluation of random number generators).
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Table 1: Blind SCA works with practical demonstrations.

Ref. Board Target
[21] 8-bit AVR ATMega AES-128
[11] 8-bit AVR ATMega AES-128
[32] 32-bit STM32F3 Kyber (profiled)

This work 8-bit AVR XMEGA AES-128
This work 8-bit AVR XMEGA Protected AES-128 (desynchronized)
This work 32-bit STM32F3 Kyber
This work 32-bit STM32F4 ASCON

traces, captured as the device processes confidential data tied
to the secret key, without access to plaintext or ciphertext.
This significantly complicates the attack process, making
blind SCA a compelling focus for advancing the field of side-
channel research.

Despite some advancements seen in the last few years,
most blind SCA research remains confined to simulated en-
vironments. Practical demonstrations are typically limited
to platforms such as the 8-bit AVR microcontroller [11, 21]
targeting AES-128 with no side-channel countermeasures.
These platforms are known for their exceptionally high signal-
to-noise ratio (SNR), which makes them less representative
of real-world conditions. Attempts to extend blind SCA to
countermeasures like masking have been limited to simulated
environments, as in [11]. While Ravi et al. [32] reported blind
SCA targeting Kyber on 32-bit STM32F3, it assumes a strong
adversary with access to a clone device to train classifiers re-
lated to precise knowledge of secret inputs and trace leakage
samples. Furthermore, all practical implementations tested to
date have not been hardened against SCA.

Contributions. In this paper, we address key limitations in
existing blind SCA techniques by employing a deep learning-
based approach. We demonstrate blind SCA across a broad
range of platforms, cryptographic algorithms, and desynchro-
nization countermeasures, validating all attacks with real-
world measurements and significantly advancing the practical
applicability of blind SCA. This is compared with prior works
in Table 1.

More precisely, blind SCA’s main challenge lies in inferring
labels for each measurement, as it does not rely on known
plaintext or ciphertext. We model this as a deep learning
problem with noisy labels and show that deep neural networks
(DNNs) effectively identify the underlying distribution of
these measurements, outperforming traditional techniques in
blind SCA performance.

To emphasize the real-world applicability, we consider vari-
ous cryptographic algorithms: AES - NIST Advanced Encryp-
tion Standard (AES), ASCON - NIST lightweight cryptog-
raphy standard, and Kyber - NIST post-quantum encryption
standards for key encapsulation mechanism. Moreover, we de-
ploy the implementations on various platforms, including an
ARM Cortex-M4 chip. We emphasize that ARM Cortex-M
represents the highest market share among all ARM prod-

ucts, leading with a market share of USD 6.0 billion in 2023,
projected to grow to USD 10.5 billion by 2032, , reflecting
its dominance in embedded applications and low-power de-
vices [13]. Finally, ARM Cortex-M4 is the preferred platform
for the NIST post-quantum cryptography competition and the
associated public pqm4 library [18].

The main contributions of this work are as follow:
1. We consider blind SCA as a deep learning problem

with noisy labels, formalized under the proposed Deep
Learning-based Blind Side-channel Attacks (DL-
BSCA) framework.

2. We introduce an efficient unsupervised labeling scheme
called Multi-point Cluster-based (MC) labeling for iden-
tifying labels from side-channel traces. This is the first
multivariate labeling technique proposed within the
context of blind SCA.

3. We validate our approach on three devices and four
datasets using real measurements. Unlike prior work,
which focused on low-noise simulations or 8-bit AVR
ATMEGA platforms, we demonstrate that blind SCA
is practical on various platforms. Notably, previous
methods failed to recover the key on the same datasets.

4. We present the first successful blind SCA on a desyn-
chronization countermeasure, exploiting the MC la-
beling technique to utilize multiple leakage samples also
known as points of interest (PoIs).

The source code is available on the following anonymous
repository.2

2 Background

2.1 Side-channel Attacks

Side-channel attacks (SCAs) exploit unintended physical leak-
ages from cryptographic devices, such as power consumption,
electromagnetic radiation, or timing variations, to extract sen-
sitive information like secret keys. Unlike traditional crypt-
analysis, which relies on weaknesses in cryptographic algo-
rithms, SCAs target the implementation of these algorithms.
SCAs are classified into profiled and non-profiled attacks [9].
Profiled SCAs require the attacker to have access to a clone
device to model the side-channel leakage behavior. The at-
tacker collects side-channel traces from this device while
processing known plaintext or ciphertext, building a profile
of how the device behaves under specific conditions. This
profile is then used to correlate side-channel measurements
from the target device to the secret key or other sensitive
data. Techniques ranging from template attacks [9] to deep
learning-based methods [23] are often employed in profiled
SCAs. Non-profiled SCAs, on the other hand, exploit statisti-
cal relationships between the side-channel measurements and
the cryptographic operations related to known plaintext or

2https://anonymous.4open.science/r/DL-BSCA-EFF0/
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ciphertext without needing a model of the system. As evident,
both profiled and non-profiled SCAs require access to input
plaintext or output ciphertext.

2.2 Blind Side-channel Attacks
In a blind SCA scenario, the attackers lack access to any
known data (e.g., plaintext/ciphertext) and can only use the
target device’s side-channel measurements to deduce the key.
This poses a significantly harder task than usual SCAs. We
focus on the work by Linge et al. [21] and Claiver et al. [11]
as we consider the same scenario.

Both works assume that the adversary can precisely locate
the PoIs related to targeted intermediate variables. Conse-
quently, finding PoIs is crucial as these points are used to
estimate the Hamming weights and empirical distribution.
Since accessing the plaintext/ciphertext is not possible, tech-
niques that use that knowledge cannot be used. Nevertheless,
techniques like variance analysis, along with reasonable as-
sumptions about the implementation, can be used to locate
these PoIs. Both [21] and [11] consider the framework il-
lustrated in Figure 1. This framework comprises three steps,
which are discussed below.

Computing theoretical joint distribution. Suppose m is a
public variable (plaintext or ciphertext) while y is the sensitive
intermediate variable (e.g., y = Sbox(m⊕k∗) where Sbox is a
Substitution Box, and k∗ is the secret key). Assuming that the
leakage is following Hamming weight (HW ) model, the key
observation is that the joint distributions (HW (m),HW (y))
of the public variable and the sensitive intermediate variables
are distinct for every secret key k∗. Therefore, in this step, the
theoretical joint distribution (HW (m),HW (y)) is computed
for all key candidates. This is done by iterating through all the
keys and m to count the number of times (HW (m),HW (y))
tuples appear. Then, we normalize the frequencies to obtain
a probability distribution. This can be computed beforehand
since it is independent of the measurements collected from
the device. For a clearer understanding of theoretical joint
distribution calculation for different targeted algorithms in
this work, please refer to Appendix A.

Labeling traces to obtain empirical distribution. The
goal of this step is to acquire the empirical distribution. For
that purpose, first one needs to identify a suitable PoI that
represents HW (m) and another suitable PoI that represents
HW (y). Both [21] and [11] use one PoI for each targeted
variable. Next, one needs to obtain the empirical distribution
using the selected PoIs. This is achieved by labeling the traces.
Two labeling methods are proposed in [21] and [11]. We re-
call both labeling methods: Slicing labeling [21] and Variance
Analysis (VA) labeling [11].

• Slicing labeling [21]: Linge et al. [21] decided on the
Hamming weight value based on the amplitude of the

measurements at selected PoI, which they call slicing,
thus Slicing labeling. The underlying assumption is that
if the amplitude of the consumed power at the considered
PoI is small, then the Hamming weight of the correspond-
ing intermediate value is small.
Suppose there are N number of traces to be labeled. They
first sort the traces according to their amplitude values
in ascending order. Then, it is reasonable to assign the
smallest values to the Hamming weight h = 0, then the
next smallest values to h = 1, and so on. If the targeted
variable has B bits, its corresponding Hamming weight
can take values between 0 (when all bits are 0) to B
(when all bits are 1). To assign the correct number of
traces to each Hamming weight, they fragmented the
traces based on the distribution of the Hamming weight.
The proportion of the different Hamming weight from 0
to B can be calculated using

(B
h

)
. With the assumption of

a uniform distribution for cryptographic data, among the
N traces, theoretically, ( N

2B

(B
h

)
) of them should have the

Hamming weight equal to h, 0≤ h≤B . They applied the
above for both PoIs that represent HW (m) and HW (y)
separately.

• VA labeling [11]: Similar to [21], Clavier and Rey-
naud [11] also assume the knowledge of two suitable
PoIs for HW (m) and HW (y). They proposed two lin-
ear regression methodologies to label the traces in-
stead of using slicing to label their traces. However,
the first method requires the knowledge of the inter-
mediate byte values, which is not practical because of
plaintext/ciphertext inaccessibility. Thus, we only recall
the second linear regression known as Variance Analy-
sis (VA) labeling. First, the authors assume the noisy
leakage of the sample point as ℓ = αHW (v) + β + ε

where α,β are constants to be determined, ε is the noise,
and v is the sensitive variable to be considered (i.e.,
v = m or v = y). Hence, the variance can be written as
Var(l) = α2Var(HW (v))+Var(ε). HW (v) can be con-
sidered as Binomial distribution B(B, p), with B being
the number of bits and p being the probability of hav-
ing value 1. Hence, the variance can be calculated as
B p(1− p). Since the distribution of bits 0 and 1 is uni-
form, p = 0.5, and as such, Var(HW (v)) = 0.25B . For
an 8-bit implementation, Var(HW (v)) = 2. Thus, we can
obtain α and β as follows:

α =
√
(Var(ℓ)−Var(ε))/(0.25B),

β = E(ℓ)−4α.
(1)

Then, the estimated Hamming weight will be h = ℓ−β

α
.

Comparing the empirical distribution with the theoret-
ical joint distribution. Various methodologies were pro-
posed to compare an empirical distribution with its theoretical
joint distribution. The authors in [21] considered different
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Figure 1: Blind Side-channel Analysis Framework

metric-based comparisons like χ2 distance, inner product, or
harmonic mean. Le Bouder proposed to use the maximum
likelihood criterion to compare instead [20]. The authors
in [11] compared these techniques and found that the max-
imum likelihood criterion obtained better results. Thus, we
recall the maximum likelihood criterion next.

Let (h∗m,h
∗
y) denote the true Hamming weight tuple of

(m,y), while the recovered Hamming weight tuple using la-
beling technique is (hm,hy) = (h∗m + εm,h∗y + εy) where εm
and εy are Gaussian noise with standard deviations σm and
σy, respectively. Based on the Bayes formula, the probability
of the key k given a single observation (hm,hy) is given as

Pr(k|(hm,hy)) =
Pr((hm,hy)|k) ·Pr(k)

Pr((hm,hy))
. (2)

Here, the denominator Pr((hm,hy)) is a normalization term
independent of the key, so we can ignore it. Moreover, Pr(k)
is assumed to be uniformly distributed. The probability of the
key given the set of observation ((hm,hy)i)i=1,...N is denoted
as

Pr(k|((hm,hy)i)i=1,...,N)

= Pr((hm,hy)N |k) ·Pr(k|((hm,hy)i)i=1,...,N−1).
(3)

Then, by law of total probability, we can rewrite

Pr((hm,hy)i|k)
= ∑

h∗m,h∗y

Pr((hm,hy)i|(h∗m,h∗y)) ·Pr((h∗m,h
∗
y)|k) (4)

for each i. For the second term, we use the theoretical joint dis-
tribution from before, while for the first term, we can rewrite
it as the probability of its noise, which we assume follows a
Gaussian distribution:

Pr((hm,hy)i|(h∗m,h∗y))
= Pr(εm,i = h∗m −hm,i) ·Pr(εm,i = h∗y −hy,i)

= (
1

σm
√

2π
e−

1
2 (

hm−h∗m
σm )2

) · ( 1
σy
√

2π
e−

1
2 (

hy−h∗y
σy )2

).

(5)

Attack Metrics: Using these equations, we can consider
Pr(k|((hm,hy)i)i=1,...,N) as the score. The key candidate with

the highest probability across N traces is considered the
most likely key. Formally, we sort the score in descend-
ing values and classify them into a key guessing vector
GGG = (G0, . . . ,G|K |−1) where K is the key space. Therefore,
the key candidate corresponding to G0 is the most likely key
candidate while the G|K |−1 is the least likely key candidate.
The index in GGG is the key rank. We denote the guessing en-
tropy GE as the average rank of the correct key over multiple
experiments (we average the guessing entropy over 100 exper-
iments in Section 4 for the reported results). When GE < o
for a fixed number of traces, this indicates that the secret key
is ranked in the top o key candidates on average. When the
attack guesses the secret key as the best key candidate over
all the experiments, i.e., GE = 0, NT GE denotes the smallest
number of traces required to achieve GE = 0.

In the following, we focus on the attack’s ability to recover
the secret key when GE ≤ 10. Specifically, having GE ≤ 10
indicates that the attack consistently identifies the correct key
within the top 10 candidates.3

2.3 Gaussian Mixture Model
Here, we recall the well-known clustering technique called
Gaussian Mixture Model (GMM) [5], which will be used in
our proposed labeling technique. The GMM clustering tech-
nique is a probabilistic method that assumes the data can be
represented as a combination of several Gaussian distributions.
This assumption is often valid for side-channel measurements
because the noise in these measurements can typically be
approximated by a Gaussian distribution [9].

To apply the GMM clustering method, we must first define
the number of clusters the model should generate. In our case,
this is straightforward because we know the possible Ham-
ming weights that the values of m and y can take for various
cryptographic algorithms. The GMM clustering begins by
initializing the parameters for each cluster, which include the
mean, covariance, and mixing coefficients.4 Once initialized,

3Note that while GE ≤ 10 renders the attack practical for recovering a
targeted portion of the key, it still necessitates brute-force or key enumeration
techniques for complete key recovery.

4Mixing coefficients, denoted by πl , represent the contribution of each
Gaussian distribution l to the overall mixture: p(x) = ∑

L
k=l πlN (x|µµµl ,ΣΣΣl).
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the model uses the Expectation-Maximization (EM) algo-
rithm to refine these parameters iteratively.

The EM algorithm operates in two main steps.
1. Expectation Step: Compute the probability that each

data point belongs to each Gaussian distribution, given
the current estimates of the model’s parameters.

2. Maximization Step: Update the parameters (mean, co-
variance, and mixing coefficients) to maximize the ex-
pected likelihood of the data, given these probability
estimates.

We repeat both steps until the model converges or until a spec-
ified number of iterations is reached, providing a set of pa-
rameters for the GMM clustering method to generate clusters.
We will use this approach in our proposed labeling method
described in Section 3.3.

3 Deep Learning-based Blind Side-channel
Analysis

3.1 Threat Model

We follow the same threat model as blind SCA presented in
both [21] and [11]. Adversary has no prior knowledge about
the data being processed (like plaintexts or ciphertexts) and
must solely rely on SCA measurements to infer the secret
key. This presents a considerably more challenging scenario
compared to traditional SCAs where each SCA trace has a
known plaintext or.ciphertext associated with each trace. In
addition, adversary is assumed to have knowledge of most
informative PoIs. In the following, we use the correlation
between the measurements and the actual Hamming weight
of the target variables to locate the necessary PoIs.

3.2 Methodology

Within the blind SCA framework, the main problem is to
label the traces (step 2 of Figure 1). If the traces are labeled
correctly, the attack will be successful. But if there are too
many mislabeled traces, the attack will fail. On the other hand,
DNNs have been shown to generalize unseen data, even with
mislabeled data [1]. To harness the capabilities of DNNs in
blind SCA, we propose the Deep Learning-based Blind Side-
channel Analysis (DL-BSCA) framework, as illustrated in
Figure 2. Our framework consists of the same three steps
outlined in Section 2.2. Steps 1 and 3 remain unchanged; the
modification has been introduced in Step 2. To label traces
and obtain the empirical distribution, we divide Step 2 into
two substeps:
(a) Labeling a subset of the traces and training DNN with it.
(b) Predict the labels of remaining traces using DNN to

obtain empirical distribution.

Since we work with more than one PoI, we use multivariate Gaussian distri-
butions.

Unlike the blind SCA framework, which consists of one
set of traces, DL-BSCA has two sets of traces. One set of
traces is labeled using a certain labeling technique to train the
DNN, which we denote as training traces, while the other set
of traces are passed through the trained DNN to obtain the
empirical distribution, which we call attack traces.

Since the labeling technique may result in many mislabeled
traces, the DL-BSCA can be viewed as training a DNN with
noisy labels. The issue of “noisy labels” is well-recognized
in the deep learning community [16, 41, 52].5 An interest-
ing observation for DNNs is that they tend to learn simpler
patterns first and memorize instances that do not show the
straightforward relation between input features and labels
later in training [1]. This behavior implies that the network
can capture the core data patterns from correct labeled data
early in training, even with noisy labels.

The problem of training DNNs with noisy labels is also
not completely new for SCA. In [26], Perin et al. proposed
an iterative framework to improve the percentage of correct
labels using accurately labeled traces slightly better than ran-
dom guess within the context of a horizontal attack on public
datasets.6 However, in blind SCA, determining the correct
measurement labels is highly challenging and often impracti-
cal.7 Therefore, the labeling technique we use is critical, as it
determines the number of mislabeled traces within the dataset
used for training the DNN. In this context, both Slicing label-
ing and VA labeling, which were previously proposed, can
be applied. In the following, we also propose a new labeling
method called MC labeling.

3.3 Multi-point Cluster-based Labeling

As mentioned above, the labeling technique is a key aspect
of the framework. Unlike Slicing labeling and VA labeling,
which consider only one PoI for HW (m) and HW (y) each, we
use a set of PoIs to represent better HW (m) and HW (y) when
labeling. By selecting multiple PoIs, we can better account for
noise introduced by the environment and device, as each PoI
reflects the same value for the target variable. We consider
50 PoIs for both HW (m) and HW (y). Our experiments show
that using 50 PoIs for each variable is suitable mostly because
it provides enough information for accurate clustering despite
the noise. At the same time, 50 PoIs is a manageable number
allowing us to consolidate all the information from the points
and assign a unique label to each trace.

5Noisy labels can originate from various sources, such as the complex-
ity of determining accurate labels, non-expert labeling, or even adversarial
manipulation.

6We conducted various experiments using the iterative framework pro-
posed by Perin et al. [26] within the context of DL-BSCA. However, it
yielded suboptimal results, likely due to the significantly higher number of
mislabeled traces compared to the setup in [26].

7The accurate labeling when using Slicing labeling and VA labeling on
CW datasets is only around 2%, while the setting in [26] has a dataset with
52% accuracy.
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Figure 2: DL-BSCA Framework

We refer to the selected 50 PoIs for HW (m) as PoIm and
the other selected 50 PoIs for HW (y) as PoIy. We truncate the
traces into traces with 100 sample points in total (i.e. |PoIm|+
|PoIy|= 100, where |PoIℓ| denote the number of sample points
in the set PoIℓ for ℓ= m,y).

The MC labeling can be executed in two stages: Produce
Clusters and Provide Labels.

Produce Clusters. In this step, the truncated traces with
100 sample points are given to a clustering technique. Our
technique clusters the traces considering all the target vari-
ables at once. The number of clusters is specified with the
number of bits for a target variable, B , and the number of vari-
ables considered, nb. Therefore, the number of clusters equals
(B + 1)nb . In other words, instead of clustering the traces
based on the sample points from PoIm and PoIy separately, we
cluster the traces considering both sets of sample points from
PoIm and PoIy together and cluster the traces with the same
HW (y) and HW (m) into one cluster. Figure 3 illustrates the
cluster generation step in the MC labeling process.

For example, in AES, we group traces into 81 clusters and
consider both HW (y) and HW (m) simultaneously. This is to
capture the interaction between m and y and provide a more
comprehensive view of the data, which is particularly useful
when the variables are interdependent (in the AES example,
y = Sbox(m⊕ k) is a function of m and the secret key). If
we cluster the traces based on the sample points from PoIm
and PoIy separately, we will lose information on the relation
between m and y. Therefore, we consider both PoIm and PoIy
together (a total of 100 sample points) when applying the
clustering technique.

In our work, we uses GMM as the clustering technique
as we found the most success compared to other clustering
techniques. We use the scikit-learn library when applying the

GMM for clustering. Then, we use the predict function to
obtain the clusters of traces.

Figure 3: Pictorial illustration of MC labeling step to produce
clusters.

Provide Labels. The clustering processes group traces
based on similarities, but the clusters still lack labels. Thus, we
must map each cluster C to an associated label, (Y (m)

C ,Y (y)
C ).

(Y (m)
C ,Y (y)

C ) will represent the label (HW (m),HW (y)).
We provide the label of each cluster based on the following

steps:
1. We first compute the ‘center’ of each cluster. Let CTC ∈

R|PoIm|+|PoIy| be the center of cluster C . CTC can be at-
tained by averaging each PoI of all the traces within the
cluster C . Formally, we have

CTC [i] =
1

NC

NC−1

∑
t=0

traceC [t, i] (6)

where traceC [t, i] is the ith sample point of the tth trace
from the cluster C and NC is the total number of traces
in cluster C .
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2. We split the PoIs of CTC based on PoIm and PoIy, which
we denote as CT PoIm

C and CT PoIy
C , respectively. Now, sup-

pose there are M different clusters. We define

CT PoIm [i] = {CT PoIm
C j

[i]| j ∈ {0, . . . ,M}} and

CT PoIy [i] = {CT PoIy
C j

[i]| j ∈ {0, . . . ,M}}
(7)

where CT PoIℓ
C j

[i] denote the ith sample point within the
PoIℓ portion of the center trace CTC j for ℓ= m or y.
We describe following methodology for CT PoIm to ob-
tain Y (m)

C j
for all clusters C j. The technique can be anal-

ogously applied to CT PoIy to attain Y (y)
C j

for all clusters
C j.

3. For each sample point i in PoIm, we label CT PoIm
C j

[i] of all

C j when applying the slicing labeling on the CT PoIm [i].
This yields a collection of possible labels for a CT PoIm

C j
,

one from each sample point. More precisely, for each
C j, we have |PoIm| number of possible labels. This is
depicted on the left side of Figure 4.

4. To obtain one label for the cluster, we apply the weighted
majority voting to obtain the overall label Y (m)

C j
for all

clusters C j. From the collection of possible labels, we
apply the weighted majority voting as follows:

Y m
C j

= argmaxh∈{0,...,B}(
|CT PoIm,h

C j
|(B

h

) ) (8)

with B being the number of bits for a target variable, h be-
ing the corresponding Hamming weight, and |CT PoIm,h

C j
|

being the number of sample points in CT PoIm
C j

labeled
as the Hamming weight h through slicing labeling. We
consider the weighted version because the nature of Ham-
ming weight and the slicing labeling causes an imbalance
within the collection of labels. Indeed, the proportion of
appearance of, e.g., Hamming weights 4 and 5 is higher
than the Hamming weights 0 and 8 for AES [29]. To com-
pensate for that, we assign more weight to the extreme
values of Hamming weights 0 and 8. Thus, we prevent
the more occurring Hamming weights from dominating
the decision-making process. The weights corresponding

to each Hamming weight are calculated using
(B

h

)−1
.

5. We repeat the same steps 3 and 4 for CT PoIy
C j

to obtain

Y (y)
C j

. Lastly, we set all the traces within the cluster C j to

the same label (Y (m)
C j

,Y (y)
C j

).
We illustrate steps 3 and 4 in Figure 4.
The MC labeling introduced here described attacks using

two variables m and y (e.g., AES and Kyber in Section 4).
However, the MC labeling technique can be generalized to
three or more variables, as shown for ASCON in Section 4.4.

Figure 4: Pictorial illustration of MC labeling step 3 and 4 to
provide label Y (m)

C .

The proposed MC labeling can be used directly with the pre-
viously proposed blind SCA [11,21] to label all the traces and
obtain the empirical distribution. Alternatively, MC labeling
can be combined with DL-BSCA, where MC labeling is used
to label the traces for training the DNN.

4 Experimental Setup and Results

4.1 Neural Networks and Hyperparameter
Search Space

As the hyperparameter of the neural networks will affect the
performance, we randomly sample different hyperparameters
as listed in Table 2. These ranges are chosen based on the
reported ranges in the previous works [27, 31, 51]. Moreover,
it has been shown that using regularization techniques helps to
maintain the generalization performance of neural networks
in the presence of noisy labels [1] and deep learning-based
SCA [34]. Thus, we report the results in two scenarios, one
with dropout and one without dropout regularization.

We randomly sampled 100 different models to find the best
network for each dataset considered for our experiments. We
consider two types of architectures: CNNs and MLPs, which
have been widely and successfully used in deep learning-
based SCA [28, 30, 35, 50]. When training the DNNs, we
use categorical cross-entropy. We note that when the label
is stored as a tuple i.e. (HW (m),HW (y)), transformation is
required to facilitate single-input and single-output DNN for
training. To address this, we convert the tuple to a single value
via (B +1)∗HW (m)+HW (y).

4.2 ChipWhisperer
ChipWhisperer (CW) dataset provides measurements of an
unprotected AES software implementation running on an
8-bit XMEGA mounted on a ChipWhisperer CW308 UFO
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Table 2: Hyperparameters search space of MLP and CNN

Hyperparameters Range

Dense layers

Number of neurons [10, 30, 50, 70, 90, 120, 150, 200, 250, 300, 400, 500]
Number of layers [2, 8], step = 1

Convolution layers

Number of layers [2,4], step = 1
Number of neurons [50,100,150,200,300,400,500]
Number of kernels [4,20], step = 2
First layer’s filter size [4,8,12,16,24]
ith layer filter size ((i−1)th f ilter_size)2

Pooling “Average”, “Max”
stride [2,10], step = 2
Pooling size and stride [4,10], step = 2

Learning hyperparameters

Weight initialization “random_uniform”, “he_uniform”, “glorot_uniform”
Activation function “relu”, “selu”, “elu”, “tanh”
Batch size [128,256,512]
Learning rate [1e−3,5e−4,1e−4,5e−5,1e−5]
Optimizer Adam
Dropout rate 0.5
Epochs ChipWhisperer: 100, Kyber and Ascon: 25

board [25]. This dataset has been used in previous works [48,
49].

Attack Point. For AES, the attack point for the DL-BSCA
is the Sbox output of the first round, as it represents the non-
linear part of the algorithm. Consequently, the two interesting
variables to build the joint distribution in the AES primitive
are the plaintext, m, and the Sbox output, y = Sbox(m⊕ k∗).
Using these two variables, we estimate the joint distribution
of (HW (m),HW (y)) to carry out the attack on AES.

Dataset. The dataset consists of 10,000 traces with fixed
key. Each trace includes 5,000 sample points. We use 8,000
traces for labeling and training the DNN and 2,000 for the
attack. The reported values for the guessing entropy are the av-
erage values over repeating the attack 100 times using 1,700
random traces from the attack set.8

Experimental Results for the CW Dataset. First, we ap-
plied the method from Linge et al. [21] and Clavier and Rey-
naud [11] on the CW dataset and could not recover the secret
key despite the relatively high SNR (see Figure 5). This shows
previous attacks are not necessarily practical even with higher
SNR. We also applied MC labeling on its own without using
DNN and observed that the secret key could not be retrieved.

Then, we employ the DL-BSCA framework with various
architectures with or without dropout and different labeling

8Guessing entropy measures the average rank of the key across multiple
attacks. Since the attack set has limited traces, we randomly select a portion of
these traces for each attack iteration. This approach helps make the results less
dependent on specific traces and more reflective of realistic attack scenarios.

Figure 5: Guessing Entropy on CW dataset using classical
blind SCA framework without DNN.

Without DNN CNN MLP

Linge et al. [21] GE = 218 − −
Clavier & Reynaud [11] GE = 223 − −
MC labeling GE = 79 − −

DNN + Slicing - GE = 7.11 1475

DNN + Slicing + Dropout - GE = 6.14 GE = 0.14

DNN + VA - GE = 7.13 901

DNN + VA + Dropout - GE = 7.24 GE = 8.21

DNN + MC - GE = 3.05 GE = 15.05

DNN + MC + Dropout - GE = 1 1455

Table 3: Performance for the CW dataset. We highlight suc-
cessful attacks in blue (i.e., either GE ≤ 10 or NT GE when
GE = 0).

techniques. Table 3 provides the overall NT GE and GE ob-
tained in the various tested scenarios. Figures 6 and 7 illustrate
GE for MLP and CNN, respectively. We observe that when
using the DL-BSCA framework, GE converges below 10 for
all cases except for the CNN with MC labeling. This shows
the effectiveness of DL-BSCA compared to previous works.
In fact, we can obtain GE = 0 in some instances, where at
least one scenario for each labeling technique when used with
DNN. The best results are obtained when we apply DL-BSCA
with VA labeling; we achieve NT GE values of 901.

4.3 Kyber

CRYSTAL-Kyber is the standard for Key Encapsulation
Mechanism (KEM), which NIST selected for Post Quantum
Cryptographic (PQC) applications. We briefly introduce key
parameters and components of the Kyber algorithm, which are
essential for understanding our attack. For more information,
please refer to [2].

The Kyber KEM has three procedures for a full key ex-
change between two parties. The first party generates the
secret key and public key pair, (pk,sk), using the KeyGen()

8



Figure 6: Guessing Entropy for the CW dataset with CNN.

Figure 7: Guessing Entropy for the CW dataset with MLP.

procedure. The secret key is a k-dimension vector of polyno-
mials, which are elements of the ring Zq[X ]/(Xn+1). Kyber’s
security level is therefore determined by parameters k, n, and
q. In this work, we focus on security level 3, also known as
Kyber768, where the parameters are set as k = 3, n= 256, and
q = 3329. Subsequently, the second party employs the public
key to encrypt a message through the procedure referred to as
Encapsulation(pk). Finally, the first party utilizes its secret
key to decrypt the received ciphertext and extract the origi-
nal message via Decapsulation(sk,c). In this work, we focus

Algorithm 1 Kyber.CPAPKE.Dec(sk,c): decryption

Input: Secret key sk ∈ B12·k·n/8

Input: Ciphertext c ∈ Bdu·k·n/8+dv·n/8

Output: Message m ∈ B32

1: u := Decompressq(Decodedu(c),du)
2: v := Decompressq(Decodedv(c+du · k ·n/8),dv)
3: ŝ := Decode12(sk)
4: m :=Encode1

(
Compressq

(
v−NTT−1 (ŝT ◦NTT(u)

)
,1
))

5: return m

on acquiring the secret key from the Decapsulation(sk,c)
procedure. Algorithm 1 shows the decryption steps in the

Decapsulation(sk,c) procedure of Kyber. We target the op-
eration in line 4 of the algorithm, which is highlighted in
red.

Attack Point. In line 4 of Algorithm 1, the secret key in
the Number Theoretic Transform (NTT) domain, ŝT , is mul-
tiplied with the ciphertext u in the NTT domain, to decrypt
the message. The NTT is a specialized variant of the Discrete
Fourier Transform that operates over finite fields. Transferring
the polynomials into the NTT domain provides an efficient
way of multiplying them(linear time instead of quadratic time
complexity). When converting the polynomials to the NTT
domain, the roots of unity of the polynomials are needed. Us-
ing NTT transform, a polynomial of degree 255 converts into
128 polynomials of degree one.9 Eq. (9) shows the expres-
sion of the polynomial a(x) = a0+a1x+ . . .+an−1xn−1, with
n = 256, in the NTT domain. As one can see, each degree one
polynomial in the NTT domain has two coefficients.

NTT(a) = a0 +a1x,a2 +a3x, . . . ,a254 +a255x. (9)

The forms of the ciphertext u and secret key s are the same
as Eq. (9) in the NTT domain. In the case of Kyber, with
the incomplete transform of the polynomials to the NTT do-
main, we need to use pair-pointwise multiplication to compute
the polynomial multiplication. With pair-pointwise multipli-
cation, the coefficients of the deciphered message can be
obtained using the coefficients of u and s as follows:

m0 = s0u1 + s1u0

m1 = s0u0 + s1u1ζ,
(10)

where s0 and s1, and u0 and u1 are coefficients of first poly-
nomials of s and u in the NTT domain, respectively. ζ is the
root of unity corresponding to the first polynomials.

We consider the attack point for Kyber with m = u0 and
y = s0u0 (highlighted in red in Eq. (10)). These points
are chosen because s0u0 involves multiplication of the se-
cret key coefficients with those of different ciphertexts, and
u0 is the public variable. The theoretical joint distribution
(HW (m),HW (y)) for two Kyber secret key coefficients dif-
fers (see Appendix B). Thus, we can compare the empirical
joint distribution of m = u0 and y = s0u0 with the theoretical
ones to recover the secret key coefficient, s0.

Dataset. The dataset is similar to the one from [32]. It
is based on the reference implementation of Kyber KEM
taken from pqm4 [17] library. This library is a benchmark-
ing and testing framework for PQC schemes on the 32-bit
ARM Cortex-M4 microcontroller. The library is also a NIST

9This is called an incomplete NTT.
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Without DNN CNN MLP

Linge et al. [21] GE = 1242 − −
Clavier & Reynaud [11] GE = 2415 − −
MC labeling GE = 1146 − −

DNN + Slicing − GE = 165 GE = 255

DNN + Slicing + Dropout − GE = 57 GE = 58

DNN + VA − GE = 2369 GE = 1372

DNN + VA + Dropout − GE = 2356 GE = 1143

DNN + MC − GE = 2.01 GE = 9.2

DNN + MC + Dropout − GE = 8.04 GE = 16.2

Table 4: Performance for the Kyber dataset. We highlight
successful attacks in blue (i.e., either GE ≤ 10 or NT GE
when GE = 0).

recommended optimization target for embedded software im-
plementations. The traces are captured from an STM32F3 mi-
crocontroller running at 7.372 MHz when using a ChipWhis-
perer CW308 setup [25]. Measurements are collected with
a Lecroy 610Zi oscilloscope at a sampling rate of 500×106

samples per second. We captured 100,000 traces with fixed
secret key. In the original dataset, each trace involves 50,000
time samples. To reduce the number of samples in the dataset,
we used the window resampling technique from [28], which
was shown to be effective in previous works. The final traces
after window resampling have 10,000 samples each. We use
80,000 traces for labeling and training the neural network,
and the remaining 20,000 traces are used to compute the
empirical distribution. The reported values for the guessing
entropy are the average values over repeating the attack 100
times using 5,000 random traces from the attack set.

Experimental Results on Kyber. We first tried the classical
blind SCA with various labeling techniques without using
DNN. We could not recover any of the keys in these settings
(reported in Table 4). Next, we run experiments with various
scenarios of DL-BSCA and record the performance in Table 4.
Figures 8 and 9 provide the performance results for CNN
and MLP, respectively. We observe that only MC labeling
with DNN could bring GE to values smaller than 10. This
shows that with the Kyber dataset, MC labeling gains great
performance.

4.4 ASCON

ASCON is both CEASAR and NIST lightweight cryptography
competition winner, currently being standardized for broad
public use [14]. It is an authenticated encryption algorithm
based on sponge construction. ASCON encrypts a message to
maintain its confidentiality while also providing integrity by
attaching a tag to the encrypted message and associated data.
ASCON has four inputs: plaintext P, associated data A, nonce
N, and a key K. It then outputs the authenticated ciphertext C

Figure 8: Guessing Entropy for the Kyber dataset using CNN
models.

Figure 9: Guessing Entropy for the Kyber dataset using MLP
models.

and an authentication tag T . The algorithm has four operation
phases. They are initialization, associated data processing,
plaintext processing during encryption (resp. ciphertext pro-
cessing during decryption), and finalization. The input of the
initialization phase is a 320 bits state that can be written as
five 64 bit words X0 to X4 with X0 being the initialization
value constant IV , X1 and X2 consisting of the 128 bits se-
cret key k, and lastly, X3 and X4 being another 128 bits fresh
nonce N. The permutation round function of ASCON consists
of three parts: addition of the round constants, application of
5-bit nonlinear Sbox in a column-wise manner (see blue com-
ponent in Figure 10), and a linear diffusion layer. Figure 10
provides the visualization of the first round substitution and
where the variables are located.

This work considers the Sbox output of the first round of the
permutation as the attack point. Similar to [33], we consider
the leakage from the first 8 bits of Y4. After substituting the
IV, key, and nonce, we have:

y = k1&(255⊕ IV0 ⊕m0)⊕m0 ⊕m1, (11)

where IV0 is the first 8 bits constants from X0 block (in green
block of Figure 10), while m0,m1 are nonces from the X3 and
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Figure 10: ASCON Substitution Layer: Sbox operation takes
in 5 bits input in a column-wise manner, one bit from each
word Xi and outputs 5 bits output with one bit from each
word Yi (highlighted in blue). The green block corresponds
to the 8 bits of IV used to compute the leakage. The attack
points used in our DL-BSCA are highlighted in red. Each red
block corresponds to 8 bits in the state. The orange block k1
corresponds to the 8 bits key we are trying to recover.

Without DNN CNN MLP

Linge et al. [21] GE = 77 − −
Clavier & Reynaud [11] GE = 77 − −
MC GE = 45 − −

DNN + Slicing − GE = 81 GE = 49

DNN + Slicing + Dropout − GE = 12.5 GE = 51

DNN + VA − GE = 48 GE = 54

DNN + VA + Dropout − GE = 11.5 GE = 18

DNN + MC (50 PoIs each) − GE = 2 GE = 39

DNN + MC (50 PoIs each) + Dropout − GE = 19.5 GE = 32

DNN + MC (7 PoIs each) − GE = 5.7 GE = 3.5

DNN + MC (7 PoIs each) + Dropout − GE = 4 GE = 0.64

Table 5: Performance for the ASCON dataset. We highlight
successful attacks in blue (i.e. either GE ≤ 10 or NT GE when
GE = 0).

X4 block in the input. Lastly, k1 is the 8 bit key we are trying
to recover (orange block in Figure 10 on the X1 block). As
seen from eq 11, for ASCON, there are three variables for
the attack point instead of two. Therefore, we consider both
parts of the nonce and the Sbox output in the joint distribu-
tion, i.e., (HW (m0),HW (m1),HW (y)), for both theoretical
and empirical.

Dataset. The ASCON dataset is a public dataset obtained
from [44]. Traces are captured using a ChipWhisperer Lite
board and an 8-bit precision oscilloscope connected to the
STM32F4 target. The target microcontroller is a 32-bit plat-
form operating at a default clock frequency of 7.37 MHz.
The traces are recorded to include power samples only from
the first round of the initialization permutation of the un-
protected software implementations. The dataset consists
of 200,000 traces, each containing 772 samples. The last
100,000 traces are collected using fixed keys, and we only
use them. The 80,000 traces are used as training, while the re-
maining 20,000 are used as attack traces. The reported values
for the guessing entropy are the average values over repeating
the attack 100 times using 5,000 traces randomly picked from
the attack set.

Figure 11: Guessing Entropy for the ASCON dataset using
CNN models.

Figure 12: Guessing Entropy for the ASCON dataset using
MLP models.

Experimental Results for ASCON. Applying DL-BSCA
on ASCON implementation is interesting because we need
to extend the framework for three variables: both half of the
nonce m0 and m1, and the Sbox output y4. As mentioned ear-
lier, the theoretical and empirical joint distributions should
also include HW of these three variables, and the labeling
method should apply to all three. Slicing labeling and VA
labeling can be trivially extended by considering one more
PoI. As for MC labeling, since these three variables are in
bytes (8 bits), the number of clusters that the GMM cluster-
ing technique generates is (B + 1)3 = (8+ 1)3 = 729. The
difference in the case of three variables compared to two vari-
ables is that we provide PoIs for all three variables at once to
GMM clustering technique, and the CTC is divided into three
portions CT

PoIm0
C , CT

PoIm1
C , and CT PoIy

C after clustering. The
rest of the technique remains the same as described earlier in
Section 3.3.

We applied both methodologies from [21] and [11] but
were unable to recover the secret key practically (see Table 5).
Thus, we will focus exclusively on scenarios using DL-BSCA.
We run experiments for the various settings of DL-BSCA and
show the results in Table 5, and Figures 11 and 12. We could
not recover the secret key except for CNN combined with
MC labeling when using DL-BSCA. This poor performance
could be due to the leakage of y, m0, and m1 overlapping in
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Without DNN CNN MLP

Linge et al. [21] GE = 67 − −
Clavier & Reynaud [11] GE = 208 − −
MC labeling GE = 55 − −

DNN + Slicing − GE = 45 GE = 20.5

DNN + Slicing + Dropout − GE = 41 GE = 19.5

DNN + VA − GE = 186 GE = 209

DNN + VA + Dropout − GE = 198 GE = 128

DNN + MC − GE = 2.4 GE = 3.5

DNN + MC + Dropout − GE = 2.1 GE = 1.41

Table 6: Performance for the desynchronized CW dataset. We
highlight successful attacks in blue (i.e., either GE ≤ 10 or
NT GE when GE = 0).

multiple sample points, resulting in much more mislabeled
traces (see Figure 16 of Appendix C). This will result in very
similar labels between y, m0 and m1 when labeling all their
CT PoIℓ

C j
[i] in step 4 of the MC labeling. Therefore, it resulted

in more mislabeled traces. To confirm this, we select 7 sample
points for each leakage with the highest correlation to their
corresponding leakages with minor overlap. We observe that
GE decreases to under 10 for both CNN and MLP with and
without dropout when we use MC labeling. This observation
shows that one should consider non-overlapping PoIs when
using MC labeling with DL-BSCA for key recovery. Overall,
the performance improves significantly when using the DL-
BSCA framework instead of just the BSCA framework.

5 Targeting Countermeasures

Experimental Results on Desynchronized CW Dataset.
Previous blind SCA approaches selected a single PoI for each
variable. Naturally, a hiding countermeasure like desynchro-
nization, which hampers the alignment of the traces, prevents
an adversary from selecting a single relevant PoI. Thus, pre-
vious blind SCA methods were never applied to desynchro-
nization (or other hiding) countermeasures. The proposed DL-
BSCA framework considers 50 PoIs per variable. Moreover,
the ability of DNN to handle desynchronization is already
demonstrated in prior works [8, 15, 50].

Our desynchronized dataset is derived by applying random
desynchronization of up to 10 samples (in either direction)
to the CW dataset. We use 8,000 training traces and 2,000
attack traces. The results are averaged over 100 experiments
using 1,700 random attack traces. Then, we run the experi-
ments for the different settings with DL-BSCA. The results
are provided in Table 6, and illustrated in Figures 13 and 14.
As before, without using DNN, we are unable to recover the
secret key. Furthermore, with both Slicing and VA labeling
GE > 10. We can obtain GE < 4 in scenarios when using
DL-BSCA with MC labeling. This shows the effectiveness of

Figure 13: Guessing Entropy for the CW dataset protected
with desynchronization using CNN models.

Figure 14: Guessing Entropy for the CW dataset protected
with desynchronization using MLP models.

MC labeling with the DL-BSCA framework in recovering the
secret key, even when desynchronization is used to protect
the dataset. In fact, this is the first time that a viable attack on
a desynchronized target is demonstrated in the realm of blind
SCA, which was previously considered impossible.

Masking Previous works analyze masking in a weak set-
ting [11,12]. Moreover, all blind SCA on masking are reported
in a simulated setting. Naive application of the DL-BSCA
framework to masked implementations is not feasible. The
randomized shares obscure the original leakage values, ren-
dering it impossible to produce informative labels essential
for training the DNN within DL-BSCA. Therefore, attacking
the masked implementation in a practical setting remains an
open problem that is left for future work.

6 Related Work

The blind SCA framework was first introduced by Linge et
al. [21], which also proposed first labeling technique, slicing.
Later, Clavier and Reynaud [11] proposed another labeling
technique called VA labeling that leveraged variance analysis
for Hamming weight estimation. This attack was practically
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demonstrated on an 8-bit AVR microcontroller (Arduino Uno)
with a high signal-to-noise ratio running an unprotected AES
implementation.

Blind SCAs are also explored on popular SCA counter-
measures, called masking, in [11] and [12]. Clavier and Rey-
naud [11] assume the same mask is used for the input and out-
put bytes, whereas [12] extends the attack to scenarios where
masks are reused across rounds but applied uniformly to all
bytes within a single round. However, these settings represent
weak masking schemes, as mask reuse is generally consid-
ered poor practice in secure implementations. Both studies
were validated only in simulated environments, highlighting
the complexity of attacking protected implementations with
blind SCA (although [11] includes a practical demonstration,
it relies on known plaintext, making it incompatible with the
blind SCA). Moreover, all the aforementioned blind SCA ap-
proaches only exploit one single PoI. As a result, these meth-
ods are not inherently effective against hiding countermea-
sures such as desynchronization, which introduce additional
challenges by obscuring the leakage’s temporal alignment.

Recently, Ravi et al. [32] demonstrated blind SCA on a
newly standardized PQC algorithm, Kyber, making it the first
blind SCA on public key cryptosystem. The attack targets
the decapsulation procedure where the secret key is manip-
ulated. The work was validated on the STM32F3 platform
but required access to a clone device. Access to clone device
was required to train Random Forest classifiers related to pre-
cise knowledge of secret inputs and precise PoI selection. In
other words, although the attacker only requires side-channel
traces without knowledge of input ciphertexts during the at-
tack phase, the adversary still needs knowledge of secret and
known inputs from the clone device to train the Random
Forest classifier, which may not be a realistic assumption in
practice.

Separately, blind SCAs have also been investigated on other
cryptographic scheme, namely on authenticated encryption
with associated data (AEAD). The works [24, 38] proposed
theoretical blind SCA targeting the LFSR-based counter, on
Elephant and Sparkle. Both of these are validated solely in
simulated environment.

In contrast, the methods proposed in this paper address the
major limitations of existing blind SCA by leveraging deep
learning. Table 7 compares our work with [11, 21].10 Our ap-
proach successfully demonstrates blind SCA on a wide range
of platforms, cryptographic algorithms, and countermeasures,
validated through real-world experiments. This significantly
enhances the practical applicability of blind SCA.

10Other works are excluded from comparison as they were either simula-
tions only or fully profiled.

CW CW (desync) Kyber ASCON

Linge et al. [21] ××× ××× ××× ×××
Clavier & Reynaud [11] ××× ××× ××× ×××

MLP + MC ××× ✓ ✓ ✓

MLP + MC + Dropout ✓ ✓ ××× ✓

CNN + MC ✓ ✓ ✓ ✓

CNN + MC + Dropout ✓ ✓ ✓ ✓

Table 7: Comparison of proposed results on different
datasets/devices with prior works. We highlight successful
attacks in ✓ and fail attacks in ×××.

7 Conclusions and Future Work

This work proposes DL-BSCA, a novel framework for deep
learning-based blind side-channel analysis. DL-BSCA har-
nesses the power of deep learning to effectively handle noisy
datasets, addressing key challenges in blind SCA. Unlike
prior works that focused on simulated environments or high-
leakage devices, we demonstrate successful attacks across
diverse platforms, validating our approach on four datasets
of real measurements from symmetric key and post-quantum
cryptography algorithms. Another key innovation in our work
is the MC labeling method, which improves trace labeling by
considering dependencies between secret and public variables.
This approach outperforms prior techniques, particularly in
scenarios where leakage points do not overlap, as evidenced
by our results on AES and Kyber datasets. Moreover, we
report the first successful blind SCA on hiding countermea-
sures like desynchronization, showcasing the versatility of
the DL-BSCA framework.

Despite these advances, open challenges remain. Could
blind SCA be extended to effectively target masked implemen-
tations? Previous works consider weak masking and experi-
ment with simulated traces only. Existing studies, including
ours, assume adversaries can locate points of interest (PoIs).
Addressing these limitations would significantly broaden the
applicability of blind SCA, paving the way for more robust
evaluations of cryptographic implementations.

8 Ethical Considerations

This paper proposes a new deep learning-based blind side-
channel attack framework that enables to break protected
cryptographic implementations even when no access to plain-
text/ciphertext is available. Our objective is to identify vul-
nerabilities to improve the security of cryptographic imple-
mentations rather than exploiting weaknesses. We do not use
live systems or violate terms of service and to the best of our
knowledge we follow all laws. Our research does not con-
tain elements that could potentially negatively impact team
members. The results of our research are shared with relevant
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evaluation labs.

9 Open Science Policy

We open-source our code in an anonymous repository with
the link included in the submission. Our research results are
available to the public. All used datasets are publicly avail-
able.
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A Algorithms for Joint Distribution Calcula-
tion

Algorithm 2 to 4 show how to calculate the theoretical joint
distributions for the different cryptographic algorithms we
attacked in this work. The difference in these algorithms
stems from the difference in the targeted variables and the
cryptography algorithms’ nature. It even results in different
dimensions (three dimensions) in the case of ASCON (look
Algorithm 4).

Algorithm 2 (HW (m),HW (y)) Joint Distribution Calcula-
tion for AES

1: for fixed k, k ∈ {0, . . . ,255} do
2: for each m, m ∈ {0, . . . ,255} do
3: Calculate y = Sbox(k⊕m)
4: Calculate HW (m) and HW (y)
5: Record occurrence of (HW (m),HW (y)) tuple
6: end for
7: Count the frequency of each tuple (HW (m),HW (y))
8: Dividing by the total number of observations
9: Save values obtained in line 8 as expected theoretical

joint distribution while using key k to be used later
10: end for

Algorithm 3 (HW (u0),HW (w0)) Joint Distribution Calcula-
tion for Kyber

1: for fixed s0, s0 ∈ {0, . . . ,q} (With q = 3329) do
2: for each u0, u0 ∈ {− q

2 , . . . ,
q
2} do

3: Calculate w0 = reduced(u0.s0)
4: Calculate HW (u0) and HW (w0)
5: Record occurrence of (HW (u0),HW (w0)) tuple
6: end for
7: Count the frequency of each tuple

(HW (u0),HW (w0))
8: Divide by the total number of observations
9: Save values obtained in line 8 as expected theoretical

joint distribution while using key s0 to be used later
10: end for

B Visualization of theoretical joint distribution
for Kyber

The theoretical joint distribution (HW (m),HW (y)) for two
Kyber secret key coefficients differs. For example, the theo-
retical joint distribution for the secret key coefficient s0 = 52
differs significantly from the theoretical joint distribution for
s0 = 2056 as shown in Figure 15. This means we can compare
the empirical joint distribution of m = u0 and y = s0u0 with
the theoretical ones to recover the secret key coefficient, s0.

Algorithm 4 (HW (m1),HW (m2),HW (y) Joint Distribution
Calculation for Ascon

1: Set the initial vector iv = [128,64,12,6,0,0,0,0]
2: for for each fixed k, k ∈ {0, . . . ,255} do
3: for each m1, m1 ∈ {0, . . . ,255} do
4: for each m2, m2 ∈ {0, . . . ,255} do
5: Calculate y= k1&(255⊕IV0⊕m0)⊕m0⊕m1
6: Calculate HW (m1), HW (m2), HW (y)
7: Record occurrence of triple

(HW (m1),HW (m2),HW (y)
8: end for
9: end for

10: Count the frequency of each triple
(HW (m1),HW (m2),HW (y)

11: Divide by the total number of observations
12: Save values obtained in line 8 as expected theoretical

joint distribution while using key k to be used later
13: end for

Figure 15: Two theoretical joint distribution of
(HW (m),HW (y)) considering two different secret key
in Kyber.

C Correlation Analysis for ASCON

Figure 16 shows the correlation analysis of the variables in-
volved in the attack with the traces.

Figure 16: Correlation of various leakage for the ASCON
dataset.

As it can be seen, some points with high correlation for y are
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overlapped with m0 or m1. Examples are points around sample
200 and 500. Since the MC algorithm uses all the PoIs to
decide about the HW of all three variables simultaneously, this
overlapping can confuse the clustering technique, resulting in
more mislabeled traces.
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