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Abstract. Lattice-based cryptography typically uses lattices with spe-
cial properties to improve efficiency. We show how blockwise reduction
can exploit lattices with special geometric properties, effectively reduc-
ing the required blocksize to solve the shortest vector problem to half
of the lattice’s rank, and in the case of the hypercubic lattice Zn, fur-
ther relaxing the approximation factor of blocks to

√
2. We study both

provable algorithms and the heuristic well-known primal attack, in the
case where the lattice has a first minimum that is almost as short as
that of the hypercubic lattice Zn. Remarkably, these near-hypercubic
lattices cover Falcon and most concrete instances of the NTRU cryp-
tosystem: this is the first provable result showing that breaking NTRU
lattices can be reduced to finding shortest lattice vectors in halved di-
mension, thereby providing a positive response to a conjecture of Gama,
Howgrave-Graham and Nguyen at Eurocrypt 2006. Yet, the best pri-
mal attack on NTRU heuristically decreases the 1/2 provable dimension
reduction factor to 4/9.
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1 Introduction

Lattice-based cryptography has emerged as the main alternative to classical pub-
lic key cryptography based on factoring and discrete logarithm: it can provide
resistance to quantum computers and offer new functionalities such as fully-
homomorphic encryption. However, for efficiency reasons, the lattices used in
concrete cryptosystems are usually not random lattices: they have special prop-
erties, to improve keysize and/or speed up operations and/or enable extra oper-
ations. For instance, all the lattices used in NIST’s new post-quantum standards
are special: module lattices for Kyber [6] and Dilithium [18], and NTRU lattices
for Falcon [24]. Recently, even hypercubic lattices [47], which are simply rotations
of Zn, have been proposed in [22,19,7] as the basis of concrete cryptosystems,
with Hawk [19] being submitted to the new NIST call for post-quantum signa-
tures.

Accordingly, it is crucial to understand if these special properties make the
underlying lattice problems easier to solve, and if so, by how much. In the case
of module lattices, this remains very much an open problem, except for the



case of ideal lattices, for which better algorithms have been found [15,42,8]. For
NTRU lattices, it is also an open problem: in fact, Gama, Howgrave-Graham
and Nguyen [26] conjectured at Eurocrypt 2006 that the reduction of a 2n-
dimensional NTRU lattice could be reduced to that of an αn-dimensional lattice
for some α < 2. The hypercubic lattice Zn was first studied by Szydlo [47]
twenty years ago, but it was only shown very recently to be significantly easier
to reduce than generic lattices: one can recover an orthonormal basis of Zn

in time 2n/2+o(n) using the algorithm of Bennett, Ganju, Peetathawatchai and
Stephens-Davidowitz3 [7], or, as shown by Ducas [17] by using polynomially
many calls to an oracle for the shortest vector problem (SVP) in dimension n/2,
which also leads to an asymptotic running time of 2n/2+o(n). In other words,
solving SVP for Zn can be reduced to solving SVP in dimension n/2.

Our results. We introduce a new blockwise reduction algorithm, which is a
variant of Ducas’s algorithm [17], itself a variant of Gama-Nguyen’s slide reduc-
tion [27]. The differences with Ducas’s approach are twofold.

First, our algorithm is more general, as it is not restricted to Zn: it also
applies to any lattice L such that the product of its first minimum with that
of its dual lattice is small, namely λ1(L)λ1(L

×) < 1 − 1
poly(n) , where λ1(·) and

L× denote respectively the first minimum and the dual lattice. This condition is
typically not satisfied for a generic lattice: Minkowski’s inequality only implies
that λ1(L)λ1(L

×) = O(n). But it turns out to be satisfied by most instantia-
tions of NTRU, because the symplectic property of NTRU uncovered by Gama
et al. [26] implies that λ1(L)λ1(L

×) = λ1(L)
2/q where q is the small modu-

lus of the NTRU cryptosystem, and also equal to vol(L)2/rank(L). In the recent
NTRU-HPS submission [12] to NIST, we have λ1(L)

2/q < 1/2 for all three pa-
rameter sets proposed, due to the absence of decryption failures. For the original
NTRU [31] from the 90s and for Falcon [24], this does not hold but can be taken
care of by a mild heuristic assumption on the projection of secret vectors over
random subspaces related to lattice reduction: similar yet stronger assumptions
were made and checked in the context of lattice enumeration [29]. Thus, we show
that for the NTRU-HPS submission [12], one can provably find a non-zero lattice
vector at least as short as the secret key, by solving the shortest vector problem
in a lattice of halved dimension. This is the first rigorous result showing that an
NTRU lattice can be solved by working with SVP oracles in a smaller dimen-
sion than what is required for a generic lattice. It should not be confused with
heuristic security estimates where the blocksize required to break the underlying
system is heuristically estimated to be a fraction of the lattice dimension.

Second, our algorithm improves that of Ducas in the case of Zn. Ducas re-
quired an exact or nearly-exact algorithm for SVP in dimension n/2, whereas our
algorithm can tolerate an approximate-SVP algorithm in dimension n/2 with an
approximation factor essentially

√
2. Intuitively, a factor

√
2 should make the

problem easier, and the SVP challenges [44] suggest that the problem is easier

3 Note that the semi-stable variant of their algorithm [7, Cor. 5.5] also applies to
NTRU lattices.
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in practice. Eisenbrand and Venzin [23] note that the best sieving algorithms
give a provable 20.802n+o(n)-runtime algorithm for O(1) approximations of the
shortest vector, although the constant is larger than

√
2. There is currently no

theoretical evidence that approximating SVP to within
√
2 is easier than solving

exact SVP, but if ever it is strictly easier, such as solvable in time 2αn+o(n) for
some α < 1, we would immediately obtain an exponentially faster algorithm for
the Zn-Lattice Isomorphism Problem (Z-LIP), running in time 2αn/2+o(n).

Finally, we compare the performances of our provable algorithms with heuris-
tic estimates provided by the so-called primal attack [5]. In the case of Zn, this
was done by [19], where the authors state without giving many details that
a blocksize of n/2 + o(n) is heuristically sufficient to recover a shortest vec-
tor. We show more generally that for any n-dimensional lattice L such that
λ1(L) = O(vol(L)1/n), the primal attack heuristically recovers a shortest lattice
vector using a blocksize n/2 + Θ(n/ log n): this result applies to both Zn and
NTRU lattices. For these lattices, there are actually multiple shortest vectors,
even a linear number: somewhat surprisingly, we show that the heuristic asymp-
totical blocksize required by the primal attack remains n/2 + Θ(n/ log n), even
though in practice, it is somewhat easier.

However, in the case of NTRU, there is a twist, due to the existence of q-
vectors, which have a single non-zero coordinate (equal to q). If we ignore these q-
vectors, then the heuristic asymptotical blocksize required by the primal attack is
n/2+Θ(n/ log n). But if we take into account the fact, for a given blocksize, these
q-vectors yield better reduced bases, then the heuristic asymptotical blocksize
required by the primal attack on NTRU is reduced to 4n/9 +Θ(n/ log n). This
means that in the case of NTRU, unlike Zn, there is a noticeable difference
between the best theoretical algorithm and the best heuristic algorithm. We
note that Bernstein [9] also proposed an asymptotical analysis of the heuristic
primal attack on a q-ary lattice containing one very short vector: applied to
NTRU, his analysis also gives a heuristic blocksize 4n/9, but it does not take
into account multiple short vectors.

Technical overview. Our algorithm differs from Ducas’s algorithm in two
main aspects. First, we distinguish the primal and the dual lattice. Second, we
change the termination condition: instead of densifying a certain sublattice until
it becomes hypercubic, we check whether our current primal and dual sublattices
include a shortest vector.

Ducas’s analysis [17] is based on a surprising upper bound
√
1− 1/n on the

first minimum of projections of Zn over certain subspaces. This upper bound is
tight when the subspace is a hyperplane corresponding to the dual root lattice
A×

n−1. However, we show that the upper bound can be improved for certain lower-
dimensional subspaces, which might be of independent interest, and allows us to
relax the SVP oracle to an approximate-SVP oracle with factor essentially

√
2.

More precisely, it is well-known that the expectation of the squared norm of the
projection of a unit vector onto a k-dimensional random subspace of Rn is k/n.
We show that the expectation of the squared norm of the projection of a random
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element of a fixed orthonormal basis of Rn onto a fixed k-dimensional subspace
is also k/n. This allows us to replace the bound

√
1− 1/n by essentially

√
1/2

when k ≈ n/2.
Our analysis of the primal attack [5] differs a bit from the literature [4,16]. In

the primal attack, it is crucial to estimate the projection of a short vector onto
random subspaces related to lattice reduction. Previous work [4,16] restricted
to a short vector from LWE, whose coordinates are independent Gaussians.
However, we argue that this model does not match Zn nor NTRU. So instead of
the χ2 distribution, we rely on the Beta distribution related to classical sphere
statistics. And we heuristically extend the analysis to the case of linearly many
short vectors.

Roadmap. Sect. 2 provides background. In Sect. 3, we present our new block-
wise reduction algorithm for near-hypercubic lattices. In Sect. 4, we study the
heuristic primal attack on those same lattices, and analyse which blocksize is
required.

2 Preliminaries

General notations. Vectors are written in bold lowercase v. The Euclidean
norm of a vector v ∈ Rn is denoted ∥v∥. The associated scalar product of a ∈ Rn

and b ∈ Rn is written ⟨a,b⟩. Throughout this paper, we use row representation
of matrices. For a set of vectors V ⊆ Rn, we write span(V ) the real vector
space generated by V . We write V ⊥ or span(V )⊥ for the set of vectors w ∈ Rn

such that ⟨w,v⟩ = 0 for all v in V . πV denotes the orthogonal projection onto
span(V ). We use the standard asymptotic notations o(·), O(·), Θ(·) and ω(·). As
n goes to infinity, we use the notation an ∼ bn as shorthand for an = bn+ o(bn).
We use ≪ slightly differently to how it might usually be used: an ≪ bn if there
exists a polynomial P of constant degree such that for any large enough n,
an < bn − 1

P (n) .

Probabilities. We denote the expectation of a random variable by E(·), and
probabilities by P(·). As proved in [25], the squared norm of the projection
of a unit vector of Rn onto a random k-dimensional subspace of Rn follows
the Beta distribution B(k/2, (n − k)/2). In particular, the expected squared
norm of this projection is k/n. The cumulative distribution function of B(a, b) is
the regularised incomplete beta function Ix(a, b). Asymptotic expansions of the
regularised incomplete beta function rely on the complementary error function
erfc(z) := 2√

π

∫∞
z
e−t2dt. When z goes to infinity, erfc(z) ∼ π−1/2z−1e−z2

.

Lattices. A lattice L is a discrete subgroup of Rm. Alternatively, we can define
a lattice as the set L(b1, . . . ,bn) = {∑n

i=1 xibi : xi ∈ Z} of all integer com-
binations of n linearly independent vectors b1, . . . ,bn ∈ Rm. This sequence of
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Fig. 1: Comparing the χ2 and Beta distributions for n = 1000

vectors is known as a basis of the lattice L. All the bases of L have the same
number n of elements, called the dimension or rank of L, and the n-dimensional
volume of the parallelepiped {∑n

i=1 aibi : ai ∈ [0, 1)} they generate. We call
this volume the volume, or determinant, of L, and denote it by vol(L). The lat-
tice L is said to be full-rank if n = m. We denote by λ1(L) the first minimum
of L, defined as the norm of a shortest nonzero vector of L.

Orthogonalisation. For a basis B = (b1, . . . ,bn) of a lattice L, and an index
1 ≤ i ≤ n, we denote by πi the orthogonal projection on span(b1, . . . ,bi−1)

⊥.
The Gram-Schmidt orthogonalisation (GSO) of the basis B is defined as the
orthogonal sequence of vectors B⋆ = (b⋆

1, . . . ,b
⋆
n), where b⋆

i := πi(bi). The
projection of a lattice is not always a lattice, but for all i ∈ {1, . . . , n}, πi(L) is
a lattice of dimension n + 1 − i generated by the basis πi(bi), . . . , πi(bn), such
that vol(πi(L)) =

∏n
j=i

∥∥b⋆
j

∥∥.
Duality. For any lattice L, its dual lattice L× is defined by

L× := {w ∈ span(L) : ⟨w,v⟩ ∈ Z for all v ∈ L}.
If L has rank n > 0, then L× also, and vol(L) = vol(L×)−1. If B = (b1, . . . ,bn)
is a basis of L, then there is a unique dual basis (d1, . . . ,dn) of L× such that
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⟨bi,dj⟩ = δi,j (Kronecker symbol) for all i, j. Duality is related to GSO as
⟨b⋆

i /∥b⋆
i ∥2,bi⟩ = 1 implies that

b⋆
i

∥b⋆
i ∥2

∈ L(b1, . . . ,bi)
×.

In particular, dn = b⋆
n/∥b⋆

n∥2 and ∥dn∥ = ∥b⋆
n∥−1.

Primitivity. A sublattice L′ of L is called primitive if L′ = span(L′) ∩ L or
equivalently if its bases can be completed into a basis of L. This is also equivalent
to L/L′ being torsion free. We identify the quotient L/L′ with the projection
πL⊥(L). We will make heavy use of the following identity: if L′ is a primitive
sublattice of L,

L/L′ = πL′⊥(L) = (L× ∩ span(L′)⊥)×.

We refer to Chap. 1 of [38] for a proof as well as a more complete presentation
of the interconnections between duality and primitivity.

Lattice problems. Let γ ≥ 1. The most famous lattice problem is the ap-
proximate shortest vector problem (γ-SVP or SVP if γ = 1), which asks to find
a nonzero lattice vector of norm less than γλ1(L). A γ-SVP-oracle (or SVP-
oracle when γ = 1) is an algorithm that takes a lattice L as input, and outputs
a nonzero vector of L of norm less than γλ1(L). Currently, the fastest known
algorithms for worst-case SVP have runtime 2n+o(n) ([1,3]).

Another lattice problem that has recently achieved significant cryptographic
interest is the lattice isomorphism problem (LIP), and in particular its specialisa-
tion to rotations of Zn (ZLIP): given the image of Zn under a linear orthogonal
map (or rotation) O ∈ On(R), ZLIP asks to recover O. It is not hard to see
ZLIP reduces to recovering unit vectors of the rotation, making ZLIP at least
as easy as SVP. Indeed, [7] and [17] propose 2n/2+o(n) algorithms for ZLIP.

We call hypercubic any lattice of Rn which has a Z-basis consisting of unit
vectors which are pairwise orthogonal. Full rank hypercubic lattices of Rn are
exactly isomorphisms of Zn. In addition, a hypercubic lattice Λ is self-dual:
Λ = Λ×.

Lattice reduction. The celebrated LLL algorithm [36] solves 2n-SVP in poly-
nomial time. Blockwise algorithms such as BKZ [46,14] and its variants [27,40,2]
approximate SVP within better factors, using polynomially many calls to an
exact (or near-exact) SVP oracle in rank less than an input parameter called the
blocksize. Following [27,40,2], we call γ-SVP-reduction any algorithm which out-
puts a basis whose first vector solves γ-SVP. Similarly, we call γ-DVSP-reduction
(where D stands for dual) any algorithm which outputs a basis whose last Gram-
Schmidt vector solves γ-SVP in the dual lattice. Given a γ-SVP-oracle, it is
possible to γ-SVP-reduce or γ-DSVP-reduce in polynomial time (see [28,40]).
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Reduced bases. Lattice reduction algorithms aim to transform an input ba-
sis into a “high quality” basis. There are many ways to quantify the quality of
bases produced by lattice reduction algorithms. One popular way is to consider
the Gram-Schmidt norms ∥b⋆

1∥, . . . , ∥b⋆
n∥. Intuitively speaking, a good basis is

one in which this sequence does not decay too fast. In practice, it turns out
that the Gram-Schmidt coefficients of bases produced by the main reduction
algorithms (such as LLL or BKZ) have a certain “typical shape”, assuming
the input basis is sufficiently random. This property was thoroughly investi-
gated in [28,41]. This typical shape is often used to estimate the running time
of various algorithms. In particular, many theoretical asymptotic analyses (as
introduced by Schnorr [45]) assume for simplicity that this shape is given by
∥b⋆

i ∥/∥b⋆
i+1∥ = q where q depends on the reduction algorithm; although less

precise, this approximation called the geometric series assumption (GSA) is
close to the shape observed in practice. It is heuristically4 estimated [14,13,37]
that the BKZ algorithm with blocksize β, given as input a basis of an n-rank
lattice L outputs a basis whose first vector has norm approximately equal to

δnβvol(L)
1/n, where δβ =

(
β

2πe (πβ)
1/β

) 1
2(β−1)

. Combining this with the GSA and

the fact that vol(L) =
∏n

i=1 ∥b⋆
i ∥ gives estimates of the Gram-Schmidt norms:

for 1 ≤ i ≤ n,

∥b⋆
i ∥ ≈ δ

n− 2n
n−1 (i−1)

β vol(L)1/n.

Such a heuristic model is widely used in security estimates of lattice-based NIST
submissions.

The primal attack. Parameters of lattice-based cryptosystems are chosen after
careful study of known attacks. The most important attack that people consider
today is called the primal attack, which runs the BKZ blockwise reduction [46,14]
with a sufficiently high blocksize. Building upon [28,14], the authors of [5] pro-
posed to heuristically estimate the blocksize required by this attack to recover
a short vector s in a rank n lattice L, by comparing the expected norm of
πn−β+1(s) to the expected value of ∥b⋆

n−β+1∥. Using the GSA, as soon as√
β

n
∥s∥ < δ2β−n−1

β vol(L)1/n (1)

holds, the projection πn−β+1(s) is either 0 and then s lives in the subspace
generated by the first n− β vectors of the reduced basis, or it has a high chance
of being shorter than ∥b⋆

n−β+1∥, making it such that the SVP oracle on the last
block of size β will recover it. Albrecht, Göpfert, Virdia and Wunderer [4] and
Dachman-Soled, Ducas, Gong, Rossi [16] refine and experimentally confirm this
framework in the case of LWE. It should be stressed that the analysis of the
primal attack remains very much heuristic.

4 By replacing Hermite’s constant by a Gaussian heuristic estimate.

7



The original NTRU cryptosystem. The NTRU cryptosystem [31], proposed
by Hoffstein, Pipher and Silverman, works in the ring R = Z[X]/(Xn − 1). An

element f =
∑n−1

i=0 fix
i = [f0, f1, . . . , fn−1] ∈ R is seen as a polynomial or a

row vector. To select keys, one uses the set L(d1, d2) of polynomials F ∈ R such
that d1 coefficients are equal to 1, d2 coefficients are equal to -1, and the rest
are zero. There are two small coprime moduli p < q, such as q = 128 and p = 3.

Historically, the secret keys were f ∈ L(df , df − 1) and g ∈ L(dg, dg) for
some integers df and dg significantly smaller than n, but other NTRU instan-
tiations [30,32,12] use different parameters for L, such as binary polynomials
L(d, 0). To illustrate, we focus on the NTRU-HPS parameters of NTRU’s NIST
submission [12], one of the seven finalists: f is a random polynomial in {0,±1}n,
and g ∈ L(dg, dg) where 2dg = q/8−2. With high probability, f is invertible mod
q. The public key h ∈ R is defined as h = g/f mod q. Thus, in the ring R/qR
which we represent by Zn

q , we have f ∗ h = g. In this article, there is no need to
know how NTRU encryption or signature works. The polynomial h defines the
so-called NTRU lattice Λh, formed by all pairs of polynomials (u, v) ∈ R2 such
that v ∗ h ≡ u mod q. Here, we follow the definition of [33], but other papers
may use a variant of Λh, using a permutation of the coordinates. Λh is generated
by the rows of the following lower-triangular matrix, which is its Hermite normal
form: (

qIn 0
H In

)
,

where H is the circulant matrix for the polynomial h ≡ g/f =
∑n−1

i=0 hix
i:

H =


h0 h1 . . . hn−1

hn−1 h0
. . .

...
...

. . .
. . . h1

h1 . . . hn−1 h0

 .

The lattice Λh contains by definition the following set of n secret short vectors
Sh = {(xi ∗ g, xi ∗ f), 0 ≤ i ≤ n − 1} formed by the secret vector (g, f) and its
n− 1 rotations.

NTRU variants. Variants of the original NTRU [31] choose to use different
polynomial rings R = Z[X]/P (X), for a unitary degree n polynomial P ∈ Z[X].
Without giving an exhaustive list, examples of cryptosystems that use such
variants include NTRU Prime [10], NTRU+ [34], as well as the Falcon signature
scheme [24]. In these cases, the public key h ∈ R/qR is also defined as h = g/f
mod q, where (f, g) ∈ R2 is the secret key. In the most general case, the NTRU
lattice is obtained by embedding the rank 2 R-module that we call the NTRU
module

Mh := {(u, v) ∈ R2 : hu ≡ v mod qR}
into C2n via an embedding map σ : R → Cn. The secret key is usually of
small norm after embedding, that is ∥(σ(g), σ(f))∥ is small. Most commonly,
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as is the case in the aforementioned cryptosystems, σ is simply the coefficient
embedding. It has the advantage of being simple as it is easy to implement, as its
image is integral. Other embeddings can also be of cryptanalytic interest. Most
notably, the canonical embedding is obtained by evaluating a polynomial of R
at all complex roots of P . This embedding is more complicated to deal with
on a computer, but is a ring homomorphism and therefore behaves well with
multiplication, which is usually not the case with the coefficient embedding. In
particular if P is irreducible, then R is the ring of integers of a number field and
the canonical embedding coincides with the Minkowski embedding.

3 Blockwise Reduction of Near-Hypercubic Lattices

In this section, we describe our reduction algorithm, and specialise its analysis
to NTRU and hypercubic lattices.

3.1 Provable Algorithm

Algorithm 1 Primal/dual reduction with blocksize of halved dimension

Input: A basis B = (b1, . . . ,bn) of a lattice Λ ⊆ Zm, together with two upper bounds
r and r× such that λ1(L) ≤ r and λ1(L

×) ≤ r×. L (resp. N) is the sublattice
spanned by the first ⌊n/2⌋ (resp. ⌊n/2⌋+1) vectors of B, i.e. L = L(b1, . . . ,b⌊n/2⌋).
Keep in mind that L and N are updated naturally as B evolves.

Output: A short non-zero vector in Λ of norm ≤ r or a short non-zero vector in the
dual Λ× of norm ≤ r×, or a basis B such that vol(L) is guaranteed to be small.

1: LLL-reduce B.
2: while vol(L) strictly decreases do
3: e ← SVP-oracle(L) to check for short primal lattice vectors.
4: if ∥e∥ ≤ r then
5: Return e.
6: else
7: SVP-reduce(Λ/L) to reduce the second half of B modulo its first half.
8: end if
9: e′ ← SVP-oracle(Λ× ∩ span(N)⊥) to check for short dual lattice vectors.
10: if ∥e′∥ ≤ r× then
11: Return e′.
12: else
13: SVP-reduce(N×) to dual-reduce the first half of B: this is DSVP-reduction of

the lattice N .
14: end if
15: end while
16: Return B.

Alg. 1 can be viewed as a variant of Gama-Nguyen’s slide algorithm [27] and
Ducas’ algorithm [17, Alg. 1]. However, in differs in a few ways, mainly:
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– It is not specialised to Zn.
– The termination conditions are different: instead of uniquely focusing on

the reduction task, our algorithm can also check for the presence of short
vectors in the lattice Λ or its dual Λ×. Indeed, the tests at Lines 4 and 10
are parametrised by values r and r×, which will be specified in the case
of NTRU lattices and hypercubic lattices. If the user knows that Λ and/or
Λ× contains a short vector of a prescribed length, then he can change the
values of r and r× accordingly, for example by setting r = λ1(Λ) and/or
r× = λ1(Λ

×) when the first minima are known.
– Lines 3 and 9 add an extra call to the SVP oracle, which provides a way

to prematurely abort if the objective is to find a vector of Λ and/or Λ× of
norm less than a fixed value. This is especially useful in the case of NTRU
and hypercubic lattices where the first minimum is well-known.

– Unlike [27,17], our algorithm assumes no requirement on the parity of n.

We make an important remark on Alg. 1, which explains why we view this
reduction as a primal/dual reduction: Steps 9-14 are dual to Steps 3-8, in the
sense that they are exactly Steps 3-8 if we replace the lattice Λ by its dual Λ×,
and the sublattice L by Λ× ∩ span(N)⊥.

The efficiency of the algorithm is based on the following key elementary
result:

Lemma 1. Assume that Λ ⊆ Zm. During a loop iteration, the sublattice L (at
the beginning of a loop iteration) is transformed into L′, after Step 14. Then:

vol(L′)

vol(L)
= λ1(Λ/L)λ1(N

×), (2)

where N is from Step 13. Furthermore, if the exact reduction oracles of Steps 7
and 13 are replaced by approximate-reduction with factor respectively γ and γ′,
then:

vol(L′)

vol(L)
≤ γγ′λ1(Λ/L)λ1(N

×). (3)

Proof. The sublattice L can only be changed by Step 13, which cannot change the
sublattice N . Since vol(N) = vol(L)∥b⋆

k+1∥, we are interested in ∥b⋆
k+1∥, which

can only be changed by Steps 7 and 13. After Step 7, we have ∥b⋆
k+1∥ = λ1(Λ/L).

After Step 13, we have 1/∥b⋆
k+1∥ = λ1(N

×). So ∥b⋆
k+1∥ changes from λ1(Λ/L)

to 1/λ1(N
×), which proves (4). The inequality (3) follows from the definition of

approximate reduction.
⊓⊔

Theorem 1. Let Λ ⊆ Zm be a rank n lattice. Assume that λ1(Λ)λ1(Λ
×) < 1−ε

for some ε = 1
poly(n) . Then Alg. 1 returns a non-zero vector of Λ with norm

≤ r, or a non-zero vector of its dual Λ× with norm ≤ r×. The number of loop
iterations from Step 3 till Step 14 is polynomial in the size of the input basis
B and 1/ε. The number of SVP oracle queries is linear in the number of loop
iterations, and the dimension of the lattice in each oracle query is ≤ ⌊n/2⌋+ 1.
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Proof. Λ ⊆ Zm implies that vol(L)2 ∈ Z. log vol(L) is polynomially bounded by
the size of the input basis B, and can only decrease with LLL reduction (Step 1).
This means that the number of times vol(L) decreases by 1− ε is polynomially
bounded by the size of the input basis B and 1/ε.

If ∥e∥ > r ≥ λ1(Λ), there exists u ∈ Λ such that ∥u∥ = λ1(Λ) and u ̸∈ L,
therefore λ1(Λ/L) ≤ ∥u∥ = λ1(Λ). Similarly, if ∥e′∥ > r× ≥ λ1(Λ

×), then
λ1(N

×) ≤ λ1(Λ
×). Thus, if both ∥e∥ > r and ∥e′∥ > r×, then using our as-

sumption, λ1(Λ/L)λ1(N
×) ≤ λ1(Λ)λ1(Λ

×) < 1− ε. This implies by Lem. 1 that
vol(L) decreases by at least 1 − ε, which can only happen polynomially many
times.

Thus, we will find, within polynomially many iterations, some e ∈ L ⊆ Λ
such that ∥e∥ ≤ r or some e ∈ N× ⊆ Λ× such that ∥e′∥ ≤ r×.

By definition, each loop iteration makes four calls to an SVP oracle, and the
underlying lattice has rank ∈ {⌊n/2⌋, n− ⌊n/2⌋, n− ⌊n/2⌋ − 1, ⌊n/2⌋+ 1}.

⊓⊔

3.2 Application to NTRU and Falcon

In 2006, Gama, Howgrave-Graham and Nguyen [26] showed that coordinate
embedding NTRU lattices from the ring Z[X]/(Xn − 1) are proportional to
symplectic lattices, which is a special case of isodual lattices, i.e. there is an
isometry between the lattice and its dual. We derive the following property of
NTRU lattices:

Theorem 2. Let R be Z[X]/(Xn − 1) or Z[X]/(Xn + 1). Let (f, g) ∈ R2 be
an NTRU secret key corresponding to parameters (q, n) and a lattice Λ obtained
from the coefficient embedding. Then there is an explicit bijection ϕ : Λ → qΛ×

which preserves the Euclidean norm, and which can be computed in polynomial
time (in both directions). In particular,

λ1(Λ
×) =

λ1(Λ)

q
,

where λ1(Λ)
2 ≤ ∥f∥2 + ∥g∥2, where (f ,g) is the coefficient embedding of (f, g).

Proof. Using row notation, it is not hard to show that Λ and Λ× are respectively
generated by the bases BΛ and BΛ× , where

BΛ =

(
qIn 0
H In

)
and BΛ× =

( 1
q In − 1

qH
T

0 In

)
,

where H is circulant (resp. anti-circulant) in the coefficients of h ∈ R the public
key corresponding to (f, g) if R = Z[X]/(Xn − 1) (resp. R = Z[X]/(Xn + 1)).
We claim that

ϕ :

{
Λ → qΛ×

(u,v) 7→ (ṽ,−ũ)

11



is the desired isometry, where ũ is u in reverse order. Indeed, because of the
circulant or anti-circulant nature of H, the i-th row of h is exactly the same
as the (n + 1 − i)-th row of HT in reverse order. The structure of BΛ× rel-
atively to BΛ allows us to conclude that ϕ is a suitable candidate. This map
ϕ can clearly be computed in polynomial time, in both directions. Finally, the
inequality λ1(Λ)

2 ≤ ∥f∥2 + ∥g∥2 follows from the fact that (g, f) is a lattice
vector.

⊓⊔

Thus, we can upper bound λ1(Λ
×)λ1(Λ) by 1

q (∥f∥2 + ∥g∥2). Tab. 1 gives the
explicit value of this upper bound for three types of NTRU lattices: the ones
of the NTRU submission to NIST [12], the original NTRU cryptosystem [31],
and the NIST signature standard Falcon [24]. These three types differ from the
distribution used for f and g:

– For the first two, f and g have ternary coefficients ∈ {0,±1} but the number
of ±1 differ for each type.

– For Falcon however, f and g no longer have ternary coefficients: instead,
its coefficients follow a discrete Gaussian distribution. We used publicly-
available key generation software to compute the typical value of ∥f∥2+∥g∥2.

In addition, all of these examples use the coefficient embedding version of NTRU.
The first two use the ring Z[X]/(Xn − 1), and the third uses Z[X]/(Xn + 1),
both of which fall into the scope of Theorem 2.

In Tab. 1, the green colour indicates that the upper bound is < 1 − ε for
some constant ε > 0, which makes Th. 1 applicable: this is the case for all
parameter sets of NTRU submission to NIST [12], and for the toy parameter set
of the original NTRU [31]. If we run Alg. 1 with input r2 = ∥f∥2 + ∥g∥2 and
r× = 1

q

√
∥f∥2 + ∥g∥2 (where the exact value may be replaced by a good upper

bound): this will return a nonzero vector in the primal lattice at least as short
as the secret key, using only an SVP oracle in halved dimension. Indeed, if ever
a dual vector is returned, the isometry of Th. 2 allows to transform the short
dual vector into a short primal vector. Bare in mind that it is believed that the
secret-key vectors are the shortest vectors of the NTRU lattice, but this has not
been proved.

We explain the situation of the NTRU submission to NIST [12]. To avoid
decryption failures, the generation of f and g is such that ∥f∥2 + ∥g∥2 ≤ q/2. In
fact, we have ∥f∥2 ≤ N and ∥g∥2 = q/8− 2. Thus:

λ1(Λ
×)λ1(Λ) ≤

1

q
(∥f∥2 + ∥g∥2) ≤ 1

2
.

On the other hand, the historical parameters of NTRU allowed decryption fail-
ures, which increased ∥f∥ and ∥g∥.

The red colour in Tab. 1 shows that the bound is not satisfied. However,
there is a way to get around this issue, under a mild assumption, except for the
largest parameter of original NTRU [31]. Indeed, Th. 1 uses an upper bound on

12



Upper bound on λ1(L)λ1(L
×) for various NTRU parameters

Lattice N q ∥(f ,g)∥2 λ1(L)λ1(L
×) 1

2
λ1(L)λ1(L

×) Approx factor

NIST-1 [12] 509 2048 593 .2897 .1449 2.628

NIST-3 [12] 677 2048 705 .3444 .1722 2.410

NIST-5 [12] 821 2048 1057 .2581 .1291 1.969

Original toy [31] 107 64 53 .8281 .4141 1.554

Original [31]

167 128 161 1.258 .6289 1.261

263 128 147 1.148 .5742 1.320

503 256 575 2.246 1.123 N/A

Falcon-512 [24] 512 12889 16481 1.341 .6706 1.251

Falcon-1024 [24] 1024 12889 16487 1.342 .6708 1.250

Table 1: NTRU parameters: the two filled-in columns determine whether Th. 1
applies, theoretically or heuristically. The last column illustrates by how much
we can relax the SVP-reduction used Steps 7 and 13 of Alg. 1. When ∥(f ,g)∥2
is not fixed by the specifications, we take the experimental median over 1000
instances.

λ1(Λ)λ1(Λ
×) to actually upper bound λ1(Λ/L) and λ1(N

×), knowing that none
of the n short vectors s1, . . . , sn related to the secret key, obtained by coefficient
embedding of the (xi ∗f, xi ∗g), belong to the sublattice L (and similarly for the
dual, with respect to N×). It follows that λ1(Λ/L) ≤ min1≤i≤n ∥π(si)∥, where
π denotes the orthogonal projection over span(L)⊥. If span(L)⊥ was a random
subspace, the expectation of ∥π(si)∥2 would be ∥si∥2 1

n dim span(L)⊥ ≈ ∥si∥2 1
2 .

This suggests to make the mild assumption that:

λ1(Λ/L)λ1(N
×) ≤ λ1(Λ)λ1(Λ

×)

2
.

If this assumption holds at each loop iteration, then the conclusions of Th. 1 still
hold: we will obtain a nonzero vector in the primal lattice at least as short as the
secret key. The second to last column of Tab. 1 therefore shows an upper bound
of 1

2λ1(Λ)λ1(Λ
×): it turns out that the upper bound is now always ≪ 1, except

for the largest parameter of original NTRU [31]. If this product is ≪ 1, then we
can heuristically relax the SVP-reductions used in Steps 7 and 13 of Alg. 1 to

approximate-SVP-reductions with approximation factor ≪
√

2
λ1(Λ)λ1(Λ×) . The

rightmost column of Tab. 1 provides explicit values of the best approximation
factors.

To summarise, Alg. 1 provably returns a nonzero lattice vector at least as
short as the secret key for all parameter sets of NTRU submission to NIST [12],

13



using only an SVP oracle in halved dimension. And it succeeds heuristically
under a mild assumption, for Falcon [24] and all parameter sets of original
NTRU [31] except for one. This gives a positive answer to the conjecture of
Gama et al. [26]: the reduction of a 2n-dimensional NTRU lattice can be re-
duced to that of a n-dimensional lattice5. In addition, half of the oracle calls of
our algorithm still work with approximate reduction, up to constant approxima-
tion factors that increase as λ1(Λ)λ1(Λ

×) decreases.
We provide an additional result regarding the isodual nature of the NTRU

modules, which we believe can be of independent cryptanalytic interest.

Theorem 3. Any NTRU module is isomorphic to its dual module. Additionally,
the canonical embedding NTRU lattice is isometric up to a scalar factor to its
dual lattice.

Proof. Let R = Z[X]/P (X) for some unitary degree n polynomial P ∈ Z[X].
Let h ∈ R and Mh be a NTRU module as defined in Sec. 2:

Mh := {(u, v) ∈ R2 : hu ≡ v mod qR}.

The dual module M×
h is defined as the set of module homomorphisms from Mh

to R. We have

M×
h = {(α, β) ∈ (Q[X]/P (X))2 : ∀(u, v) ∈Mh, αu+ βv ∈ R}.

Let (α, β) ∈ M×
h . Observe that (0, q) ∈ Mh. Therefore qβ ∈ R, and there

exists β′ ∈ R such that β = 1
qβ

′. Now observe that (1, h) ∈ Mh. This gives

α + 1
qβ

′h ∈ R, from which we deduce that there also exists α′ ∈ R such that

α = 1
qα

′, and 1
q (α

′ + β′h) ∈ R. Let

Lh := {(x, y) ∈ R2 : hy ≡ −x mod qR},

then (α′, β′) ∈ Lh, therefore qM
×
h ⊆ Lh. But clearly Lh and Mh are isomorphic

via the map ψ : (x, y) 7→ (y,−x), so by examining the index of qM×
h in Mh

we can conclude that Mh and M×
h are isomorphic via the map 1

qψ. Because the
canonical embedding is a ring homomorphism, the second part of the statement
follows directly from the shape of the isomorphism.

⊓⊔

Th. 3 essentially says that any NTRU lattice can be turned in a symplectic
version of itself by a simple change of embedding. Note that this isn’t a gener-
alisation of Th. 2.

3.3 Reducing Hypercubic Lattices with Approximate-SVP Oracles

In this subsection, we specialise Alg. 1 to the case of Zn, and allow to relax the
exact-SVP oracle into an approximate-SVP oracle: Ducas [17] was only able to

5 In this sentence reduction and reduced have different meanings.
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relax his oracle for an approximation factor very close to 1, while we allow an
approximation factor close to

√
2. Our improvement also leads to a speculative

improvement over the 2n/2 running time, if approximating SVP to within a
factor

√
2 is exponentially faster than solving SVP.

We first present our specialised algorithm: Alg. 2 is basically Alg. 1 with
r = r× = 1 and approximate oracles instead of exact oracles, with a different
termination: since we want to obtain an orthonormal basis, we don’t stop once
a unit vector has been found, we reduce the dimension of Λ by projection, and
keep iterating Alg. 1 until the rank becomes trivial.

Algorithm 2 An algorithm for ZLIP with approximate-SVP oracles in dimen-
sion n/2.

Input: An approximation factor γ ∈ [1,
√

2− 2/n). A basis B of Λ ≃ Zn. L (resp. N)
is the lattice spanned by the first ⌊n/2⌋ (resp. ⌊n/2⌋+ 1) vectors of B.

Output: O an orthonormal basis of Λ.
1: O = {}
2: LLL-reduce B
3: while dim(B) > 0 do
4: if γ-SVP-oracle(L) returns a vector e such that ∥e∥ = 1 then
5: O ← O ∪ {e}.
6: B ← LLL(πe⊥(B)) (update L and N accordingly).
7: else
8: γ-SVP-reduction-oracle(Λ/L) to reduce the second half of B modulo its first

half.
9: end if
10: if γ-SVP-oracle((Λ×/N)×) returns a vector e′ such that ∥e′∥ = 1 then
11: O ← O ∪ {e′}.
12: B ← LLL(πe′⊥(B)) (update L and N accordingly).
13: else
14: γ-SVP-reduction-oracle(N×) to dual-reduce the first half of B.
15: end if
16: end while
17: Return O.

The main result in this subsection is the following:

Theorem 4. Given as input a basis B of Λ ≃ Zn and given access to a γ-SVP

approximation oracle in dimension ⌊n/2⌋ + 1 where γ ∈
[
1,
√

2− 2
n

)
, Alg. 2

returns an orthonormal basis of Λ in polynomial time.

We briefly compare Alg. 2 with Ducas’s algorithm [17]. Ducas’s algorithm re-
stricts to a hypercubic lattice of odd dimension: the algorithm keeps reducing
until the “half-sublattice” L (the sublattice generated by the first half of the
current basis) generates a hypercubic lattice. Instead, Alg. 2 checks using an
approximate SVP oracle whether the “half-sublattice” L or its dual counterpart
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contains a unit vector: if not, the first minimum of L is > 1, which allows us to
better upper bound the first minimum of Λ/L or its dual counterpart, compared
to [17, Lem. 4]. If ever a unit vector is discovered, we can decrement the lattice
rank by projection, which also means that our algorithm must not be sensitive
to the parity of the rank. The key to our improvement is the following technical
result on random projections, which might be of independent interest.

Projecting an orthonormal basis. It is well-known that the expectation of
the squared norm of the projection of a unit vector onto a k-dimensional random
subspace of Rn is k

n . The following elementary lemma shows that the expectation
of the squared norm of the projection of a random element of a fixed orthonormal
basis of Rn onto a fixed k-dimensional subspace is also k

n .

Lemma 2. Let (e1, . . . , en) be an orthonormal basis of Rn. Let π be the orthog-
onal projection over a k-dimensional subspace F of Rn. Then:

n∑
i=1

∥π(ei)∥2 = k.

Proof. Let (f1, . . . , fk) be an orthonormal basis of F . Then for each 1 ≤ i ≤ n:

∥π(ei)∥2 =

k∑
j=1

⟨ei, fj⟩2.

Therefore:

n∑
i=1

∥π(ei)∥2 =

n∑
i=1

k∑
j=1

⟨ei, fj⟩2 =

k∑
j=1

n∑
i=1

⟨ei, fj⟩2 =

k∑
j=1

1 = k,

because each fj is a unit vector and (e1, . . . , en) is an orthonormal basis of Rn.
⊓⊔

The previous lemma allows us to upper bound the first minimum of the projec-
tion of a hypercubic lattice, as follows:

Corollary 1. Let L be a primitive sublattice of rank 1 ≤ k < n of a full-rank
hypercubic lattice Λ of Rn such that λ1(L) ≥

√
2. Then λ1(Λ/L)

2 ≤ 1− k
n .

Proof. L is primitive so Λ/L is a lattice and λ1(Λ/L) is well-defined. Let π be
the orthogonal projection onto the (n− k)-dimensional subspace L⊥. We know
that Λ has an orthonormal basis (e1, . . . , en): this is also an orthonormal basis
of Rn so the lemma shows that

n∑
i=1

∥π(ei)∥2 = n− k

Furthermore, note that all the π(ei)’s are nonzero: if π(ei) = 0 for some i, then
ei ∈ L because L is primitive, then λ1(L) ≤ 1, which contradicts λ1(L) ≥

√
2.
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Therefore there exists an integer i ∈ {1, . . . , n} such that 0 < ∥π(ei)∥2 ≤ n−k
n .

Hence λ1(Λ/L)
2 ≤ 1− k

n .
⊓⊔

In other words, under certain conditions over L, we can decrease Ducas [17]’s
upper bound

√
1− 1/n to

√
1− k/n, which is better as soon as k ≥ 2: we note

that for k = 1, Ducas [17]’s upper bound is actually tight for L spanned by the
all-one vector (1, 1, . . . , 1), which means that Λ/L is the dual root lattice A×

n−1.
We are now ready for the proof of Th. 4, which is very similar to that of Th. 1:
we simply combine Lem. 2 with (3) of Lem. 1.

Proof (of Theorem 4). Λ ≃ Zn implies that vol(L)2 ∈ Z. Because vol(Λ) = 1 and
well-known properties of LLL reduction, Step 2 guarantees log vol(L) = O(n2).
This means that the number of times vol(L) decreases by a factor 1−ε (without
changing Λ) is O(n2/ε).

We have n = 2k or n = 2k + 1 where k = ⌊n/2⌋. We let L be the primitive
lattice spanned by (b1, . . . ,bk).

Consider Step. 4. if ∥e∥ <
√
2, then ∥e∥ = 1 because Λ has no vector of norm

in the interval (1,
√
2). So we recovered a shortest vector e of Λ, and Step. 6

iterates the algorithm, by projecting Λ over the hyperplane orthogonal to e: this
is a hypercubic lattice of rank n− 1, and we have to recompute an LLL-reduced
basis.

Otherwise, ∥e∥ ≥
√
2. We deduce that λ1(L) > 1, as otherwise λ1(L) = 1

because λ1(Λ) = 1, which would contradict ∥e∥ ≤ γ. But λ1(L) > 1 implies that
λ1(L) ≥

√
2 because Λ has no vector of norm in the interval (1,

√
2). So Cor. 1

shows that λ1(Λ/L)
2 ≤ 1− k

n .

The remaining steps are the dual counter part. So if ∥e′∥ ≥
√
2 in Step. 10,

we deduce similarly by applying Cor. 1 to the sublattice Λ× ∩ span(N)⊥ of rank

n− (k+1), that λ1(N
×)2 = λ1(Λ

×/(Λ× ∩ span(N)⊥))2 ≤ 1− n−(k+1)
n . We thus

have proved:

λ1(Λ/L)λ1(N
×) ≤

√
1− k

n

√
1− n− (k + 1)

n
=

√
(n− k)(k + 1)

n
.

If n = 2k, then:√
(n− k)(k + 1)

n
=

1

2

√
1 +

2

n
=

1

2

(
1 +

1

n
− 1

2n2
+O

(
1

n3

))
.

Otherwise, n = 2k + 1 and:√
(n− k)(k + 1)

n
=
k + 1

n
=

1

2

(
1 +

1

n

)
.

Since γ2 < 2− 2
n , (3) of Lem. 1 implies that, unless we find a unit vector, vol(L)

decreases by at least
(
1− 1

n

) (
1 + 1

n

)
= 1− 1

n2 . Thus, within polynomially many
iterations, we will find a unit vector e or e′. Since there are only n unit vectors,
we find all of them within polynomially many iterations.

⊓⊔
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A consequence of Th. 4 is the following speculative Corollary, that would break
the n/2 barrier for ZLIP as long as

√
2-approx SVP is exponentially easier than

its exact counterpart.

Corollary 2. Let α < 1 be a constant. If there exists an algorithm for approx-
SVP with approximation factor

√
2− 2/n that runs in time 2αn+o(n), then there

also exists an algorithm for ZLIP that runs in time 2αn/2+o(n).

Aside from being visibly easier in practice, γ-approx SVP has been shown to
be exponentially easier than exact SVP for some larger constant approximation
factors (Th. 3.2 of [23]), this gives some evidence as to why the premise of Cor. 2
might be true.

4 The Primal Attack on Near-Hypercubic Lattices

In this section, we derive the asymptotic behaviour of the heuristic minimal
blocksizes required to break lattice problems such as ZLIP and NTRU. We then
tweak the primal attack framework to incorporate the fact that special lattices
like the hypercubic and NTRU lattice have not just one, but many shortest
vectors. In both cases, the quantity vol(L)1/n/λ1(L) is a constant, whereas we
would expect it to be Θ(n−1/2) for a generic lattice. Our results using the primal
attack approach could be considered folklore, but we think it profitable to write
them down clearly. They nicely complement Section 3, because they provide
an opportunity to compare the best known provable and heuristic reduction
algorithms for ZLIP and NTRU.

4.1 Using a Single Short Vector

Proposition 1. Let c = Θ(1) be a positive constant. If β = ω(1) satisfies the
equation: √

β

n
= δ2β−n−1

β

√
c,

then

β =
n

2
− log(2c)

4

n

log n
+ o

(
n

log n

)
.

Proof. All equivalents denote asymptotics as n goes to infinity. Let 0 < β < n
be a solution to the equation for which β = ω(1). Because

β

n
=

(
β

2πe
(πβ)

1
β

) 2β−n−1
β−1

c ∼
(

β

2πe

) 2β−n−1
β−1

c,

we obtain (
β

n

)β−1

∼
(

β

2πe

)2β−n−1

cβ−1.
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It is clear from β = ω(1) and the above expression that β = n/2+ o(n). In what
follows we write β = (1/2− ε)n, where ε = o(1). We get

(1/2− ε)(1/2−ε)n−1 ∼
(
(1/2− ε)n

2πe

)−2εn−1

c(1/2−ε)n−1,

and by taking the log of the ratio, we must have

((1/2− ε)n− 1)(log(1/2− ε)− log c) + (2εn+ 1) log

(
(1/2− ε)n

2πe

)
−→ 0.

The dominating terms of the expression above are 2εn log(n) and −n
2 log(2c) so

they must cancel out, leaving us with ε = log(2c)
4 log(n) + o(log(n)−1).

⊓⊔

Remark 1. We pay no concern to β having to be an integer. We choose to replace
the inequality in Eq. 1 by an equality as we are interested in the largest value
of β such that the inequality still holds.

Corollary 3. Let L be a rank n lattice and s a short vector of L for which
∥s∥/vol(L)1/n =: c−1/2 = O(1). The primal attack framework heuristically pre-
dicts that applying BKZ with blocksize β = n(1/2− log(2c)/4 log n+ o(1/ log n))
recovers a vector of norm ∥s∥ or less with high probability. In particular, this
condition holds for hypercubic and NTRU lattices.

Proof. The main point follows directly from Prop. 1. In the case of hypercubic
lattices, vol(L) = ∥s∥ = 1. For NTRU lattices, vol(L)1/n =

√
q = Θ(

√
n), and

∥s∥ = Θ(
√
n), where s = (g, f) is the secret key and q is the NTRU modulus.

⊓⊔

The authors of the Hawk signature specifications [19,11] use the primal attack
to heuristically evaluate the security of their scheme. They obtain from Eq. 1
that the optimal blocksize for secret key recovery is n/2+o(n). Cor. 3 helps with
understanding the hidden contribution.

Remark 2. In the case of NTRU, the Gram-Schmidt norms after reduction be-
have differently to the GSA because of the presence of q-vectors. If the q-vectors
are shorter than the predicted length of the first basis vectors achieved by BKZ,
then projecting against those q-vectors will lead to an improved profile. This
phenomenon is documented, e.g. in [16]. We study the asymptotic impact of this
change in Prop. 2.

Proposition 2. Let L be a rank n NTRU lattice, with modulus q = Θ(n), and
secret vector s such that ∥s∥ = Θ(

√
n). Then the primal attack heuristic predicts

that ∥s∥ can be recovered after running BKZ with blocksize β = 4
9n+ o(n).

Proof. Let B denote a BKZ-β reduced version of the HNF basis of Λ. We can
apply GSA heuristics in two different ways:
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– Ignoring q-vectors: In this model, the Gram-Schmidt norms ∥b⋆
1∥, . . . , ∥b⋆

n∥
follow a geometric progression. Assuming usual heuristics on the quality of
∥b1∥ after BKZ-β, we can assume that

∥b⋆
i ∥ = δ

n− 2n
n−1 (i−1)

β vol(Λ)1/n,

for all 1 ≤ i ≤ n, and where δβ =
(

β
2πe (βπ)

1/β
) 1

2(β−1)

. In this case, the

geometric factor is

αβ :=
∥b⋆

i+1∥
∥b⋆

i ∥
= δ

− 2n
n−1

β .

In this model, the primal attack heuristic leads to a blocksize β ≈ n
2 , as

studied previously in Cor. 3.
– Using q-vectors: In this second model, we choose to apply the usual GSA,

but where we replace any Gram-Schmidt norm that is estimated to be larger
than q by a q-vector. This changes the shape of the log-profile from a de-
creasing affine line to a horizontal line (representing the q-vectors), followed
by an affine line with a slope equal to that of the previous GSA model.
In practice, if we assume the horizontal line contains k q-vectors, then the
volume loss in the first k coordinates results into an increase in the volume
of the last n − k coordinates, which might result in a substantial increase
in the value of ∥b⋆

n−β+1∥. We denote by ∥b̂⋆
i ∥ = c · ∥b⋆

i ∥ the value of the
norm of the i-th Gram-Schmidt vector in this second model. According to
the previous discussion, we expect c > 1.
We start by estimating the value of k in this model. The product of the
Gram-Schmidt norms in the volume of Λ, hence

vol(Λ) = qk
n∏

i=k+1

∥b̂⋆
i ∥ = qk∥b⋆

1∥n−kcn−kα
k+...+(n−1)
β . (4)

The second condition on k and c is that both lines should intersect, meaning
that q = ∥b̂⋆

k∥. This leads to

q = ∥b̂⋆
k∥ = c∥b⋆

k∥ = c∥b⋆
1∥αk−1

β .

Therefore, c∥b⋆
1∥ = qα1−k

β . Recall that vol(Λ) = qn/2 and inject the previous
expression into Eq. 4:

qn/2 = qk(qα1−k
β )n−kα

k+...+(n−1)
β

= qnα
(1−k)(n−k)+

n(n−1)
2 − k(k−1)

2

β .

Reordering and taking the logarithm gives(
(1− k)(n− k) +

n(n− 1)

2
− k(k − 1)

2

)
logαβ +

n

2
log q = 0,
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which simplifies down to

− 2n

n− 1

(
n− k − nk + k2 +

n2

2
− n

2
− k2

2
+
k

2

)
log δβ +

n

2
log q = 0,

and this can be rewritten as

k2 + k(−2n− 1) + n2 + n− n− 1

2

log q

log δβ
= 0.

Solving this equation in k gives

k = n+
1

2
− 1

2

√
1 + 4A, (5)

where A = n−1
2

log q
log δβ

. Using the expression for δβ , β = γn and q = Θ(n), we

obtain

1 + 4A = 1 + 4(n− 1)(β − 1)
log q

log
(

β
2πe (πβ)

1/β
) 1

2(β−1)

= 4γn2 − 4γ log
( γ

2πe

) n2

log n
+ o

(
n2

log n

)
.

Injecting this into Eq. 5, we get

k = n(1−√
γ) +

1

2

√
γ log

( γ

2πe

) n

log n
+ o

(
n

log n

)
.

Now that we know k, we can deduce the value of ∥b̂⋆
n−β+1∥ and write the

usual primal attack equation:

∥s∥
√
β

n
= ∥b̂⋆

n−β+1∥

= c · ∥b⋆
n−β+1∥

= c · δ2β−n−1
β vol(Λ)1/n.

Recall that c =
qα1−k

β

∥b⋆
1∥

, and ∥b⋆
1∥ = δnβvol(Λ)

1/n. Therefore the primal attack

equation becomes

∥s∥√γ = qδ−n
β

(
δ
− 2n

n−1

β

)1−k

δ2β−n−1
β .

Asymptotically, the dominant terms on both sides are in ncst, and therefore
must be equal. This yields

1

2
= 1− 1

2γ
+

1−√
γ

γ
+

2γ − 1

2γ
,
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which can be simplified down to

1√
γ
=

3

2
,

and therefore γ =
(
2
3

)2
= 4

9 .

Remark 3. The second model leads to an asymptotic heuristic blocksize β =
4
9n <

n
2 , beating our first analysis. In fact, this value corresponds exactly to the

recent asymptotic analysis of Bernstein [9, Th. 1.2.1], where in the spirit of [39],
the author only keeps κ coordinates before applying the primal attack heuristic.

4.2 Using Many Short Vectors

Hypercubic and NTRU lattices have multiple shortest vectors. The primal attack
framework as described by Eq. 1 does not take this into account, as it only
relies on the expected value of the norm of the projection of a single vector.
We only need one projection to be smaller than the expected Gram-Schmidt
norm ∥b⋆

n−β+1∥ for the SVP oracle on the last BKZ block of size β to recover
said projection. And because the squared norms of the projections onto random
subspaces follow Beta distributions, we can estimate the expected value of the
minimal projection and slightly lower the blocksize. See Fig. 2 for an illustration.
For smaller dimensions, we observe how considering more short vectors improves
the double-intersection phenomenon described in [4].

The Leaky-LWE estimator has an option to account for the presence of mul-
tiple shortest vectors, however this option is not discussed in detail in [16]. Our
new framework (although the same in spirit), addresses this issue differently,
offering asymptotic insights as well as specifically isolating the impact of this
condition on the blocksize.

In the literature on the primal attack, authors have never used any special
property of the Beta distribution other than its mean. The authors of [16] use a
probabilistic model in which the squared norms of the projections are approxi-
mated using a χ2 distribution. Even though the χ2 and the Beta distributions
are very good approximations of each other in the small-β context, the difference
might become more noticeable for larger blocksizes, so to correct this we choose
to work with Beta distributions instead.

We want to emphasise that our framework is not intended for practical use or
to supplant existing work. Instead, its purpose is to enhance our comprehension
of the components involved in the primary attack. When compared to [16] it
simplifies the situation greatly by not taking into account lifting probabilities,
or even more precise Gram-Schmidt norm estimates. It also ignores possible fluc-
tuations in the value of ∥b⋆

n−β+1∥. Estimations for hypercubic lattices obtained
by both frameworks are compared in Fig. 4.

To estimate the expectation of the minimal norm of the projections, we use
the following heuristic.
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Fig. 2: Comparing the expected norms of randomised Gram-Schmidt vectors of a
basis of Zn after BKZ reduction with blocksize n/2 with the expected projection
norms of one and n unit vectors. n = 250 above and n = 1000 below.
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Heuristic 1 Let 0 < k < n. If a lattice L of rank n contains N vectors
s1, . . . , sN of equal norm r, then the random variables defined by the squared
norms of their projections onto a random dimension k subspace of Rn are inde-
pendent.

Heu. 1 is very close to heuristics used in the study of the dual attack [20]. We
argue that when N is not too large (we only use N ≤ n), this heuristic is
reasonable for our purposes. See Fig. 3 for a comparison of the average minimal
squared norms of the projections of shortest vectors onto random subspaces in
the cases of a random set of unit vectors, an orthonormal basis of Rn, and a
cirulant set of n vectors.
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Fig. 3: Comparing average/minimal norms of projections π of sets of n unit vec-
tors onto random k-dimensional subspaces of Rn. n = 256, and k ranges from
0 to n. Theoretical expected values are plotted in black. The sets considered
are random on the sphere (3a), orthonormal basis (3b) and structured: all cyclic
permutations of a normalised NTRU-like secret vector (3c). Each point corre-
spond to a single random choice of vectors as well as a single random choice of
subspace.

Lemma 3. Let 0 < k < n. Let s1, . . . , sN be vectors of norm r in a lattice that
satisfies Heu. 1. Then

E
(

min
1≤i≤N

∥π(si)∥2
)

= r2
∫ 1

0

(
1− Ix

(
k

2
,
n− k

2

))N

dx,

where π is the projection onto a random dimension k subspace of Rn, and I is
the regularised incomplete beta function.

Proof. All of the ∥π(si)∥2/r2 follow the Beta distribution B(k/2, (n − k)/2).
Let f denote its probability density function (pdf), and F the associated cu-
mulative distribution function (cdf). Then by independence, the pdf fmin of
min1≤i≤N ∥π(si)∥2/r2 satisfies fmin(x) = N(1− F (x))N−1f(x). It follows that

E
(

min
1≤i≤N

∥π(si)∥2/r2
)

=

∫ 1

0

xfmin(x)dx =

∫ 1

0

(1− F (x))Ndx,
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where we used integration by parts. We conclude using the fact that the cdf of
the beta function is equal to the regularised incomplete beta function.

⊓⊔

While Lem. 3 can be quite practical, we prefer to work with a slightly different
quantity that is easier to manipulate.

Lemma 4. Let τ > 0. Let 0 < k < n and π a projection onto a random di-
mension k subspace of Rn. Let s1, . . . , sN be vectors of norm r in a lattice that
satisfies Heu. 1. Then

P
(

min
1≤i≤N

∥π(si)∥ < rτ

)
= 1−

(
1− Iτ2

(
k

2
,
n− k

2

))N

Proof. By independence,

P
(

min
1≤i≤N

∥π(si)∥ < rτ

)
= 1−

N∏
i=1

P
(
∥π(si)∥2 ≥ r2τ2

)
.

All of the ∥π(si)∥2/r2 follow the Beta distribution of parameters k/2, (n− k)/2.
Each term of the product is exactly the complement to 1 of the cdf of the previous
beta function evaluated at τ2. We conclude by definition of Ix(a, b).

⊓⊔

In our study we consider blocksizes that are fractions of n. For this reason we will
use the notation β = αn, where α ∈ [0, 1]. Again, we are interested in asymptotic
behaviours as n goes to infinity, which means we do not care if β is not integral.
In order to get anything meaningful from Lem. 4, we need a precise estimate of

Ix

(
αn
2 ,

(1−α)n
2

)
. For this we use a result by Temme [48].

Lemma 5 (Derived from [48], Sec. 3). Let ε > 0, x ∈ (0, 1) and α ∈
(ε, 1− ε). Then

Ix

(
αn

2
,
(1− α)n

2

)
=

1

2
erfc

(
−η

√
n

2

)
+ o

(
erfc

(
−η

√
n

2

))
,

where η = sign(x− α)

√
−2α log

(
x
α

)
− 2(1− α) log

(
1−x
1−α

)
, and erfc = 1− erf is

the complementary error function.

Proof. We are in the second case studied by [48], where a = αn
2 and b = (1−α)n

2

are such that a + b = n
2 → ∞, and both ratios a

b = α
1−α and b

a = 1−α
α are

bounded away from 0. The Lemma follows directly from Eq. (3.9) in [48].
⊓⊔

Lem. 5 begs the question: how big can η get? By deriving the asymptotic be-
haviour of η, we can deduce the asymptotic blocksize required by our variant of
the primal attack.
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Proposition 3. Let 0 < p < 1 be a fixed constant probability. Let 0 < ε < 1 and
ε < α < 1 − ε be a function of n. Let πn−αn+1 be a projection onto a random
dimension αn subspace of Rn. Let s1, . . . , sN be Θ(n) vectors of norm r in a
lattice L that satisfies Heu. 1. Suppose also that c := vol(L)1/n/r = Θ(1). Then
if the asymptotic identity

P
(

min
1≤i≤N

∥πn−αn+1(si)∥ < δ(2α−1)n−1
αn

√
c

)
= p+ o(1) (6)

holds, then

β := αn =
n

2
− log(2c)

4

n

log(n)
+ o

(
n

log n

)
.

Proof. By Lem. 4 with τ = δ
(2α−1)n−1
αn

√
c,

P
(

min
1≤i≤N

∥πn−αn+1(si)∥ < δ(2α−1)n−1
αn

√
c

)
= 1−

(
1− Ix

(
αn

2
,
(1− α)n

2

))N

,

where x = δ
2((2α−1)n−1)
αn c therefore it would suffice to prove that

log

(
1− Ix

(
αn

2
,
(1− α)n

2

))
∼ log p

N
. (7)

Letting η = sign(x − α)

√
−2α log

(
x
α

)
− 2(1− α) log

(
1−x
1−α

)
as in Lem. 5 and

combining the result of this same Lemma with Eq. 7, we get

− log p

n
∼ Ix

(
αn

2
,
(1− α)n

2

)
∼ 1

2
erfc

(
−η

√
n

2

)
.

This yields x < α and η2 ∼ 4 logn
n (we used that N = Θ(n) and the following

estimate for large u: erfc(u) ∼ π−1/2u−1e−u2

. See also [43] for an alternative
method). To conclude we look for the most important terms inside of η2. Looking
at

4
log n

n
∼ 2α logα+ 2(1− α) log(1− α)− 2α log x− 2(1− α) log(1− x), (8)

we deduce that α = 1
2 − ξ

logn , where ξ = O(1). By carefully taking care of the
little o terms, x can be expressed using

x

c
= δ2((2α−1)n−1)

αn c =
( αn
2πe

(αnπ)1/(αn)
)−2ξn/ log n−1

αn−1 ∼
( n

4πe

)−4 ξ
log n ∼ e−4ξ.

We can now compute the largest contribution K to the right hand side of Eq. 8:

K = log

(
e4ξ

4c(1− ce−4ξ)

)
= log

(
(e4ξ − 2c)2 + 4c(e4ξ − c)

4c(e4ξ − c)

)
.

We must have K + o(K) = 4 logn
n , therefore the constant term must be 0, and

thus ξ = log(2c)
4 + o(1), which concludes our proof.

⊓⊔
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Corollary 4. Let L be a rank n lattice for which Heu. 1 holds with vectors
s1, . . . , sN of norm r such that N = Θ(n) and r/vol(L)1/n := c−1/2 = O(1).
The primal attack framework predicts that applying BKZ reduction with blocksize
β = n(1/2 − log(2c)/4 log n + o(1/ log n)) recovers a vector of norm at most r
with high probability. In particular if the heuristic holds for hypercubic and NTRU
lattices, then so does this result.

Proof. The main point follows directly from Prop. 3. For a hypercubic lattice
Λ, vol(Λ) = ∥s∥ = 1. For a NTRU lattice L, vol(L)1/n =

√
q = Θ(

√
n), and

∥s∥ = Θ(n), where s = (g, f) is the secret key and q is the NTRU modulus.

⊓⊔

4.3 Discussion and Illustration

The results of Prop. 1 and Prop. 3 are identical. If we focus uniquely on the
primal attack6, this means that asymptotically, having n short vectors does not
offer any advantage over having just one. In fact, we conjecture that for k a
constant, if we had a polynomial number N of independent (in the sense of
Heu. 1) equally short vectors, then the following k terms of the expansion of
the predicted blocksize assuming the presence of these N vectors would match
precisely with the next k terms (of the form ain log

−i(n)) derived in the case
of a solitary short vector. Indeed, the estimates of Prop. 1 and Prop. 3 are not
very good in practice, because the convergence rate is very weak (notice that
the term in the erfc function is a Θ(

√
log n)). This means that the asymptotic

regime will only kick in for huge values of n, beyond cryptographic relevance.
However, this does not prove that the presence of more short vectors is useless
with regards to the primal attack. In fact, the structure of Eq. 1 indicates that
having strictly more short vectors is directly advantageous.

Practical alternative. Due to the reasons mentioned above, for practical ap-
plication of our framework, we recommend directly solving the modified primal
attack equation obtained from combining Eq. 1 and Lem. 3 numerically. The
results for hypercubic lattices are plotted in Fig. 4, and compared with the pre-
dictions of [16]. In the observed range of dimensions, the heuristic blocksize gain
is consistently between 11 and 13, compared to simply evaluating the asymptotic
formula. Surprisingly, our naive predictions end up being very close to the more
precise predictions of [16]. We provide a proof of concept sage script at

https://github.com/htmb-bot/NTRU-and-Hypercubic.

6 Dense sublattice attacks can asymptotically outperform generic lattice reduction for
NTRU with overstretched parameters [35,21], but this is outside the scope of our
study.
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Fig. 4: Blocksizes required to recover unit vectors in dimension n hypercubic
lattices. The predictions in dotted lines were generated using the sage script
provided in [19]. Our model does not assume progressive-BKZ execution.
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