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Parameter uniform finite difference 
formulation with oscillation free for solving 
singularly perturbed delay parabolic differential 
equation via exponential spline
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Abstract 

Objective  In this work, singularly perturbed time dependent delay parabolic convection-diffusion problem with Dir-
ichlet boundary conditions is considered. The solution of this problem exhibits boundary layer at the right of special 
domain. In this layer the solution experiences steep gradients or oscillation so that traditional numerical methods 
may fail to provide smooth solutions. We developed oscillation free parameter uniform exponentially spline numerical 
method to solve the considered problem.

Results  In the temporal direction, the implicit Euler method is applied, and in the spatial direction, an exponential 
spline method with uniform mesh is applied. To handle the effect of perturbation parameter, an exponential fit-
ting factor is introduced. For the developed numerical scheme, stability and uniform error estimates are examined. 
It is shown that the scheme is uniformly convergent of linear order in the maximum norm. Numerical examples are 
provided to illustrate the theoretical findings.

Keywords  Exponential spline, Oscillation-free, Singularly perturbed delay problem, Fitting factor, Convection-
diffusion, Uniform convergence
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Introduction
Delay differential equations (DDEs) are a class of dif-
ferential equation where the unknown function or its 
derivative at a certain time depends on the solution and 
possibly its derivatives at earlier times. The delay in these 
equations represents the transport delay, incubation 

period, gestation time, etc. If a small positive param-
eter ε multiply the highest derivative term of DDEs and 
involves at least a delay term, the DDEs are said to be 
singularly perturbed delay differential equations (SPD-
DEs). When the delay parameter magnitude is larger 
than the perturbation parameter, the equations are said 
to SPDDEs with large delay, otherwise they are said to be 
SPDDEs with small delay. These problems can be found 
various applications in science and engineering such as 
control systems [1], chemical reactions [2], epidemiology 
[3], optics and physiology [4], and neural networks [5].

Singularly perturbed delay parabolic convection-
diffusion problems (SPDPCDPs) are a type of SPDDE. 
SPDPCDPs are significant in modeling various physical 
phenomena, particularly in systems where the current 
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state influences future behavior, such as in fluid dynamics 
and heat transfer. These problems are crucial in modeling 
systems where there is a significant disparity between 
the rates of convection, diffusion, and delay effects. For 
instance, in chemical engineering [2], they can describe 
the behavior of reactive transport in porous media where 
the reaction rates and transport processes differ vastly, 
and delays in the system (due to transport lags or reaction 
time) affect the overall dynamics. Analyzing these prob-
lems helps in understanding how the interplay between 
fast and slow processes, coupled with delay effects, influ-
ences the stability and evolution of the system.

The solution for SPDDEs has a boundary layer because 
of the perturbation parameter ε . Thus, the solution shows 
large variation, oscillation, in small region of the domain. 
It is long familiar that most classical numerical methods 
are unable to give accurate result on uniform mesh for 
such problems especially as ε goes to zero unless a very 
fine mesh is considered, which is computationally expen-
sive. Hence there is the need for methods which are sta-
ble and uniformly convergent irrespective of the values of 
ε and mesh size [6]. Finite difference numerical methods 
that exhibit uniform convergence and stable are mainly 
developed using fitted meshes and fitted operators. While 
fitted operator methods maintain a uniform mesh, fitted-
mesh methods concentrate on selecting a fine mesh in 
the layer region(s). There are also other nonclassical finite 
difference numerical methods to solve singularly per-
turbed delay differential equations such as adaptive mesh 
refinement and domain decomposition methods.

SPDPCDPs are studied by various authors. Kaushik and 
Sharma [7] approximated SPDPCDPs using a weighted 
difference time discretization and central difference space 
discretization on a piecewise Shishkin mesh. They have 
shown that the method is stable and uniformly conver-
gent with respect to ε . SPDPCDPs are estimated by Das 
and Natesan [8] using for time derivative an implicit-Euler 
scheme and for spatial derivatives a hybrid scheme which 
made up of midpoint upwind scheme and the central dif-
ference scheme. To solve SPDPCDPs, Gowrisankar and 
Natesan [9] used the upwind finite difference scheme for 
spatial derivatives and the backward-Euler scheme for time 
derivatives. They proved the proposed method is param-
eter uniform convergent of first order. Using the exponen-
tially fitted operator finite difference method for spatial 
discretization and the Crank-Nicolson method for tempo-
ral discretization, Woldaregay et al. [10] solved SPDPCDPs 
through both approaches. They have shown that the pro-
posed scheme converges uniformly with first order of con-
vergence. Negero and Duressa [11] studied second order 
convergent scheme to approximate SPDPCDPs. After a 
year the authors [12] constructed a second order accurate 
scheme for solving SPDPCDPs. Negero and Duressa [13] 

estimated the solution of SPDPCDPs using Crank-Nicol-
son’s time discretization scheme and exponentially fitted 
cubic spline scheme for spatial discretization. Recently the 
following authors have developed parameter uniform con-
vergent numerical scheme to solve SPDPCDPs. Hassen 
and Duressa [14] approximated SPDPCDPs using Crank-
Nicolson time discretization and upwind finite difference 
for spatial derivative using Peano kernel theorem conver-
gent analysis. Fitted computational method is developed 
by Tesfaye et al. [15] to solve SPDPCDPs. After a year the 
authors [16] solved SPDPCDPs by employing backward 
Euler scheme for time derivatives. They used a higher-order 
finite difference method to approximate the second-order 
derivative and non-symmetric finite difference schemes 
to approximate the first-order derivative terms. Hassen 
and Duressa [17] developed a parameter uniform conver-
gent numerical scheme to solve SPDPCDPs by employing 
implicit Euler approach in the time direction and extended 
cubic B-spline collocation in the space direction. Kumar 
and Gowrisankar [18] have suggested an efficient numeri-
cal method for SPDPCDPs. The authors proved that the 
proposed numerical method converges uniformly with 
first-order up to logarithm in the spatial variable and also 
first-order in the temporal variable. Readers can refer dif-
ferent numerical scheme for solving SPDDEs in [19–32].

In this paper, our aim is to develop a parameter uni-
form numerical scheme for SPDPCDPs large delay ver-
sion with Dirichlet boundary conditions. The proposed 
scheme comprises of implicit Euler in temporal direc-
tion and exponential spline scheme in spatial direction. 
We provided an exponentially fitting factor to manage 
the perturbation parameter’s effects. The novelty of the 
presented scheme is that, unlike Shishkin and Bakh-
valov mesh types, it does not depend on a specially 
designed mesh and needs no prior knowledge regard-
ing the boundary layer’s width and position. Results 
from the suggested scheme are more precise, consist-
ent, and uniformly convergent.

Notation  The symbols Nt and Nz are denoted for the 
number of mesh elements, mesh parameters, in time and 
space direction, respectively; the symbol C is denoted 
for a generic positive constant which is independent 
of perturbation parameter and mesh parameters. The 
norm ‖.‖ denotes supremum or maximum norm, i.e., 
�π(z, t)� = max(z,t)∈� |π(z, t)|.

Continuous problem
Let �z = (0, 1),�t = (0, T ] be are spatial and temporal 
domain respectively, and � = �z ×�t for T > 0 . We 
consider the following SPDPCDP of the form:
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where Lε f (z, t) = −εfzz(z, t)+ a(z)fz(z, t)+ b(z, t)f (z, t). The 
delay parameter in the given problem is denoted by κ > 0 , 
and the perturbation parameter by ε ∈ (0, 1]. The func-
tions a(z), b(z, t), c(z, t), and g(z, t) on � = [0, 1] × [0, T ] 
and Bb(z, t) , Bl(t) , and Br(t) on ϕ = ϕl ∪ ϕb ∪ ϕr are 
assumed sufficiently smooth and bounded which satisfy 
a(z) ≥ γ > 0 , b(z, t) ≥ η and c(z, t) ≥ β . Assume T  sat-
isfy T = ςκ , ς is positive integer. Under these circum-
stances the problem exhibits a boundary layer at the right 
side of the spatial domain.

The Hölder continuous of the data, together with the 
compatibility condition at the corner points delay term 
[33] as stated below, can ensure the existence and unique-
ness of the solution to the problem (1).

Let L f (z, t) = ft(z, t)+Lεf (z, t) , then the differential 
operator L satisfies the next Lemma.

Lemma 1  (Continuous Maximum Principle) Let 
y(z, t) ∈ C2(�) ∩ C0(�),satisfies L y(z, t) ≥ 0 for all 
(z, t) ∈ � and y(z, t) ≥ 0 for all (z, t) ∈ ϕ . Then y(z, t) ≥ 0, 
for all (z, t) ∈ �.

Proof  Let (z∗, t∗) ∈ � , such that y(z∗, t∗) = min
(z,t)∈�

y(z, t) 

and suppose that y(z∗, t∗) < 0 . Obviously (z∗, t∗) /∈ ϕ and 
(z∗, t∗) ∈ � . From calculus property, we have 
yz(z

∗, t∗) = 0 , yt(z∗, t∗) = 0 , and yzz(z∗, t∗) > 0 . Hence 
from (1), we have

(1)























ft (z, t)+Lε f (z, t) = −c(z, t)f (z, t − κ)+ g(z, t), (z, t) ∈ �,

f (z, t) = Bb(z, t), (z, t) ∈ ϕb = [0, 1] × [−κ , 0],

f (0, t) = Bl(t), t ∈ ϕl = {(0, t) : 0 ≤ t ≤ T },

f (1, t) = Br (t), t ∈ ϕr = {(1, t) : 0 ≤ t ≤ T },

(2)Bl(0) = Bb(0, 0), Br(0) = Bb(1, 0),

(3)

dBl (0)

dt
− ε

∂2Bb(0, 0)

∂z2
+ a(0)

∂Bb(0, 0)

∂z
+ b(0, 0)Bb(0, 0) = −c(0, 0)Bb(0,−κ)+ g(0, 0),

dBl (0)

dt
− ε

∂2Bb(1, 0)

∂z2
+ a(1)

∂Bb(1, 0)

∂z
+ b(1, 0)Bb(1, 0) = −c(1, 0)Bb(1,−κ)+ g(1, 0).

This contradicts the hypothesis L y(z, t) ≥ 0 . Therefore 
y(z, t) ≥ 0 for all (z, t) ∈ � . 	�  �

Lemma 2  The solution y(z, t) of the problem (1) satisfies

where a constant C > 0 , does not depend on ε.

Proof  Refer [8]. 	�  �

Lemma 3  The solution f(z, t) of the problem (1) satisfies 
|f (z, t)| ≤ C , (z, t) ∈ � , where a constant C > 0 , does not 
depend on ε.

Proof  From Lemma 2, we have

This completes the proof. 	� �

The stability of the continuous differential operator L 
and an ε-uniform bound for the problem (1) in the max-
imum norm are provided by the following Lemma. The 
Lemma result follows from the maximum principle.

Lemma 4  (Stability result for Continuous Problem) The 
solution f(z, t) of (1) satisfies

Proof  Let K = max{|Bl(t),Br(t),Bb(z, t)|} . For the bar-
rier function �±(z, t) = η−1

∥

∥L f (z, t)
∥

∥+ K ± f (z, t) , we 
have

L y(z∗, t∗) =yt(z
∗
, t∗)− εyzz(z

∗
, t∗)

+ a(z∗)yz(z
∗
, t∗)+ b(z∗, t∗)y(z∗, t∗) < 0.

∣

∣f (z, t)− Bb(z, 0)
∣

∣ ≤ Ct, (z, t) ∈ �,

|f (z, t)| ≤ |f (z, t)− Bb(z, 0)| + |Bb(z, 0)|

≤ Ct + |Bb(z, 0)|

≤ C , since t ∈ (0, T ] and Bb(z, 0) ∈ C2(�).

|f (z, t)| ≤ η−1
∥

∥L f (z, t)
∥

∥+max{|Bl(t),Br(t),Bb(z, t)|}.

�±(0, t) = η−1
∥

∥L f (z, t)
∥

∥+max{|Bl(t),Br(t),Bb(0, t)|} ± f (0, t) > 0,

�±(1, t) = η−1
∥

∥L f (z, t)
∥

∥+max{|Bl(t),Br(t),Bb(1, t)|} ± f (1, t) > 0,

L�±(z, t) = b(z, t)[η−1
∥

∥L f (z, t)
∥

∥+ K ] ±L f (z, t)

≥
∥

∥L f (z, t)
∥

∥+ b(z, t)K ±L f (z, t)

≥
∥

∥L f (z, t)
∥

∥±L f (z, t)

≥ 0.
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Hence by applying the Lemma  1, we get the required 
result. 	�  �

Furthermore, bounds on the solution and its deriva-
tives are provided by the following theorem.

Theorem 1  The solution f(z, t) to the problem (1) and its 
derivatives satisfies

where i and j are non-negative integers such that 
0 ≤ i + j ≤ 5.

Proof  Refer on [34] 	�  �

Numerical scheme
Time discretization
We engage a uniform mesh on the time 
domain [0, T ] with time step size �t as 
�

Nt
t = {tm = m�t : m = 0(1)Nt , tNt = T , �t = T /Nt} 

and �P
t = {ts = −s�t : s = 0(1)P, tP = −κ} , where 

Nt and P are th number of mesh elements in [0, T ] and 
[−κ , 0] respectively. In order to handle the term with 
delay, a special mesh is selected so that it coincides with 
a mesh point in �P

t  . We use the implicit Euler scheme for 
time derivatives, so we obtain

∣

∣

∣

∣

∂ j+i f (z, t)

∂zj∂ti

∣

∣

∣

∣

≤ C
(

1+ ε−j exp(−γ (1− z)/ε)
)

, (z, t) ∈ �,

(4)

Fm+1(z)− Fm(z)

�t
− ε

d2Fm+1(z)

dz2

+ a(z)
dFm+1(z)

dz
+ bm+1(z)Fm+1(z)

= −cm+1(z)Fm+1−P(z)+ gm+1(z)

Consistently, we write (4) which gives semi-discrete 
scheme as

where Hm(z) = Fm(z)+�t
(

−cm+1(z)Fm+1−P(z)+ gm+1(z)
)

 , 
L

∗�t
ε = −ε d2

dz2
+ a(z) d

dz
+ bm+1(z) , and Fm(z) is 

the approximation of f(z,  t) at t = tm = m�t , i.e., 
Fm(z) ≈ f (z, tm).

In (5) let L�t
ε = I +�tL ∗�t

ε  . Then L�t
ε  satisfies the 

next maximum principle.

Lemma 5  (Semi-discrete Maximum Principle) 
Let µ(z, tm+1) ∈ C2(�z) . Assume µ(0, tm+1) ≥ 0 , 
µ(1, tm+1) ≥ 0 , and L�t

ε µ(z, tm+1) ≥ 0 for all z ∈ �z , 
then µ(z, tm+1) ≥ 0 for all �z.

Proof  Let (z∗, tm+1) ∈ {(z, tm+1) : z ∈ �z} , and 
min
z∈�z

µ(z, tm+1) = µ(z∗, tm+1) < 0 . Clearly, 

(z∗, tm+1) /∈ {(0, tm+1), (1, tm+1)} . Also we have, 
dµ(z∗,tm+1)

dz
= 0,

dµ(z∗,tm+1)
dt

= 0 , and d
2µ(z∗,tm+1)

dz2
≥ 0 . Then

This contradicts to the assumption made. Thus 
µ(z∗, tm+1) ≥ 0,and hence µ(z, tm+1) ≥ 0 for all z ∈ �z . 	
� �

The local truncation error em+1 for the scheme (5) is 
given by em+1 = f (z, tm+1)− Fm+1(z) , where Fm+1(z) is 
the solution of

(5)







�

I +�tL ∗�t
ε

�

Fm+1(z) = Hm(z),

Fm+1(0) = Bl(tm+1), Fm+1(1) = Br(tm+1),

F−s(z, t) = Bb(z,−ts), s = 0(1)P, z ∈ �z ,

L
�t
ε µ(z∗, tm+1) =

dµ(z∗, tm+1)

dt
+�t

(

−ε
d2µ(z∗, tm+1)

dz2

+a(z∗)
dµ(z∗, tm+1)

dz

+ bm+1(z∗)µ(z∗, tm+1)
)

> 0.

(6)






�

I +�tL ∗�t
ε

�

Fm+1(z) = f (z, tm)+�t
�

−c(z, tm+1)f (z, tm+1)+ g(z, tm+1)
�

,

Fm+1(0) = Bl(tm+1), Fm+1(1) = Br(tm+1),

F−s = Bb(z,−ts), s = 0(1)P, z ∈ �z .
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The local error in the time direction is estimated in the 
following lemma.

Lemma 6  (Local error) The local error em+1 at 
tm+1 associated to the scheme (5) satisfies the bound 
�em+1� ≤ C(�t)2.

Proof  The function Fm+1(z) satisfies

From Taylor series expansion, we get

From (7) and (8) one can observe that em+1 is the solution 
of

Clearly the operator I +�tL ∗�t
ε  satisfies semi-discrete 

maximum principle. Thus we obtain �em+1� ≤ C(�t)2 . 	
� �

Em+1 = f (z, tm+1)− Fm+1(z) defines the global error 
in time direction by providing the error contribution at 
each time step.

Lemma 7  (Global Error) The global error 
Em+1 at tm+1 associated to (5) satisfies 
≤ �Em+1� ≤ C�t, m = 0(1)Nt − 1.

Proof  Using Lemma 6, we get

As a result, the temporal discretization process is first 
order uniform convergent. 	�  �

(7)

(

I +�tL ∗�t
ε

)

Fm+1(z)

−�t
(

−c(z, tm+1)f (z, tm+1)+ g(z, tm+1)
)

= f (z, tm).

(8)

f (z, tm) = f (z, tm+1)−�tft(z, tm+1)+O((�t)2),

= f (z, tm+1)−�t[−L
∗�t
ε f (z, tm+1)

− c(z, tm+1)f (z, tm+1−P)+ g(z, tm+1)] +O((�t)2)

=
(

I +�tL ∗�t
ε

)

f (z, tm+1)

+ c(z, tm+1)f (z, tm+1−P)+ g(z, tm+1)+O((�t)2).

(9)
{

(

I +�tL ∗�t
ε

)

em+1 = O((�t)2),
em+1(0) = 0 = em+1(1).

�Em+1� =

∥

∥

∥

∥

∥

m+1
∑

ι=0

eι+1

∥

∥

∥

∥

∥

≤ �e1� + �e2� + · · · + �em+1�

≤ (m+ 1)C(�t)2

= C((m+ 1)�t)�t, (m+ 1)�t ≤ T

≤ CT �t

≤ C�t.

The Lemmas  5,6,and  7 show the stability and con-
sistency of the scheme (5). The derivative bound of the 
solution utilized to demonstrate the convergence of the 
method is provided by the following theorem.

Theorem  2  The solution Fm+1(z) of (5) satisfies the 
estimate

Proof  Refer [16, 35] 	�  �

Space discretization
We divide �z = [0, 1] in to Nz equal number of subdomain 
with length of h = 1/Nz as 0 = z0, z1, . . . , zNz = 1 and 
zn = nh, n = 0(1)Nz . Define �Nz

z = {zn = nh, n = 0(1)Nz} 
and �N = �

Nz
z ×�

Nt
t  . At zn = nh for (m+ 1)th time level, 

let Fm+1
n  be an approximation to Fm+1(zn) found by expo-

nential spline function Qn(z) passing through the points 
(zn, F

m+1
n ) and (zn+1, F

m+1
n+1 ) . Omit the superscript m+ 1 

for convenience, i.e.,Fm+1
n = Fn . For each nth segment, the 

exponential spline function has the following form [36]:

where φn,χn,ψn,and ϑn are constants to be determined 
and � is a free parameter used to advance the accuracy 
of the scheme. Here Qn(z) ∈ C2[�z] interpolate Fn at 
zn, n = 0(1)Nz depends on � and reduce to cubic spline 
Qn(z) in �z as � → 0 . To obtain the coefficients intro-
duced in (10), Qn(z) should satisfy the condition of first 
derivative continuity at the common nodes. Define

From (9) and (10) after some manipulation, we get

where ξ = �h and n = 1(1)Nz − 1. From the first deriva-
tive continuity Q′

n−1(zn) = Q
′

n(zn) for n = 1(1)Nz − 1 , we 
obtain the following relations:

∣

∣

∣

∣

djFm+1(z)

dzj

∣

∣

∣

∣

≤ C
(

1+ ε−j exp(−γ (1− z)/ε)
)

,

j = 0(1)4, z ∈ �z

(10)

Qn(z) =φn exp(�(z − zn))+ χn exp(−�(z − zn))

+ ψn(z − zn)+ ϑn, n = 1(1)Nz − 1,

(11)

Qn(zn) = Fn, Qn(zn+1) = Fn+1,

Q
′′

n(zn) = Mn, Q
′′

n(zn+1) = Mn+1

(12)

φn = h2
Mn+1 − exp(−ξ)Mn

2ξ2 sinh(ξ)
, χn = h2

exp(ξ)Mn −Mn+1

2ξ2 sinh(ξ)

ψn =
Fn+1 − Fn

h
− h

Mn+1 −Mn

ξ2
, ϑn = Fn − h2

Mn

ξ2
,
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where L1 =
sinh(ξ)−ξ

ξ2 sinh(ξ)
 , L2 =

ξ cosh(ξ)−sinh(ξ)
ξ2 sinh(ξ)

 , and 

Mν = F
′′
(zν), ν = n, n± 1 . Equation (4) can be written as

where F(z) = Fm+1(z), p(z) = pm+1(z) = 1
�t + bm+1(z) , 

G(z) = Gm(z) = 1
�t F

m(z)− cm+1(z)Fm+1−P(z)+ gm+1(z)  . 
Equation (14) discretized by the exponential spline by 
introducing a fitting factor σ(ρ) , we get

where ρ = h/ε . Placing exact solution in (15) and substi-
tute the resulting in to (13), we obtain

(13)

Fn−1 − 2Fn + Fn+1

h2
= L1Mn−1 + 2L2Mn + L1Mn+1,

(14)−εF
′′

(z) = a(z)F
′

(z)+ p(z)F(z)− G(z),

(15)
εσ (ρ)Mν = aνF

′

ν + pνFν − Gν , for ν = n, n± 1,

where TE(h) is local truncation error [37], given as

(16)
− εσ (ρ)

F(zn−1)− 2F(zn)+ F(zn+1)

h2
+ L1

[

an−1F
′

(zn−1)+ pn−1F(zn−1)
]

+ 2L2

[

anF
′

(zn)+ pnF(zn)
]

+ L1

[

an+1F
′

(zn+1)+ pn+1F(zn+1)
]

= L1Gn−1 + 2L2Gn + L1Gn+1 + TE(h), n = 1(1)Nz − 1,

Clearly TE(h) = O(h4) for L1 + L2 = 1/2 . 
If L2 = 5/12, L1 = 1/12 , we have 
TE(h) = εσ (ρ) h6

240F
(6)(̺n), ̺n ∈ [zn−1, zn+1] . Using non-

symmetric finite difference approximation for first deriv-
ative [38] F(zn) , we have

Finally by substituting the approximation of (18) in to the 
approximation of (16), we get the following full discre-
tized scheme:

where

(17)

TE(h) =
h4

3
(L2 − 2L1)anF

(3)(̺n)

+ εσ(ρ)
h4

12
(−12L1 + 1)anF

(4)(̺n)+O(h6).

(18)

F
′

(zn) =
F(zn+1)− F(zn−1)

2h
+O(h2),

F
′

(zn−1) =
−F(zn+1)+ 4F(zn)− 3F(zn−1)

2h
+O(h2),

F
′

(zn+1) =
3F(zn+1)− 4F(zn)+ F(zn−1)

2h
+O(h2).

(19)






L
�t,h
ε Fm+1

n ≡ A−
n F

m+1
n−1 + A0

nF
m+1
n + A+

n F
m+1
n+1 = G∗m

n , n = 1(1)Nz − 1,

Fm+1
0 = Bl(tm+1), Fm+1

Nz
= Br(tm+1), m = 0(1)Nt − 1,

F−s
n = Bb(zn,−ts), n = 0(1)Nz , s = 0(1)P,

A−
n = −

εσ (ρ)

h2
+ L1

(

−
3an−1

2h
+

an+1

2h
+ pm+1

n−1

)

− L2
an

h
,

A0
n =

2εσ (ρ)

h2
+ L1

(

2an−1

h
−

2an+1

h

)

+ 2L2p
m+1
n ,

A+
n = −

εσ (ρ)

h2
+ L1

(

3an+1

2h
−

an−1

2h
+ pm+1

n+1

)

+ L2
an

h
,

G∗m
n = L1G

m
n−1 + 2L2G

m
n + L1G

m
n+1, Gm

n−1 =
1

�t
Fm
n−1 − cm+1

n−1 F
m+1−P
n−1 + gm+1

n−1 ,

Gm
n =

1

�t
Fm
n − cm+1

n Fm+1−P
n + gm+1

n , Gm
n+1 =

1

�t
Fm
n+1 − cm+1

n+1 F
m+1−P
n+1 + gm+1

n+1 .

Calculating fitting factor
The fitting factor σ(ρ) is determined in such a way that 
the solution of (19) converges uniformly to the solution 
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of (1). Multiplying (19) by h and assuming the limit as 
h → 0 , we obtain

From singular perturbation theory [39] concerning to the 
right boundary layer, we have

where Fm+1
0 (z) is the solution of reduced problem

Let 0 = z0 < z1 < z2 < · · · < zNz = 1 , such that 
zn = nh, n = 0(1)Nz . Assume h is sufficiently small. Then 
discretization of (21) gives

Similarly, we have

Substituting (22)- (23) into (20) and then simplifying, we 
obtain

Stability and convergence analysis
The uniform stability and convergence analysis for (19) 
are covered in this section. Firstly, we establish the exist-
ence of the unique discrete solution for the scheme (19) 
by proving the discrete comparison principle.

Lemma 8  (Discrete Comparison Principle) Let 
Um+1
n  and Fm+1

n  be two mesh functions, satisfy-
ing L

�t,h
ε Um+1

n ≤ L
�t,h
ε Fm+1

n  , for n = 1(1)Nz − 1 , 
Um+1
0 ≤ Fm+1

0  , and Um+1
Nz

≤ Fm+1
Nz

 , then Um+1
n ≤ Fm+1

n  
for n = 0(1)Nz.

Proof  The matrix associate with L�t,h
ε  is size of 

(Nz + 1)× (Nz + 1) , where for n = 1,and n = Nz − 1 , 
the terms demanding Fm+1

0  and Fm+1
Nz

 shifted to the right 
side. The coefficient matrix satisfies the property of an 

(20)lim
h→0

σ(ρ)

ρ

[

Fm+1
n−1 − 2Fm+1

n + Fm+1
n+1

]

= a0(L1 + L2) lim
h→0

[

Fm+1
n+1 − Fm+1

n−1

]

.

(21)
Fm+1(z) = Fm+1

0 (z)+ (Br(tm+1)− Fm+1
0 (1)) exp(−a(1)(1− z)/ε)+O(ε),

{

Fm+1
0 (z)−Fm

0 (z)

�t + a(z)
dFm+1

0 (z)

dz
+ bm+1(z)Fm+1

0 (z) = −cm+1(z)Fm+1−P
0 (z)+ gm+1(z),

F−s
0 = Bb(z,−ts), s = 0(1)P, z ∈ �z .

(22)Fm+1
n = Fm+1(nh) = Fm+1

0 (nh)+ (Br(tm+1)− Fm+1
0 (1)) exp(−a(1)(1/ε − nρ)).

(23)
Fm+1
n+1 = Fm+1

0 ((n+ 1)h)+ (Br(tm+1)− Fm+1
0 (1)) exp(−a(1)(1/ε − (n+ 1)ρ)),

Fm+1
n−1 = Fm+1

0 ((n− 1)h)+ (Br(tm+1)− Fm+1
0 (1)) exp(−a(1)(1/ε − (n− 1)ρ)).

(24)σ(ρ) = a(1)ρ(L1 + L2) coth

(

a(1)ρ

2

)

.

irreducible M matrix. Hence it has positive inverse. So 
the existence of unique solution for (19) ensured. The 

reader can refer to [35] for further details. 	�  �

Lemma 9  (Stability result for discrete problem) The 

solution Fm+1
n  of (19), satisfies the estimate

where π is the lower bound of pm+1
n .

P r o o f   L e t 
θ = π−1

∥

∥L
�t,h
ε Fm+1

n

∥

∥+max
{

∣

∣

∣

Fm+1
0

∣

∣

∣

,
∣

∣

∣

Fm+1
Nz

∣

∣

∣

}

 . For the 
barrier function �±

n = θ ± Fm+1
n  , we have 

�±
0 = θ ± Fm+1

0 ≥ 0 , �±
Nz

= θ ± Fm+1
Nz

≥ 0 . Moreover 
for 0 < n < Nz (19) can be written as

∣

∣

∣

Fm+1
n

∣

∣

∣

≤ π−1
∥

∥

∥

L
�t,h
ε Fm+1

n

∥

∥

∥

+max
{

∣

∣

∣

Fm+1
0

∣

∣

∣

,
∣

∣

∣

Fm+1
Nz

∣

∣

∣

}

,

L
�t,h
ε �±

n = εσ (ρ)
[

(θ ± Fm+1
n−1 )− 2(θ ± Fm+1

n )+ (θ ± Fm+1
n+1 )

]

+ L1

[

an−1(θ ± Fm+1
n−1 )

′

+ pm+1
n−1 (θ ± Fm+1

n−1 )
]

+ 2L2

[

an(θ ± Fm+1
n )

′

+ pm+1
n (θ ± Fm+1

n )
]

+ L1

[

an+1(θ ± Fm+1
n+1 )

′

+ pm+1
n+1 (θ ± Fm+1

n+1 )
]

=

(

L1p
m+1
n−1 + 2L2p

m+1
n + L1p

m+1
n+1

)

θ ±L
�t,h
ε Fm+1

n

≥ 0, as pm+1
n > π .
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By applying discrete comparison principle, we obtained 
the required result. 	�  �

From the power expansion of coth(q) and its property 
one can deduce that |q coth(q)− 1| ≤ C

q2

q2+1
 . Thus, for 

C1 and C2 constants

Using (25), we can have

Then for n = 1(1)Nz − 1 , using (26) we have

(25)

C1
q2

q2 + 1
≤ q coth(q)− 1 ≤ C2

q2

q2 + 1
, and ε

(h/ε)2

(h/ε)2 + 1
=

h2

h+ ε
.

(26)
∣

∣

∣

∣

ε

(

a(1)ρ(L1 + L2) coth

(

a(1)ρ

2

)

− 1

)

D+D−Fm+1(zn)

∣

∣

∣

∣

≤ C
h2

h+ ε

∥

∥

∥

(Fm+1)
′′

(zn)
∥

∥

∥

.

(27)

| − ε(σ (ρ)D+D−Fm+1
n − (Fm+1)

′′

(zn))| = | − ε(σ (ρ)− 1)D+D−Fm+1
n

− ε(D+D−Fm+1
n − (Fm+1)

′′

(zn))|

≤ ε

∣

∣

∣

∣

(

a(1)ρ(L1 + L2) coth

(

a(1)ρ

2

)

−1)D+D−Fm+1(zn)
∣

∣

∣

+ ε|(Fm+1)
′′

(zn)− D+D−Fm+1
n |

≤ C
h2

h+ ε

∥

∥

∥

(Fm+1)
′′

(zn)
∥

∥

∥

+ Cεh2
∥

∥

∥

(Fm+1)(4)(zn)
∥

∥

∥

.

From Taylor series expansion, we have

(28)
|e

′

n−1| = |(Fm+1)
′

(zn−1)− (Fm+1)
′

n−1| ≤ Ch
∥

∥

∥

(Fm+1)
′′

(xj)
∥

∥

∥

,

(29)
|e

′

n| = |(Fm+1)
′

(zn)− (Fm+1)
′

n| ≤ Ch2
∥

∥

∥

(Fm+1)(3)(xj)
∥

∥

∥

,

(30)
|e

′

n+1| = |(Fm+1)
′

(zn+1)− (Fm+1)
′

n+1| ≤ Ch
∥

∥

∥

(Fm+1)
′′

(xj)
∥

∥

∥

,

where 
∥

∥

∥

(Fm+1)
′′
(xj)

∥

∥

∥

= max0≤n≤Nz |(F
m+1)

′′
(zn)|,

∥

∥(Fm+1)(3)(xj)
∥

∥ = max0≤n≤Nz |(F
m+1)(3)(zn)| . The fol-

lowing theorem provides the spatial direction trunca-
tion error bound for the proposed scheme.

Theorem  3  (Error in the spatial direction) Let 
a(z), b(z, tm+1) , andc(z, tm+1) are sufficiently smooth 
functions so that Fm+1(z) ∈ C4[�z] . Then the solution 
Fm+1
n  of (19) satisfies the estimate

Proof  The local truncation error bound for (19) at node 
zn is

∣

∣

∣

L
�t
ε Fm+1(zn)−L

�t,h
ε Fm+1

n

∣

∣

∣

≤ Ch

(

1+ ε−3 exp

(

−
γ (1− zn)

ε

))

.
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By bounding (17) and using the bounds (27)–(30) we 
obtain

∣

∣

∣

L
�t
ε Fm+1(zn)−L

�t,h
ε Fm+1

n

∣

∣

∣

≤
∥

∥TE(h)
∥

∥+ | − ε(σ (ρ)D+D−Fm+1
n

− (Fm+1)
′′

(zn))| + |e
′

n−1| + |e
′

n| + |e
′

n+1|.

(31)

∣

∣

∣

L
�t
ε Fm+1(zn)−L

�t,h
ε Fm+1

n

∣

∣

∣

≤ Ch4(L2 − 2L1)
∥

∥

∥

(Fm+1)(3)(̺n)

∥

∥

∥

+ Ch5(−12L1 + 1)
∥

∥

∥

(Fm+1)(4)(̺n)

∥

∥

∥

+ C
h2

h+ ε

∥

∥

∥

(Fm+1)
′′

(zn)
∥

∥

∥

+ Cεh2
∥

∥

∥

(Fm+1)(4)(zn)
∥

∥

∥

+ L1Ch
∥

∥

∥

(Fm+1)
′′

(xj)
∥

∥

∥

+ L2Ch
2
∥

∥

∥

(Fm+1)
′′

(xj)
∥

∥

∥

.

Now apply Theorem 2 on (30),

Fig. 1  Numerical solution of Example 1 with boundary layer formation, N = 64

Fig. 2  Numerical solution of Example 2 with boundary layer formation, N = 64
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Now that the proof is completed. 	�  �

∣

∣

∣

L
�t
ε Fm+1(zn)−L

�t,h
ε Fm+1

n

∣

∣

∣

≤ Ch4(L2 − 2L1)
(

1+ ε−3 exp(−γ (1− zn)/ε)
)

+ Ch5(−12L1 + 1)
(

1+ ε−4 exp(−γ (1− zn)/ε)
)

+ C
h2

h+ ε

(

1+ ε−2 exp(−γ (1− zn)/ε)
)

+ Cεh2
(

1+ ε−4 exp(−γ (1− zn)/ε)
)

+ CL1h
(

1+ ε−2 exp(−γ (1− zn)/ε)
)

+ CL2h
2
(

1+ ε−3 exp(−γ (1− zn)/ε)
)

≤ Ch
(

1+ ε−3 exp(−γ (1− zn)/ε)
)

,

since ε−2 < ε−3, and h5 < h4 < h2 < h.

Lemma 10  For a fixed mesh number Nz and for ε → 0 , 
we have

Table 1  Maximum point wise error ˜ENz ,Ntε  , uniform error ˜ENz ,Nt,convergence rate ˜RNz ,Nt , and CPU time in second for Example 1, N = M

ε ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512

2
−0 4.5471e-04 2.4759e-04 1.2990e-04 6.6937e-05 3.3972e-05 1.7125e-05

2
−4 2.2371e-03 1.2671e-03 6.8474e-04 3.5796e-04 1.8316e-04 9.2701e-05

2
−12 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1748e-04 2.5419e-04

2
−16 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1773e-04 2.6120e-04

2
−20 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1773e-04 2.6120e-04

2
−24 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1773e-04 2.6120e-04

2
−28 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1773e-04 2.6120e-04

Ẽ
Nz ,Nt 5.9805e-03 3.6088e-03 1.9579e-03 1.0167e-03 5.1773e-04 2.6120e-04

R̃
Nz ,Nt 7.2877e-01 8.8219e-01 9.4545e-01 9.7359e-01 9.8703e-01 –

CPU time (s) 0.0536 0.0659 0.0897 0.1120 0.4506 2.7989

Table 2  Maximum point wise error ˜ENz ,Ntε  , uniform error ˜ENz ,Nt , convergence rate ˜RNz ,Nt , and CPU time in second for Example 2, N = M

ε ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512

2
−0 4.7516e-04 2.3325e-04 1.1624e-04 5.8105e-05 2.9052e-05 1.4526e-05

2
−4 2.7847e-03 1.0798e-03 6.4791e-04 3.5894e-04 1.8853e-04 9.6561e-05

2
−8 7.2234e-03 3.6109e-03 1.6076e-03 5.5890e-04 1.6922e-04 8.6042e-05

2
−12 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6076e-04 2.2852e-04

2
−16 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−20 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−24 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−28 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

Ẽ
Nz ,Nt 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

R̃
Nz ,Nt 9.8727e-01 9.9168e-01 9.9433e-01 9.9729e-01 9.9861e-01 –

CPU time (s) 0.0459 0.0641 0.0744 0.2098 0.3605 2.5312
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Table 3  Comparison of maximum point wise errors for Example 1

ε ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512

M = 20 M = 40 M = 80 M = 160 M = 320 M = 640

Proposed Method

2
−0 3.7207e-04 2.0193e-04 1.0499e-04 5.3852e-05 2.7270e-05 1.3722e-05

2
−4 1.8438e-03 1.0392e-03 5.5544e-04 2.8862e-04 1.4715e-04 7.4318e-05

2
−12 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8950e-04 2.3987e-04

2
−16 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8975e-04 2.4688e-04

2
−20 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8975e-04 2.4688e-04

2
−24 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8975e-04 2.4688e-04

2
−28 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8975e-04 2.4688e-04

2
−32 5.6785e-03 3.4308e-03 1.8570e-03 9.6293e-04 4.8975e-04 2.4688e-04

Results in [40]

2
−0 1.95e-04 1.04e-04 5.35e-05 2.72e-05 1.37e-05 6.88e-06

2
−4 2.00e-03 6.71e-04 3.42e-04 2.27e-04 1.21e-04 5.39e-05

2
−12 1.96e-02 1.03e-02 5.24e-03 2.64e-03 1.32e-03 6.60e-04

2
−16 1.97e-02 1.04e-02 5.27e-03 2.64e-03 1.32e-03 6.66e-04

2
−20 1.97e-02 1.04e-02 5.28e-03 2.64e-03 1.32e-03 6.59e-04

2
−24 1.97e-02 1.04e-02 5.28e-03 2.64e-03 1.32e-03 6.60e-04

2
−28 1.97e-02 1.04e-02 5.28e-03 2.64e-03 1.32e-03 6.60e-04

2
−32 1.97e-02 1.04e-02 5.28e-03 2.64e-03 1.32e-03 6.60e-04

Table 4  Comparison of maximum point wise errors for Example 2

ε ↓ N = 16 N = 32 N = 64 N = 128 N = 256 N = 512

Proposed Method

2
−0 4.7516e-04 2.3325e-04 1.1624e-04 5.8105e-05 2.9052e-05 1.4526e-05

2
−4 2.7847e-03 1.0798e-03 6.4791e-04 3.5894e-04 1.8853e-04 9.6561e-05

2
−8 7.2234e-03 3.6109e-03 1.6076e-03 5.5890e-04 1.6922e-04 8.6042e-05

2
−12 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6076e-04 2.2852e-04

2
−16 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−20 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−24 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

2
−28 7.2237e-03 3.6438e-03 1.8325e-03 9.1984e-04 4.6078e-04 2.3061e-04

Results in [41]

2
−0 2.3950e-02 1.7664e-02 1.1228e-02 6.4886e-03 3.5334e-03 1.8536e-03

2
−4 4.8048e-02 2.7869e-02 1.4847e-02 7.6292e-03 3.8619e-03 1.9422e-03

2
−8 4.9006e-02 2.8622e-02 1.5142e-02 7.7170e-03 3.8852e-03 1.9482e-03

2
−12 4.9006e-02 2.8622e-02 1.5141e-02 7.7173e-03 3.8858e-03 1.9484e-03

2
−16 4.9006e-02 2.8622e-02 1.5141e-02 7.7173e-03 3.8858e-03 1.9484e-03

2
−20 4.9006e-02 2.8622e-02 1.5141e-02 7.7173e-03 3.8858e-03 1.9484e-03

2
−24 4.9006e-02 2.8622e-02 1.5141e-02 7.7173e-03 3.8858e-03 1.9484e-03

2
−28 4.9006e-02 2.8622e-02 1.5141e-02 7.7173e-03 3.8858e-03 1.9484e-03
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Proof  Refer [14]. 	�  �

Theorem  4  Let Fm+1(zn) and Fm+1
n  be the solutions 

of (5) and (19) respectively, then we have uniform error 
estimate

lim
ε→0

max
1≤n≤Nz−1

ε−� exp

(

−
γ (1− zn)

ε

)

= 0, � is positive integer.

∥

∥

∥

Fm+1(zn)− Fm+1
n

∥

∥

∥

= sup
0<ε≪1

|Fm+1(zn)− Fm+1
n | ≤ Ch.

Proof  Use the result in Lemma 10 to Theorem 3, then 
applying Lemma 8 gives the required result. 	�  �

The uniform error bound of the scheme in the maxi-
mum norm is provided by the following theorem.

Theorem 5  Let f (zn, tm) and Fm
n  are to be the solution 

of the continuous problem (1) and the discrete problem 
(19) respectively. Then we have
∥

∥f (zn, tm)− Fm
n

∥

∥ ≤ C(�t + h), n = 0(1)Nz ,m = 0(1)Nt .

Proof  The proof follows from the combination of 
Lemma 7 and Theorem 4. 	� �

Numerical examples, results, and discussion
We consider two problems of singularly perturbed para-
bolic differential equations with large delays in order to 
illustrate the applicability of the method.

Example 1  Consider the following problem [40]:

whose exact solution is not known.

Example 2  Now consider the following problem [41]:

whose exact solution is not known.

Figures  1 and  2 show the physical behavior surface 
graph of the numerical solutions to Examples 1 and 2, 
respectively. From these graphs, we observe that the 
solution exhibits a boundary layer near x = 1 for 















∂f
∂t − ε

∂2f

∂z2
+ (2− z2)

∂f
∂z + (z + 1)(t + 1)f (z, t)

= −f (z, t − 1)+ 10t2 exp(−t)z(1− z), (z, t) ∈ (0, 1)× (0, 2],
f (0, 1) = 0, f (1, t) = 0, t ∈ (0, 2],
f (z, t) = 0, (z, t) ∈ [0, 1] × [−1, 0],















∂f
∂t − ε

∂2f

∂z2
+

(5−z2)
3

∂f
∂z + tf (z, t)

= −f (z, t − 1)+ t3z(1− z) sin(πz), (z, t) ∈ (0, 1)× (0, 2],
f (0, 1) = 0, f (1, t) = 0, t ∈ (0, 2],
f (z, t) = 0, (z, t) ∈ [0, 1] × [−1, 0],

Fig. 3  Log-log plot of maximum point wise error 3 a for Example  1 and 3 B for Example  2
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different values of ε . The graphs also display the effect 
of the perturbation parameter ε . That is, as the values of 
ε decrease, the width of the boundary layer decreases. 
The log-log plot in Figs. 3 also approves the ε-uniform 
convergence of the proposed method. It is evident from 
these figures that as mesh numbers increases, the maxi-
mum point wise error decreases monotonically.

As the exact solutions to the problems are not known, 
we use the double mesh technique [42] to compute the 
maximum pointwise error ẼNz ,Nt

ε  and order of conver-
gence R̃Nz ,Nt

ε  as follows

where FNz ,Nt (zj , ti) and F2Nz ,2Nt (zj , ti) are the numerical 
approximation of the exact solution f (zj , ti) on the mesh 
�N and �2N respectively. �2N is obtained by doubling the 
mesh �N such that the mid points zj+1/2 = (zj+1 + zj)/2 
and ti+1/2 = (ti+1 + ti)/2 are included in to the mesh 
points. From (32), we compute ε-uniform maximum 
error ẼNz ,Nt and the corresponding ε-uniform conver-
gence rate R̃Nz ,Nt as

The numerical results presented in Tables 1 and 2 show 
the maximum point-wise error, ε-uniform maximum 
error, rate of convergence, and CPU time in seconds 
for the proposed method for Examples 1 and 2, respec-
tively. From these tables, we confirm that the suggested 
method is linear-order ε-uniformly convergent, accord-
ing to the error analyses carried out in this work. Fur-
thermore, we see that as the mesh numbers increase, the 
maximum point-wise error decreases, and as the values 
of ε decrease, a stable and bounded maximum error is 
established. Thus, the proposed scheme is ε-uniformly 
convergent.

Tables 3 and 4 show the comparison of the maximum 
point wise error of the methods that existed in the lit-
erature [40, 41] for Examples 1 and 2, respectively. In 
Table  3, as the ε gets smaller, we observe that the pro-
posed method holds a more accurate ε uniform con-
vergence than the method in [40]. Similarly, in Table  4, 
the comparison shows that the results of the proposed 
scheme are more accurate ε uniform convergence than 
the method in [41].

(32)

ẼNz ,Nt
ε = max

0 ≤ j ≤ Nz

0 ≤ i ≤ Nt

∣

∣

∣

FNz ,Nt (zj , ti)− F2Nz ,2Nt (zj , ti)
∣

∣

∣

,

R̃Nz ,Nt
ε = log2 Ẽ

Nz ,Nt
ε − log2 Ẽ

2Nz ,2Nt
ε ,

(33)
ẼNz ,Nt = max

ε
ẼNz ,Nt
ε ,

R̃Nz ,Nt = log2 Ẽ
Nz ,Nt − log2 Ẽ

2Nz ,2Nt .

Conclusion
In this work, a non-classical numerical method is devel-
oped to solve a class of singularly perturbed delay para-
bolic convection-diffusion problems with Dirichlet 
boundary conditions. The solutions of these problems 
display boundary layer at the right side of spatial domain 
as ε → 0 . A delay term is handled by constructing a mesh 
in such a way that the delay argument coincides with a 
mesh point. The method is based on exponential spline 
on uniform mesh with exponential fitting factor. It is 
shown that the method is uniformly convergent inde-
pendent of mesh parameters and perturbation parameter 
and provides uniform first-order convergence. The pro-
posed method has the advantage of being applicable to 
personal computers with very low CPU computing time 
for the required number of mesh points. For the pro-
posed method the evaluation of exponential functions is 
computationally intensive, particularly if high precision is 
needed. This difficulty can add to the overall CPU time 
required for solving the differential equations. The theo-
retical result is validated numerically by two test exam-
ples that are presented. The performance of the method 
was compared with some existing literatures and gave 
more accurate result.
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